
ith the proliferation of powerful mobile
devices, innovative mobile applications,
and increased spectrum availability, cellu-
lar networks are emerging as the primary

means for accessing the Internet. In order to support the
explosive growth of data volume, cellular network operators
need to manage and plan their network resources accordingly.
Hence, the ability to accurately and extensively monitor and
analyze network traffic is a fundamental necessity for network
operations and optimization.

Over the years, a number of methodologies and tools
have been developed for traffic monitoring and analysis.
They can be categorized into two disciplines: active and pas-
sive approaches. The active approach generates probe traf-
fic to induce measurable effects for extracting information
of network status. Drawbacks of the active approach include
interference to the normal traffic by injected probes and the
questionable precision of inferred conclusions about the
overall network. In contrast, the passive approach studies
the network as an unperturbed system. Passive tools do not
generate probes into the network or change the original
traffic, but silently observe and analyze the traffic in the
network. They are preferred in managing and planning com-
mercial networks.

Essentially, the enablers for passive monitoring and analysis
of commercial networks are high-speed traffic acquisition
devices, large-capacity storage hardware, and high-perfor-
mance computing servers. In general, the traffic acquisition
devices collect traffic data at two levels, the packet and flow
levels. Both of them require the network management system

to employ a large storage system and high-performance com-
puting server to store and analyze the traffic data from a huge
number of network devices. However, as networks grow expo-
nentially, administrators face the big data challenge, that is,
managing and processing a huge amount of traffic data (e.g.,
terabyte or petabyte packets or flow records). Traditional net-
work measurement systems, which usually rely on a central-
ized high-performance server, can no longer handle this huge
amount of data. An efficient and scalable traffic monitoring
and analysis system is thus called for.

In contrast, the explosive growth of the Internet’s popula-
tion and data-intensive applications has advanced the
research and development of scalable platforms and tech-
nologies for data mining, commonly used by large Internet
companies. Two of the major emerging technologies are GFS
[1] and MapReduce [2] developed by Google. The combina-
tion of GFS and MapReduce allows developers to manage
and process a massive amount of data in a distributed man-
ner over thousands of commodity computers. Inspired by
GFS and MapReduce, the open source community produces
the Apache Hadoop [3] sponsored by Yahoo!. Due to its low
cost and high efficiency, Hadoop is widely used as a distribut-
ed computing framework to conduct large-scale data process-
ing. Hadoop possesses several valuable features: efficient
distributed parallel computing, low-cost scale-out capability,
and high fault tolerance. These features enable Hadoop to be
a suitable platform for large-scale network measurements.
However, it is a great challenge to tailor Hadoop for network
measurements because it was originally developed for batch-
oriented tasks, such as text mining and web page indexing.
Nevertheless, some efforts have been made toward this goal.
For example, Lee and Lee [4] developed a Hadoop-based
tool to process libcap packet trace files in a parallel manner.
RIPE [5] aims to provide a library based on Hadoop to ana-
lyze PCAP files. They made the first attempt to process the
raw packet data in Internet. In addition, authors in [6, 7]
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Abstract
Network traffic monitoring and analysis is of theoretical and practical significance
for optimizing network resource and improving user experience. However, existing
solutions, which usually rely on a high-performance server with large storage
capacity, are not scalable for detailed analysis of a large volume of traffic data. In
this article, we present a traffic monitoring and analysis system for large-scale net-
works based on Hadoop, an open-source distributed computing platform for big
data processing on commodity hardware. This system has been deployed in the
core network of a large cellular network and extensively evaluated. The results
demonstrate that the system can efficiently processes 4.2 Tbytes of traffic data from
123 Gb/s links with high performance and low cost every day.
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investigated how to analyze large volumes of network data by
Hadoop-based tools like MapReduce and Pig. Although
these initial works have demonstrated the viability of using
Hadoop for analyzing network traffic data, some important
issues in large-scale commercial telecommunication networks
have not been addressed.

In this article, we propose a Hadoop-based scalable net-
work traffic monitoring and analysis system for big traffic
data. The system is designed and implemented following a
multi-layer architecture with functional components including
high-speed traffic monitors, traffic collectors, data store,
MapReduce analysis programs, result presentation interfaces,
and a cluster manager. To prove the viability of the proposed
system, we deploy the system into the core network of a large-
scale second/third generation (2G/3G) cellular network. The
results demonstrate that Hadoop is a promising enabler for
building an efficient, effective, and cost-efficient large-scale
network traffic monitoring and analysis system.

Hadoop-Based Large-Scale Network Traffic
Monitoring and Analysis System
Figure 1 shows the architecture of our proposed Hadoop-
based network traffic monitoring and analysis system. An
exposition of its major components is offered next.

Cellular Data Network
Generally, the cellular data network can be divided into two
domains: access and core. The access is composed of a num-
ber of radio access networks (RANs) including Global System
for Mobile Communications (GSM)/Enhanced Data Rates for
Global Evolution (EDGE, 2G) and Universal Mobile
Telecommunications System (UMTS)/High-Speed Data Pack-
et Access (HSDPA, 3G) RANs. A mobile device communi-
cates with a transceiver station in the access network, which
forwards its data service traffic to a serving general packet
radio service (GPRS) support node (SGSN). The SGSN
establishes a tunnel on the Gn interface with a gateway GPRS
support node (GGSN) that provides connectivity to the Inter-
net via the Gi interface. Through this path, the requesting

message of a mobile device enters the Internet and reaches
the serving server. Data responding from the server to the
mobile device traverse in the reversed path. 

Traffic Monitor
To meet the increasing bandwidth requirement, mobile opera-
tors are deploying more network lines at the gigabit level,
such as 10G (OC-192) and 40G (OC-768). In such a high-
speed environment, even with offloading network interface
cards and optimized kernel code, software-based traffic moni-
toring systems are still inadequate to achieve real-time moni-
toring. The hardware-based tailor-made collector system is the
only option for networks with multiple 10 Gb/s links.

We design and implement a flexible monitoring system
based on a scalable hardware/hardware-combined architecture
to cope with the modification and addition of monitoring
requirements as well as future rate increase. The hardware
component, named Traffic Monitor, is in charge of the perfor-
mance-critical tasks such as deep packet inspection, flow
record composition, and basic packet statistics. Other
resource-intensive tasks like application-specific record gener-
ation are executed by software components. We utilize the
reconfigurable capabilities of field programmable gate arrays
(FPGAs) and parallel processing techniques to achieve both
flexible and high-speed concurrent packet processing.

Key features of Traffic Monitor are:
1. Line-speed packet parsing: The objective of packet parsing

is to extract expected attributes of header and contents of
payload. We implement a set of parsing algorithms with
interpretation rules for different types of protocol formats
like PPPoE and GRE to capture packets at various network
interfaces, such as Gb, Gn, and Gi.

2. Accurate flow composition: A flow is a collection of packets
between two end nodes defined by specific attributes, such
as the well-known TCP/IP five-tuple. Metrics of flows can
illustrate more useful information than individual packets.
The flow manager component generates and updates the
flow records stored in the flow cache. Completed flows,
which are terminated by TCP FIN packets or time-out
events, are exported by the flow exporter as Flow Record
Frame in a predefined binary format.
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Figure 1. System architecture.
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3. Real-time traffic classification: Traffic classification is fun-
damental to numerous network management tasks. The
traffic classifier component provides real-time traffic classi-
fication with 14 service classes and 129 sub-service classes
by combining port-based application deduction, deep pack-
et inspection, deep flow inspection, and statistical patterns-
based technologies. Classification results are exported into
two fields of a Flow Record Frame.

4. Multi-level traffic statistics: The Traffic Monitor supports
traffic statistics at three granularities: packet, flow, and
aggregated. At the packet level, information on each pack-
et, such as bytes and arrival time, is accumulated to pro-
duce the statistics report. The flow-level statistics provide
detailed information of each observed flow like duration
and number of packets. Statistics at the packet and flow
levels can be aggregated from different perspectives to gen-
erate various aggregated reports, such as by user identity
and service class.

5. Fine-grained traffic shaping: To support QoS differentia-
tion, traffic shaping can be conducted from different
aspects, such as subscriber, IP range, and service class,
which can be configured through a web interface. Hard-
ware-based cascade token bucket architecture and algo-
rithms facilitate real-time traffic shaping with 1 kb/s
granularity at a multi-gigabit line speed.

6. Packet mirror: To support offline traffic analysis, packet
passing through the traffic collector can be mirrored to
other devices like our Traffic Collector via a cable splitter or
dumped into trace files.

Traffic Collector
The Traffic Collector receives two kinds of input from the
traffic monitor via Gigabit Ethernet: flow record frames as
UDP stream data and specific mirrored packets as encapsulat-
ed Ethernet frames. With these inputs, the Traffic Collector
performs three functions: extracting flow records from flow
record frames, generating application-layer session records,
and uploading records to the Data Store.

To improve the performance of processing and transmis-
sion, flow record frames produced by the traffic monitor are
encapsulated in binary format at the bit level; that is, a field
of a flow record may reside in one or multiple bits. Moreover,
each flow record frame consists of 16 flow records with a
common header, which includes several common attributes
like sampling rate and link identity. This compact format
helps save the transmission bandwidth, but presents chal-

lenges for subsequent analysis tasks. To tailor the flow record
frame for Hadoop processing, the traffic collector extracts
information from the flow record frame and translates each of
them into 16 flow records. Each flow record consists of a fixed
length of 92 bytes of flow information, such as sample rate,
timestamp, TCP/IP five-tuple, and number of packets.

As network applications become increasingly complex and
heterogeneous, there is an increasing need for application-ori-
ented traffic analysis. However, most existing network traffic
monitoring systems just capture and store raw packets. The
complex application-layer operations like HTTP session
reassembly are left to back-end analysis. This leads to
increased analysis complexity and reduced performance due
to excessive packet copies between the traffic probe and the
analysis subsystem. To bridge this gap, we develop a pluggable
generator to produce application-layer session records in
Length-Value (LV) binary format. It addresses the following
key challenges:
1. It can handle massive traffic data generated from multi-

gigabit network links in real time. We use the PF_RING, a
technology that can dramatically improve the packet cap-
ture speed, to achieve high-speed packet capturing.

2. It supports parallel processing of packets and sessions on
multi-core machines. The record generator transparently
creates a number of worker threads, which equal the num-
ber of allocated cores, to process packets and application
sessions.

3. It flexibly supports variable application-layer protocols. To
efficiently keep track of known and potentially growing
application-layer protocols, the session assembling rules of
different protocols are defined in configuration files, which
are loaded into memory at runtime. Multiple protocol mod-
ules can process the same packet in a shared memory to
avoid unnecessary data copies and improve the overall per-
formance. Based on this scalable and flexible architecture,
the record generator can produce HTTP session records for
a 10 Gb/s network line using an 8-core machine.
The last function of the Traffic Collector is to transmit

extracted flow records and generated application-layer session
records to HDFS. The transmission task is performed by an
HDFS uploader, which is an isolated Java process. The
uploader reads the buffered flow records and application-
layer session records, and exports them to HDFS by using the
Hadoop stream writer. To expedite the parallel processing of
traffic data, the flow and session records are aggregated every
five minutes and saved into HDFS.

Figure 2. HTTP click request identification: a) web browsing behavior; b) HTTP request dependence graph.
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Data Store
In addition to real-time capturing packets, the scalability of
storing a huge amount of traffic data is another significant
requirement for large-scale network monitoring and analysis.
To address this issue, we build a distributed data store by
leveraging HDFS and HBase for managing unstructured and
structured data, respectively. 

HDFS, a core component of Hadoop, is designed for
storing data in low-cost hardware with scalability and fault
tolerance. It provides high-throughput and reliable access to
petabytes of big data on thousands of commodity machines.
HDFS is well suited to process the massive network traffic
data. In our system, flow record and application-layer ses-
sion record files are saved into HDFS via an HDFS stream
writer application programming interface (API). These files
are parallel processed by MapReduce programs, and some
of the analysis results are written back into HDFS for pre-
sentation.

Although HDFS is suitable for storing large files, its docu-
mentation oriented design does not support fast random read
and write records in files. For network monitoring and analy-
sis, this limitation is unacceptable in some cases, such as
searching flow records by TCP/IP five-tuple and updating traf-
fic counting records of a given user indexed by the user identi-
ty. That is why we take HBase as another data store module
to manage structured data. HBase is built on top of HDFS by
storing data in indexed HDFS StoreFiles. Data stored in
HBase is organized as key/value pairs in a columnar manner.
It supports a flexible data model, fast access to rows indexed
by the row key, and low-latency update to given records within
a large data set.

Analysis Programs
To analyze the captured massive traffic data, we develop a set
of programs based on the powerful MapReduce programming
model. Each MapReduce program consists of a set of jobs
composed by distributed Map and Reduce tasks. These tasks
take a number of key/value pairs as inputs and produce other
key/value pairs by user defined logics.

The developed MapReduce programs analyze traffic data
from four aspects:
1. Network traffic statistics. We compute the traffic statistics in

terms of byte, packet, and flow number according to differ-
ent grouping indices, such as IP addresses, transport-layer
protocols, and TCP/IP five-tuple.

2. Application-layer analysis. The traditional network-layer
and transport-layer traffic analysis cannot keep pace with
the growing emerging networked applications. The generat-

ed flow records and application-layer session records pro-
vide us an opportunity to investigate some data mining
algorithms for extracting application layer information and
study the traffic characteristics from the application per-
spective.

3. Web service provider analysis. We investigate web traffic
over cellular data networks from the service provider
perspective, which plays a critical role in the mobile
Internet.

4. User behavior analysis. Improving user experience is the
ultimate goal of network operators, and thus it is critical to
understand user behavior and mobile service usage. There-
fore, we characterize and model the traffic from the per-
spectives of the mobile client and the end user. 

Result Presentation Interfaces
To present the analysis results in a flexible and user-friendly
manner, we provide three kinds of interfaces: command line,
Pig Latin scripting, and web graphic user interfaces (GUIs).
Experienced developers who are familiar with Hadoop can
use Hadoop commands to access results stored in HDFS files.
If they want to investigate results from MapReduce programs
running in different conditions, they can execute the programs
by command line with various parameters. For analysts with a
certain degree of scripting skills, they can explore the data by
Pig Latin scripting with built-in functions and extended user
defined functions, thus simplifying application development in
the MapReduce framework by high-level data processing task
abstractions. The last presentation interface is a web GUI for
ease of viewing, comparing, and analyzing a data set with vari-
ous interactive options.

Cluster Manager
Surveillance of Hadoop nodes to keep track of cluster health
and maintain fault alert is critical to deploying Hadoop com-
ponents into the production environment for running mission-
critical applications. Although there are a number of
experimental tools for Hadoop cluster management like
Apache Ambari, providing an easy-to-use integrated Hadoop
management system is still an open issue. We develop a tool
named ZooManager based on two open source tools, Ganglia
and Nagios, to ease the most important management task,
Hadoop cluster monitoring. Ganglia can collect and aggregate
performance metrics of servers such as CPU, memory, and
disk and network utilization. We extend Hadoop’s built-in
plugins to publish performance metrics of Hadoop compo-
nents like NameNode and DataNode to a Ganglia daemon.
Based on these metrics of individual components, we define
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Figure 3. Website community identficiation: a) example of user distribution among websites; b) example sparsified affinity graph;
c) identified website communities.

High Med Low

90

90

90

8080

80

120

100100 10020090

120

100 100100

30
30

30

30

30

30

20

20

20

60

60

6060
60 60

80

80

80

20

30

30

10

10

56

48
63

63

42
42

484854

200

64

64
12

64

9

6
15

15 15

l

j

k

(a) (b) (c)

h

fec i

g

d

a
c a

d

b

h

g

l

k

e f i j

b

LIU1_LAYOUT.qxp_Layout 1  7/17/14  2:07 PM  Page 35



IEEE Network • July/August 201436

several aggregated indicators to represent the overall status of
the whole cluster and display them as time series via the web
GUI. In addition, key metrics and indicators are fed into
Nagios to produce real-time alerts to administrators via emails
and SMS.

Traffic Analysis Algorithms
Application-Layer Analysis
Mining the logs of HTTP, the most widely used application
layer protocol, is an effective way for service providers to
understand user behavior and interests. For modern websites,
a click usually triggers a number of HTTP requests for down-
loading embedded objects. Therefore, identifying clicks from
a large number of captured HTTP requests is the prerequisite
for web usage mining. However, the prevalent parallel web
browsing behavior caused by multi-tab web browsers, shown
by an example in Fig. 2a, presents great challenges to clicks
identification. Hence, we propose a novel click identification
algorithm based on dependency graph.

We model the complex browsing behavior as a dependen-
cy graph, which is a directed and weighted graph G = (O, S,
E, W). Each node oi in the graph represents a web object
identified by a URL. We divide the request sequence of
each user into a number of sub-sequences. The rule of

dividing the sequence is to make the interval between the
first request in a sub-sequence and the last request in the
previous sub-sequence bigger than t, called lookahead time
window. Then we can construct a set of edges E pointing
from the first node to other nodes in each sub-sequence.
The weight w(oi, oj) of the edge e(oi, oj) is the occurrence
count of the pair <oi, oj> appearing in all sub-sequences.
Figure 2b shows the dependence graph derived from the
browsing behavior example shown in Fig. 2a. For each node
in the dependence graph, we define a dependence probabili-
ty, which is the value of the weighted in-degree divided by
the occurrence count of this node. We can determine
whether a request is a click by comparing the dependence
probability with a threshold, which is self-learned from the
graph structure.

The algorithm is implemented as a MapReduce program
executed on the cluster once every day for HTTP data prepro-
cessing. It outputs URLs marked as click or non-click and
their relationships into HBase for further web usage mining.

Web Service Provider Analysis
A website community structure is an essential means to
describe the relationships among websites. Although there are
a number of solutions for identifying website communities
based on hyperlink structure [9] and content similarity mea-
surement [10], the relationships between user behaviors and
community structures are far from being understood. 

We develop a three-step algorithm: measuring affinity,
sparsifying a graph, and identifying communities, to extract
communities by affinity measurement derived from user
access information [12]. Formally, we model the mobile
Internet websites as an affinity graph G = (O, E, W), where
O is the set of nodes representing websites and E is the set
of directed edges with weights W denoting the affinity rela-
tionships between websites. The affinity weight from oi to oj
is derived by dividing the number of common users between
them by the total number of users of oi. To reduce the com-
putational workload and improve identification quality, the
original dense affinity graph is transformed into a directed
and unweighted G¢ = (O, E¢) called a sparsified affinity
graph. The structure of G¢ is determined by a rule of satisfy-
ing a scale-free fitting index fit, which is computed by the
frequency distribution of node in-degree di

in to be larger
than a threshold t. Figure 3a shows an example of user dis-
tribution among websites. Nodes from a to l represent 12
websites. The number in bold close to each node is the
number of users accessing this website. The number in italic
close to each dashed line between two nodes is the number
of common users of the two websites. This example can be
transformed into a sparsified graph with t = 0.69, as shown
in Fig. 3b. After generating the sparsified affinity graph, the
affinity rate from node oj to oi is defined as the value of the
number of users accessing website oj divided by the out-
degree of oj if there is an edge from oj to oi. Then the influ-
ence score insoi of node (oi) can be calculated by summing
the affinity rates affr(oj, oi) of all neighbor nodes oj around
oi in the sparsified affinity graph. At last, all nodes are
ranked by the influence score, and the top-k scorers are
selected as the seed set R. Each node oi in R and the set of
nodes oj having a directed edge from oj to oi in the sparsi-
fied affinity graph G¢ are grouped together as the ith com-
munity Ci.

A MapReduce program is implemented based on this algo-
rithm with several parameters to be set by operators, such as
scale-free index threshold t and the number of top communi-
ties to be produced k. The identified website communities are
presented to data analysts as graphs by a GUI tool.

Table 1. Overview of workload and performance.

Metric Value

Link speed 12*10G POS + 3*GE~

Average traffic rate 24.5 Gb/s

Max traffic rate 50 Gb/s

~Bytes of flow record frame per day 875 Gbytes

Number of flow records per day 13.3 billion

Number of HTTP records per day 17.3 billion

Size of HDFS files per day 4.2 Tbytes

Accuracy of traffic statistics 100%

Accuracy of HTTP session records 100%

Average CPU Util of traffic collector 40.6%

Average Mem Util of traffic collector 21.9%

Average time for uploading 5 min
records 98 s

Max time for uploading 5 min records 290 s (10 PM)

MapReduce jobs per day 18

Computing time per day 11 h 15 min

Cost of per gigabyte link speed $201.2
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User Behavior Analysis

With the high penetration rate of cel-
lular devices and increasing number of
fancy mobile applications, cellular
devices are becoming indispensable to
our daily lives; a cellular device and its
usage data can thus be regarded as the
natural extension of an individual [13].
Therefore, mobile operators are inter-
ested in knowing the attributes of cel-
lular devices including models, prices,
and features, and understanding relat-
ed user behaviors. As the first step to
address this challenge, it is imperative
to extract the model information of cellular devices to deter-
mine features and device prices. Therefore, we design a novel
Jaccard-based learning method to recognize cellular device
models to help the operator build a model database. The
main idea is to identify an appropriate keyword that repre-
sents a cellular device model from unformatted textual head-
ers of HTTP requests in three steps:
1. Extract all keywords pertaining to the description of a

device model.
2. Filter candidate keywords by evaluating the conditional

probability value between each keyword and device model.
3. Calculate the Jaccard coefficient index using statistical

information, and select the keyword with the highest Jac-
card index to represent the device model.
To handle billions of HTTP records, we implement the pro-

posed method as a MapReduce program running on the clus-
ter. Recognized results and related information are stored in
HBase for further analysis. 

Experimental Results
System Evaluation
To evaluate the accuracy and performance of the proposed
system, we constructed a cluster with only six servers at the
most economical cost and deployed it in a commercial cellular
network of a leading mobile operator in China. All machines
are connected by 1 Gb/s Ethernet lines and configured with
two 8-core 2.4 GHz Intel Xeon processors. Memory and hard
disks of the NameNode and two traffic collectors are config-
ured with 16 Gbytes and 4 × 2 Tbytes, respectively. Three
Data Nodes are configured with 16 Gbytes of memory and 8 ×
2 Tbyte hard disks. The software environment of all nodes
employs Linux CentOS 6.4, the 64-bit version, and Hadoop
1.0.4 with a block size of 64 Mbytes and replication parameter
of two. Table 1 shows the overall workload and performance
in this environment.

Before the deployment, we use a high-speed packet simula-
tor to generate massive traffic for each traffic monitor to test
the monitoring and analysis functions. From 100 Mb/s to 1
Gb/s generating speed, we examined the accuracy by compar-
ing logs of the simulator and records in HDFS, and observed
100 percent accuracy for traffic statistics and HTTP session
record generation.

Then the cluster is deployed into the production environ-
ment which covers 12 × 10G POS and 3*Gigabit Ethernet
ports in the core network of a 2G/3G cellular network. The
average and maximum traffic rates going through these links
are 24.5 Gb/s and 50 Gb/s, respectively. Each link is attached
to a traffic monitor. There are two traffic collectors that
handle all of the traffic to generate and upload flows and
HTTP records into HDFS every 5 min. The execution time
for uploading records every 5 min is 98 s on average, which

is linearly proportional to the size of a data set to be upload-
ed. The average CPU and memory utilization of the traffic
collector are 19.9 and 21.9 percent, respectively. The traffic
generates 4.2 Tbyte HDFS files every day. They are pro-
cessed by 18 MapReduce jobs that require 11 h and 15 min
to complete all analysis works. The performance result and
the cost per gigabyte link speed of $201.2 have substantiated
the high performance and cost efficiency of the Hadoop-
based solution.

User Click Identification
We measured the accuracy of our proposed user click identifi-
cation algorithm by F1 score, which considers both the preci-
sion p and the recall r as F1 = 2 × p × r/(p + r) [14]. F1
scores of the identification results of three well-known web-
sites in China are shown in Table 2. The results show that our
method (DG) achieves higher accuracy than the widely used
data cleaning (DC)-based method [15].

Website Community Identification
The website communities identified by our affinity measure-
ment-based method are presented as a community graph like
Fig. 3c by a GUI tool using the R code [11]. Based on this
tool, we observed some community structures that cannot be
identified by traditional link- and content-based website com-
munity discovery methods. For example, we found a commu-
nity with the core qq.com surrounded by paipai.com,
pengyou.com, tenpay.com, and so on, which are websites
owned by the same big Internet company, Tencent, in China.
Another interesting community is composed by a number of
mobile game websites like angrybirds.com and zeptolab.com
surrounding the core flurry.com, a traffic statistical service
provider.

Mobile Client Recognition and User Behavior
Analysis
To evaluate the accuracy of our mobile client recognition
method, we employ the widely used WURFL [16] method for
comparison. We conducted experiments on datasets with
seven different sizes, from 10k to 2 billion HTTP records. Fig-
ure 4b shows the accuracy evaluation results. Note that our
method produces a much better recognition result with 91.5
percent accuracy rate than WURFL’s 12 percent accuracy
rate. Some of the recognition results in HBase are shown in
Fig. 4a.

We further investigate a number of metrics for characteriz-
ing mobile user behavior. For example, we study the network
access time, defined as the number of minutes in a day that a
user accesses cellular data services. The density function esti-
mated by the kernel density estimator (KDE) is shown in Fig.
4c. It is interesting to see that there are two humps with

Table 2. F1 scores of click identification results.

Website Method 9–10 11–12 13–14 15–16 17–18 19–20 Avg

sina.com
DC 0.32 0.36 0.31 0.37 0.31 0.25 0.32

DG 0.94 0.91 0.97 0.92 0.85 0.93 0.92

sohu.com
DC 0.28 0.27 0.33 0.33 0.19 0.29 0.28

DG 0.96 0.89 0.95 0.79 0.90 0.90 0.90

ifeng.com
DC 0.34 0.37 0.38 0.29 0.35 0.33 0.34

DG 0.85 0.73 0.88 0.79 0.77 0.89 0.82
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almost the same density value at around 70 and
350 min instead of a single peak. This kind of
bimodal distribution implies that we can use the
Gaussian mixture model (GMM) to characterize
the distribution. We employ the Expectation-Maxi-
mization (EM) algorithm to estimate the parame-
ters of the GMM. Figure 4c shows the original
kernel density curve and the estimated GMM
curve with the histogram. The fitting of these two
lines indicates the distribution of network access
time of cellular devices can be described well by
GMM.

Conclusions
We have proposed a novel system for monitoring
and analyzing large-scale network traffic data. The
system utilizes the advanced distributed computing
platform of Hadoop MapReduce, HDFS, and
HBase. Based on this system, we have designed
algorithms and implemented MapReduce programs
for network traffic analysis from four different per-
spectives. The system was deployed into the core
network of a commercial cellular network as a pro-
duction system covering 123 Gb/s links and han-
dling 4.2 Tbytes of input files every day. Evaluation
results have demonstrated that the Hadoop-based
solution is suitable for building a high-performance,
cost-efficient, and scalable network traffic monitor-
ing and analysis system. Moreover, the capability of
this system to process big traffic data enables us to
reveal a number of network traffic and user behav-
ior phenomena not shown before. For future work,
we plan to improve the performance of analysis
programs by optimizing the MapReduce algorithm
and tuning parameters of the Hadoop environment.
In addition, we also plan to extend the current
batch processing oriented system to support real-
time traffic measurements by leveraging stream
processing technologies.
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