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Carving Software-Defined Networks
for Scientific Applications with SPATEN

Evaluation
Real testbed composed of Pica8 P-3290 switches
NAS Parallel Benchmarks 
(http://www.nas.nasa.gov/publications/npb.html)
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Impact of Network Programmability
● Single switch programmed with SPATEN, Ryu, and Pox
● Most rule-intensive applications ft and lu
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Introduction
Scientific Applications (SciApps)
● Present well-behaved communication patterns [1], 

transmitting a similar amount of data across same nodes.
● Performance highly dependent on the nodes 

interconnection bandwidth

.Software-Defined Networking
● Supports new possibilities for network management
● Network behavior can be modified on-the-fly according to 

user requirements
● Introduces new issues

○ Populating switch forwarding tables is time-consuming
○ Huge number of flow table entries burst TCAM size
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Real Testbed Topology

Balancing the Elephant Flows
● Baseline: single switch topology
● Applications that most exchanged data cg and bt

Conclusion
SPATEN shows that the spatial communication patterns can 
be used for optimizing the SciApps by identifying the elephant 
flows and proactively allocating them in a balanced way. 
SPATEN eliminates the time for querying the controller and 
reduce the number of installed matching rules, keeping the 
execution time of SciApps to near-optimal times in a real 
testbed.

● Exploits Spatial PATterns to Enhance Network for SciApps
● Previously stores spatial behaviors

● Identifies the elephant flows 
[2]

● Reduce the number of flow 
table entries by grouping 
matching rules by 
destination address [3]

● Uses Dijkstra’s weighted 
shortest-path algorithm [4] 
for placing the inter-PoD 
elephant flows

● Proactively installs the 
forwarding rules on the 
switches

Learning Switch App

(77% longer than the baseline)

(55% longer than the baseline)
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