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SUMMARY

Management of long‐distance, high‐speed optical backbones spanning multiple administrative domains
requires new solutions for challenging tasks. In particular, it is not trivial to negotiate, monitor and
continuously enforce the required quality of service (QoS) for applications that span multiple domains. This
paper proposes GigaManP2P: a novel peer‐to‐peer (P2P) management architecture for high‐speed QoS‐
aware backbones. GigaManP2P peers provide management services in a ubiquitous fashion through
modules that interface with both the communication infrastructure and network users. In particular, we
describe management services for on inter‐domain QoS monitoring and resilient routing. After detecting a
QoS constraint violation trend, a proactive rerouting strategy is triggered based on redundant virtual
circuits, allowing both full and partial rerouting. The P2P overlay implementation is the basis for allowing
transparent communication across autonomous systems. Experimental results showing the overhead of the
P2P infrastructure in comparison to raw Simple Network Management Protocol, and the performance of the
rerouting strategy, are presented. Copyright © 2011 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The proper provisioning of quality of service (QoS) in computer networks depends, among other
factors, on the efficient and accurate management of underlying communication infrastructures [1,2].
QoS management has become a key research challenge [1,3]; only properly managed QoS‐enabled
networks allow the deployment of QoS‐sensitive applications such as high‐definition digital television
(HDTV), telemedicine, real‐time remote control, among many others. In the recent past, QoS
management was primarily concerned about the proper use of the available and frequently scarce
network bandwidth [4]. Nowadays, with the adoption of optical communication technologies,
bandwidth is no longer the primary concern. In this scenario, other QoS‐related issues have become
more important, such as enforcing and monitoring QoS constraints across several autonomous
systems (AS). Traditional network management solutions are unable to cope with these issues, and
they must be solved by managers of every long‐distance, high‐speed optical backbone spanning
multiple administrative domains.
Optical systems usually present a number of QoS management functions at the lower layers [5–8].

These functions only address optical layer issues [9], and are often loosely integrated with higher‐level
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management systems. Although this has advantages due to the fact that lower‐level operations are
transparent to the higher layers, there are cases in which a tighter integration could bring benefits for
the network operation. An example is rerouting, which, at the optical layer, affects a potentially huge
number of flows when a single wavelength is rerouted; furthermore, optical layer rerouting typically
triggers a chain of restoration actions in the higher layers that is very difficult to manage and may
incur inconsistencies and instabilities in the whole system. In an integrated management architecture
rerouting could be more effective by taking into account the requirements of specific applications and
their flows.
In this work we present GigaManP2P, a peer‐to‐peer network QoS management overlay for

monitoring and enforcing QoS for applications that span multiple domains. Management services are
presented that allow fine‐grained rerouting (i.e. enabling specific flows or limited groups of flows to
be rerouted without affecting unrelated ones) operating across multiple administrative domains. The
QoS management strategy is based on proactive rerouting [10,11], i.e. flows are rerouted prior to the
occurrence of a QoS violation. The P2P overlay implementation is the basis for allowing transparent
communication across autonomous systems.
The GigaManP2P overlay offers management services considering three different types of clients:

network operators, end‐users, and end‐user applications. Management peers are placed on a set of
inexpensive hosts and are responsible for high‐level management tasks [12], while conventional
Simple Network Management Protocol (SNMP) agents [13] run at managed network devices, such as
optical switches, undertaking simpler tasks. Rerouting‐aware management peers (also called rerouting
agents), operating above the optical infrastructure, dynamically create and monitor Multi‐Protocol
Label Switching (MPLS) virtual circuits through which affected flows are routed.
GigaManP2P was originally conceived for the multi‐AS Brazilian RNP Giga backbone [14]. The

RNP backbone is the Brazilian academic network that reaches all 27 Brazilian states with aggregated
traffic capacity of 366Mbps. It has international connections with the USA, summing an external
connectivity of 200 Mbps. One of these international connections is dedicated to Internet2, ensuring
Brazilian access to the project that gathers academic networks in several countries. Another
international connection is to Europe. RNP2 interconnects 329 national education and research
institutions, serving around 800 000 users. RNP also acts in the testing and development of pilot
applications for the network and in the qualification of human resources to operate the 27 points of
presence (PoPs), in areas such as network security, IP management, routing, high‐performance
networks, system administration, new protocols and services. Experimental results showing the
overhead of the P2P infrastructure in comparison to raw SNMP are presented, as well as simulations
showing the performance of the rerouting strategy.
The rest of this work is organized as follows. In Section 2, the architecture of GigaManP2P is

described. The proactive rerouting strategy is presented in Section 3. Experimental results obtained
from simulation, in which we evaluate both the overhead and latency of the proposed approach,
follow in Section 4. Section 5 discusses related work, while Section 6 presents concluding remarks
and future work.
2. GigaManP2P: A QoS MANAGEMENT OVERLAY

P2P systems [15] consist of nodes (peers) typically running at inexpensive end‐user hosts. Peers
establish logical connections with one another, forming an overlay network. In this section we
describe the architecture and operations of GigaManP2P, an overlay conceived for managing the
multi‐AS Brazilian RNP Giga backbone [14]. GigaManP2P offers a set of management services that
integrates end‐users and their applications with the communication infrastructure.
There are several reasons that justify the use of a P2P architecture for network management

systems. P2P protocols have been designed considering the peculiarities of the current Internet: for
instance, the extensive use of network address translations (NATs) and firewalls. The P2P overlay
implementation is the basis for allowing transparent communication across autonomous systems. A
P2P overlay allows users to exchange information more easily across NAT/firewalls, and this is not
the case for conventional management protocols. The use of a P2P overlay allows for greater
Copyright © 2011 John Wiley & Sons, Ltd. Int. J. Network Mgmt 2012; 22: 50–64
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connectivity between management nodes as multiple paths can be used for pairs of nodes to exchange
information, e.g. IP provides, in most cases, only one path between pairs of nodes. P2P overlays also
often implement multicast communications, which in several cases are very useful for accomplishing
management tasks. When using P2P technologies one ‘inherits’ a self‐organizing network, in which
administration of nodes entering and leaving are provided by the underlying network itself. Thus there
is no need to implement any control mechanism.
In this section the system architecture is presented. GigaManP2P spans multiple layers, providing

means for users to monitor and control the underlying physical system. Management services are then
described. In the next section the QoS‐based management service is described.
Figure 1 presents the GigaManP2P architecture. At the highest level, peers communicate in forming

the management overlay which provides the client interface. Peers monitor and configure the MPLS‐
enabled devices at the intermediate level, which establish virtual circuits (Label Switched Paths—LSPs)
given the QoS constraints of flows. The lower level represents the optical communication infrastructure.
The following subsections describe the internal components of the system in more detail.
2.1. GigaManP2P peer architecture

GigaManP2P offers management services considering three different types of clients: network
operators, end‐users, and end‐user applications. Figure 2 presents the general environment where one
can observe the optical infrastructure, the management overlay, and its clients. Peers are placed across
the managed optical network to monitor and control network devices found at different administrative
domains. Each peer locally offers management services to local clients (i.e. local network operators,
local users, and local user applications). In addition, each peer provides additional services to other
remote peers forming the management overlay. The architecture of each peer is composed of elements
also presented in Figure 2.
The basic communication services (i.e. Hypertext Transfer Protocol/Hypertext Transfer Protocol

Secure and Juxtapose—HTTP/HTTPS and JXTA, respectively [16]) are placed at the higher layer of
the architecture, enabling communication between peers and clients, and among peers themselves.
JXTA is an open source Java framework that enables the development of new P2P applications. The
framework consists of modular elements that implement basic P2P functionalities such as service
advertisement and discovery, group communication, and application routing. We employed the JXTA
framework to construct the GigaManP2P overlay. The P2P framework on which GigaManP2P is
implemented must provide the security services required. The system has to guarantee secure
Figure 1. GigaManP2P architecture.
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communication among peers, even those deployed at different administrative domains—this is the
case with JXTA.
The general operation of a peer is controlled by the peer daemon that orchestrates the operations of

other internal elements. Each peer exposes a set of management services that are accessed using both
HTTP (when users need a Web interface to access the management services) and SOAP (when remote
peers need to access the services in a remote procedure call fashion). Since Simple Object Access
Protocol (SOAP) [17] supports remote procedure calls, it has been employed for this purpose.
Each management service may require some data repositories for its operations. For example,

management policies are stored in a specific repository, as well as management scripts that can be
transferred to a peer for future execution. Management services themselves are stored in a service
repository. This allows the dynamic deployment of new services which can be transferred to the local
service repository of a peer at any time.
The modules for the communication of peers with the optical infrastructure are located at the

bottom of the peer architecture. They provide an interface to access optical devices in a transparent
way, regardless of the actual management protocol used to access the managed devices. These
modules in fact implement an adaptation layer used by the remaining internal elements when
communication with optical devices is required. The current implementation of GigaManP2P peers
supports SNMP (for instrumentation) and SSH/CLI (for configuration).
2.2. Communication between clients and peers

Clients access GigaManP2P to request the execution of a management service. The set of available
services are placed at a level above the adaptation layer mentioned before. If the set of management
services needs to be expanded, new services can be installed using the P2P overlay itself. Such
new services are stored in the ‘other services’ repository. New services can also be deployed as
management scripts, stored in the script repository. The difference between scripts and the services
from the ‘other services’ repository is that scripts implement simpler services that tend to have a fixed
execution schedule and, after completion, are removed from the repository. Regular services, in turn,
are more complex services that extend the basic peer functionality and are not discarded after
their execution.
Network operators are GigaManP2P clients that access the management services available to them

through either a local GigaManP2P peer or via dynamic Web pages exposed by remote peers using
HTTP. One of the key items operators are responsible for is the definition of management policies that
are stored in the distributed database formed by the collection of local policy repositories of each peer.
End‐users are clients that also access management services through dynamic Web pages. The set of

services available to end‐users, however, is restricted in comparison to the set of services available to
Copyright © 2011 John Wiley & Sons, Ltd. Int. J. Network Mgmt 2012; 22: 50–64
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network operators. For example, end‐users cannot define management policies. End‐user applications
are clients able to access the same services available to end‐users. The difference resides in the fact
that end‐user applications use Web services interfaces via SOAP/HTTP requests, while a human user
accesses the same services via conventional Web pages.
2.3. Management services

GigaManP2P offers management services to operators, end‐users, and applications. These services are
organized as follows.

2.3.1. Services for network operators
Network operators are responsible to run the managed network to fulfill end‐users needs. The services
for network operators allows: handling and enforcing management policies, distributing and
controlling the execution of management scripts, distributing mobile agents, and monitoring network
connectivity. Handling and using management policies allow the operator to define how the optical
network must behave in response to end‐user and application requests. Management peers, in this
case, act as Policy Decision Points (PDPs) of the Internet Engineering Task Force (IETF) policy‐based
network management framework [18].
The management script distribution and execution offer a mechanism to the operator that allows a

request to be issued to the P2P system for the execution of specific tasks (e.g. MPLS path allocation).
In this case, each peer acts as an environment to remotely execute management scripts.
The distribution of mobile agents is similar to the management script support, except that in this

case mobile agents are used as a mechanism to expand the available management services, installing
new ones. Therefore, the mobile agent support can be seen as a meta‐service whose goal is to allow
the operator to install new management services.
Finally, the services for network connectivity monitoring enable the operator to check the current

optical infrastructure status in order to take management decisions concerning the allocation of
network resources to end‐users. All services available to the operators are accessed via a peer Web
interface using HTTP/HTTPS.

2.3.2. Services for end‐users
Offering management services to end‐users allows them to have some level of control over the
network resources required to accomplish their tasks. The services available to end‐users are QoS
negotiation and retrieving network status reports. QoS negotiation allows end‐users to schedule QoS
support for mission‐critical traffic, i.e. each peer acts as a QoS Bandwidth Broker [4]. Although end‐
users can request QoS support, that is only accomplished if the user request is in accordance with the
management policies defined by the network operator. The service of reporting the network status
asynchronously notifies end‐users (e.g. via e‐mail messages) regarding the changes in optical
infrastructure.

2.3.3. Services for end‐user applications
The same services available to end‐users are available to applications. However, the interface to such
services is different. Instead of using Web pages, applications access the services via SOAP [17].
Management services offered to applications are especially important for cooperative and resource‐
sharing applications such as grids, where the network infrastructure needs to be configured to provide
proper communication facilities.

2.3.4. Services for peers
QoS monitoring and management is a key service provided and executed by the proposed overlay.
The optical network is continuously monitored, and an information service provides reports on when
and why the expected QoS is not being properly provided. Management peers proceed with proactive
management, where QoS maintenance actions are executed prior to a QoS violation, as described in
the next session. Such actions can be triggered after a peer evaluates management data exchanged
with other peers. Specific services are employed by the overlay to guarantee resilient routing,
Copyright © 2011 John Wiley & Sons, Ltd. Int. J. Network Mgmt 2012; 22: 50–64
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including a service to establish virtual circuits for applications with QoS requirements, and monitoring
and proactive rerouting service; both are described in the next session.
3. QoS MANAGEMENT AND RESILIENT ROUTING IN GigaManP2P

GigaManP2P employs a distributed approach for QoS management. Initially a QoS negotiation
service is employed to determine whether a flow can be routed given its QoS requirements and the
network conditions. After a virtual circuit is established, the monitoring service is instantiated.
Rerouting agents are employed for setting and monitoring virtual circuits, as well as rerouting itself.
Rerouting starts with the discovery of a critical path—a subset of the virtual circuit to be replaced. The
critical path is determined taking into account QoS metrics relevant to the application. The rerouting
strategy selects alternative paths for the monitored flow which replace the critical path whenever
a QoS degradation trend is detected, before users perceive a QoS degradation. The strategy is
proactive—not reactive—in the sense that it anticipates the violation of QoS requirements. The
strategy also allows both full and partial rerouting, depending on whether the broken virtual circuit is
completely or partially replaced by the new one.
3.1. Rerouting agents

Three types of agents support the proactive rerouting strategy: InputNodeAgent, IntermediateNodeAgent,
and AlternativeRouteAgent. The InputNodeAgent operates at the input (or first) device of the virtual
circuit. This agent triggers the rerouting of flows belonging to the same virtual circuit and is also
responsible for interacting with external modules (e.g. the GigaManP2P service used to create virtual
circuits), offering the interface through which routing services are accessed by the rest of the system.
The IntermediateNodeAgent has two main goals: (i) to monitor the network devices that belong to

the virtual circuit; and (ii) to feed the InputNodeAgent with performance information about the QoS
metrics relevant to the flow. Finally, the AlternativeRouteAgent is responsible for discovering
alternative paths. The discovery mechanism operates in a limited area around the critical path called
the search area. In addition, the AlternativeRouteAgent has two other goals: (i) to select the best
alternative path; and (ii) to reconfigure the devices in order to establish the new route.
3.2. Rerouting phases

The complete proactive rerouting process consists of five phases (Figure 3) in which the operations
required to reroute a flow take place: (1) agent activation; (2) virtual circuit monitoring; (3) discovery
of alternative routes; (4) alternative route monitoring; (5) route change configuration. These phases
(Figure 3), except the route change configuration phase, are executed sequentially after a flow with
QoS requirements starts. The route change configuration is executed after a QoS violation trend is
detected. This strategy implements a proactive rerouting scheme, in the sense that the first four phases
are executed before any QoS failure occurs.
In the agent activation phase, GigaManP2P activates an InputNodeAgent at the peer responsible for

the virtual circuit’s input (the first) routing device. The InputNodeAgent then activates an
IntermediateNodeAgent at the next peer responsible for controlling the network device in the route
to the destination. This IntermediateNodeAgent then activates another IntermediateNodeAgent at
the next peer to the destination, and so on, step by step until all devices have an associated
IntermediateNodeAgent activated.
The next phase, virtual circuit monitoring, starts immediately after the last IntermediateNodeAgent

is activated at the peer responsible for the output device of the virtual circuit. This phase is concluded
only when the flow finishes. During this phase the operations required to obtain relevant information
from the virtual circuit are executed, and subsequently sent to the InputNodeAgent. A message—
generated at the last IntermediateNodeAgent and which traverses all IntermediateNodeAgents
backwards to the InputNodeAgent—carries monitoring information, i.e. QoS parameters, which may
be configured for each flow depending on its requirements. Periodically the IntermediateNodeAgent at
Copyright © 2011 John Wiley & Sons, Ltd. Int. J. Network Mgmt 2012; 22: 50–64
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the last node creates this message with monitoring information and sends the message backwards to the
previous IntermediateNodeAgent, which updates the information and sends the message in turn to the
previous agent, and so on, until the message reaches the InputNodeAgent.
The sequential monitoring strategy allows the discovery of the critical paths. A critical path is a

part of the route which is the bottleneck for the set of monitored parameters across the whole route.
After a critical path is detected, an AlternativeRouteAgent is activated by the InputNodeAgent at the
first node of the critical path, i.e. the peer of the critical path that is closest to the InputNodeAgent.
The discovery of alternative routes phase starts after the AlternativeRouteAgent is activated at the

peer responsible for the first device of the critical path. This phase concludes after the last
AlternativeRouteAgent is activated at the peer of the last device of the critical path, indicating the
discovery of the last alternative route. A simple algorithm is employed for the discovery of alternative
routes: the limited diffusion of AlternativeRouteAgents in a search area with a predefined search
radius, r. The size of the search area is a parameter that can be set according to the topology; for
instance, for sparse networks r must be larger than for dense networks. In general, r is the size of the
critical path times a constant; in our experiments we used this constant equal to 2. Formally, the search
area is defined as subgraph G = (V, E) in which the set of vertices in V consist of the first node in the
critical path plus all nodes to which the distance is at most r; the set of edges (i,j) in E consist of the
links that connect nodes i, j both in V. The generation and association of labels to the new virtual
circuit can occur either in this phase or later. If labels are associated in this phase, the approach is
called anticipated. The other approach, called on‐demand, is described below.
In the alternative route monitoring phase, information about the alternative routes are obtained and

sent periodically to the InputNodeAgent. Messages flow through the AlternativeRouteAgents up to the
agent at the last peer of the alternative path. Each agent updates the message with local information.
The destination of these messages is the AlternativeRouteAgent of the first peer of the critical path.
These messages contain information that allows the AlternativeRouteAgent to choose the best path to
employ given the resources available and the requirements of the QoS flow to be rerouted. Note that if
two different virtual circuits have a QoS degradation detected, then it is possible that both
AlternativeRouteAgents will try to associate labels with the same alternative path, and one or both will
succeed depending on the capacity of the involved links and the amount of traffic they are currently
carrying.
The route change configuration phase consists of the set of operations executed after a rerouting

request is issued by an IntermediateNodeAgent. This phase is responsible for redirecting the flow to
the alternative path. The redirection is executed by the AlternativeRouteAgent at the peer of the first
node of the critical path. The operations involved in this phase depend on the approach adopted for the
generation and association of labels to the new virtual circuit, which can be anticipated or on demand.
In the anticipated approach, the labels are generated in the discovery of alternative routes phase
(proactive phase), as mentioned above. In this case, there is no impact on the latency of the route
configuration phase, but there is a higher consumption of labels. On the other hand, the on‐demand
Copyright © 2011 John Wiley & Sons, Ltd. Int. J. Network Mgmt 2012; 22: 50–64
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approach causes an increase in the latency of the route configuration phase, since the operations
related to the creation and association of labels must be executed in this phase. Moreover, the latency
of the route configuration phase becomes dependent on the length of the alternative path, which does
not occur in the anticipated scheme.
4. EXPERIMENTAL RESULTS

In this section we present a set of experiments executed using both simulations and actual deployment of
our proposed overlay on the top of a real Giga network. We initially present the delays for activating the
rerouting agents. Then the overhead of the P2P infrastructure in comparison with raw SNMP is
evaluated. The third experiment evaluates the influence of the topology on the rerouting process. The
last experiment evaluates rerouting in the presence of different kinds of background traffic.
4.1. Agent activation delays

In order to measure the delays for activating and executing the rerouting agents, a test environment
was set up with two hosts running Linux, both of which are based on Intel processors and connected
by a 100 Mbps Ethernet. Table 1 shows the average results obtained for this experiment; each one was
repeated at least 50 times. The measured delays correspond to agent instantiation, serialization, and
configuration.
For the InputNodeAgent, the average delay (392.4ms) corresponds to the interval from the instant

the requesting management service starts the agent, until the agent is instantiated at the first node of
the virtual circuit. For the IntermediateNodeAgent, the average delay (518.7ms) corresponds to the
moment an IntermediateNodeAgent is instantiated, executes locally, and sets up the next
IntermediateNodeAgent in the virtual circuit. For the AlternativeRouteAgent, the average delay
(259.0ms) corresponds to the instant an AlternativeRouteAgent is instantiated, executes locally, and
sets up the next AlternativeRouteAgent in the search area in which alternative paths are to be
determined. The AlternativeRouteAgent migrates to every neighbor, while the IntermediateNodeAgent
has to access virtual circuit information in order to determine the next hop to migrate to.
4.2. SNMP overhead

In this section, experimental results from the evaluation of the interaction of the P2P infrastructure on
the routing devices through SNMP are presented. The test of the communication module consists on
measuring the latency as perceived by the client when invoking management methods. More
specifically, we measured the time from the instant an agent issues an SNMP request until the
response arrives. The methods implement common management functions such as Management
Information Base (MIB) object recovery and MIB object update. The processing time was measured
considering two implementations: (i) in the first measurement SnmpAPI objects, supplied by
AdventNet, were evaluated; (ii) in the second measurement, SNMP commands were executed via a
command line interface (CLI) triggered from the Runtime class of the Java application programming
interface (API). Table 2 summarizes the processing average times obtained with the two approaches.
The environment employed for this experiment consisted of SNMP applications executed on a
Pentium‐based host running Linux, while the SNMP agent was running on an Extreme Networks
BlackDiammond 6808 switch [19]. A dedicated 100 Mbps Ethernet segment was employed. Average
results are shown in Table 2; each experiment was repeated 50 times.
Table 1. Agent activation delays.

Agent Messages

InputNodeAgent IntermediateNodeAgent AlternativeNodeAgent

Delay (ms) 392.4 518.7 259.0 4.0

Copyright © 2011 John Wiley & Sons, Ltd. Int. J. Network Mgmt 2012; 22: 50–64
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Table 2. SNMP APIs overhead (ms).

AdventNet API Java Runtime Class

Get GetNext GetBulk Set Get GetNext GetBulk Set

Medium 1305.66 1301.13 1349.57 1312.4 51.91 52.36 53.24 47.73
Standard deviation 13.627 23.697 15.348 21.289 1.58 0.70 0.83 6.96
Confidence interval (95%) ±4.876 ±8.480 ±5.492 ±7.618 ±0.567 ±0.251 ±0.298 ±2.491
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The time intervals measured for the AdventNet SnmpAPI [20] are relatively high due to the
overhead of the additional processing introduced by this API. In order to send an SNMP message to
the agent, a set of API classes are instantiated to generate objects which will process the SNMP
requests. This overhead corresponds to 96.02% of the total average time (SNMP Get command)
presented in Table 2, i.e. the effective latency of processing a Java‐based SNMP request corresponds,
on average, to 51.91ms. However, the highest overhead of the first approach occurs only when the
first request is processed. We assume that this is due to the class instantiation, as mentioned
previously. From the second request, due to caching, some objects will be already loaded in memory.
Thus, an extra test was carried out in order to measure the average time of the execution of SNMP
commands in this situation.
In order to improve the performance of the P2P infrastructure, it became evident from the test

results that the SNMP software used in the overlay should be better handled. One possibility is the
inclusion of a new component, called utility agent, which would visit all the managed devices during
the system start‐up, forcing SnmpAPI objects to be pre‐loaded. Utility agents would then remain
active as long as the system is running. The inclusion of this new component would allow a
substantial reduction of the time spent by the agents for sending SNMP requests.
In conclusion, Table 2 shows that the way SNMP objects are used can have a severe impact on the

performance of the management overlay. The AdventNet API was employed because of several
facilities provided and its high‐level programming abstractions. While we did expect that Java’s native
Runtime class would present lower delays, the difference was actually very significant. The measured
delay for AdventNet’s implementation was close to 26 times worse than the delay for Java’s Runtime
class. However, with the use of the Java Runtime class the size of the code of rerouting agents
increased, with a direct impact on the activation latency.
4.3. Evaluating rerouting on an example topology

In this experiment we evaluated the feasibility of executing partial rerouting in an example topology,
shown in Figure 4, which resembles the academic Brazilian RNP backbone. Two metrics were
defined: NodeReroutingIndex and VCReroutingIndex. The NodeReroutingIndex is defined as the
number of pairs of nodes that are connected by at least two different paths of a given size divided by
the total number of node pairs in the network. The VCReroutingIndex is defined as the number of
critical paths of size k for which there is an alternative path of a given size, divided by the total number
of critical paths with size k. These indices reflect how redundant the network is, i.e. how feasible it is
to reroute in the network. The first index considers pairs of nodes, and whether there are alternative
Figure 4. Example topology.
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routes of different sizes between these pairs of nodes. The second index considers critical paths, and
whether there are alternative paths of different sizes to reroute around those paths. Figure 5 shows the
values obtained for the indices given the example topology.
The graph on the left in Figure 5 shows the NodeReroutingIndex, varying the path sizes from 1 to 17.

It is possible to see that from 1 to 6 the index increases as the path size increases, meaning that it becomes
easier to provide an alternative path when required. Then, from 6 to 14 the index remains nearly constant
at 100%, meaning that within this interval it is always possible to reroute when required. For path sizes
greater than 14, the index decreases again as we approach the network diameter.
The four curves on the right‐hand graph of Figure 5 show the VCReroutingIndex computed for

critical paths with sizes varying from 2 to 5. For each curve the alternative path sizes varied again
from 1 to 17. It is possible to see that for all critical paths we obtained results that are close to each
other. The feasibility of finding an alternative path when the critical path size grows from 2 to 5
increases steeply. Then it remains constant at 100% for alternative path sizes varying from 4 to 14. As
the network diameter is approached the index decreases.
One can conclude that the search radius used to find alternative paths can be set to the smallest

value for which the indices stop growing. In other words, it is useless to use larger search areas,
because the ability to find alternative paths remains the same.
4.4. The impact of traffic on rerouting strategy

A simulator was implemented with NS‐2 [21] for testing the rerouting strategy. The main metric of
interest is the rerouting delay, i.e. the time interval the system takes between a rerouting action starts and
completes. We obtained this time by computing the latency of three phases of the rerouting process:
agent activation, discovery of alternative routes, and reroute configuration. Furthermore, we measured
the reroute fault rate, i.e. the percentage of reroute requests that could not be executed due to network
traffic conditions. The experiments were run on the topology shown in Figure 4. Each link was
configured with a bandwidth of 10 Mbps and a delay of 2ms. Two types of traffic were configured:
constant bit rate (CBR) and Web traffic; 80% of the total traffic corresponds to CBR, while 20%
corresponds to Web traffic. We present results considering that the network traffic consumes from 80%
to 100% of the available bandwidth. This latency was measured for a representative virtual circuit,
consisting of nodes 12‐14‐16‐6‐8‐7‐8‐10‐13, with a critical path consisting of nodes 6‐8‐7, and the
alternative paths 6‐9‐7, 6‐2‐3‐7, and 6‐4‐2‐3‐7. Results are shown in Figure 6.
The latency of the agent activation phase consists of the time interval from the instant the

InputNodeAgent is activated at the input device to the time instant the AlternativeRouteAgent is
activated at the first node of the critical path. The graph at the top left of Figure 6 shows that the agent
activation delay does not depend on the length of the critical path, but does depend on the amount of
traffic on the affected links. The latency of the discovery of alternative routes phase corresponds to the
time interval from the discovery of the first alternative route, until the last AlternativeRouteAgent is
activated at the last node of this route. The graph at the top right of Figure 6 shows that the discovery
of alternative routes depends, as expected, on the size of the critical paths. The algorithm for finding
alternative routes depends on the diameter of the area it will search, and not on the traffic situation of
the links traversed.
Figure 5. Rerouting indices: example topology.
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Figure 6. Simulation results with background traffic.
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The latency of the reroute configuration phase corresponds to the time instant the reroute request is
received until a new route is configured, including the selection of the best alternative route to replace the
critical path. This latency of the reroute configuration phase (graph at bottom left) depends on the sizes
of the critical paths. This is the same as the latency of the discovery phase discussed above, but note that
graphs are drawn at different scales and the delay for the configuration of routes is much lower than that
of their discovery. Finally, the graph at the bottom right shows that rerouting will succeed unless there is
a very high occupancy rate; above 85% of their capacity the fault rate increases.
The main conclusion we can draw from this experiment is that the impact of background traffic on the

delays is relatively small. Rerouting delays suffer an increase of less than 10% when that traffic
consumes less than 85% of the total bandwidth available. The reroute fault rate only increases when the
link utilization rate is very high, causing congestion, and thus implies that several packets are discarded.
5. RELATED WORK

QoS management has been an intensive area of investigation. Aurrecoechea et al. [22] surveys the
original mechanisms to provide QoS support in IP networks. Flegkas et al. [23] present a management
architecture for QoS‐enabled networks based on policy‐based network management. Other
management frameworks for QoS‐enabled networks include Shankar et al. [24] and Wang et al.
[25], but they are not concerned with multi‐domain scenarios. Recently, however, the use of P2P
technologies has been considered as a possible and effective solution for the management of highly
distributed systems [12]. Wuhib et al. [26] use a P2P overlay to detect global crossing thresholds. State
and Festor [27] employ a P2P network for the management of wireless networks whose nodes are
located in a widely dispersed area.We [28,29] have proposed the use of P2P infrastructure to balance the
management overhead among management peers belonging to a single management peer group.
In order to repair degraded services or facilities, restoration techniques are applied [30,31]. A survey

of techniques for creating survivable wavelength‐division multiplexing (WDM) networks has been
presented [10]. The authors start by showing that the automatic protection switching and self‐healing
ring are the dominant protection techniques used in SynchronousOptical Networks (SONETs) and these
techniques may be adapted toWDMnetworks with somemodifications. Nevertheless, besides node and
link failures, channel failure is also possible in WDM optical networks, usually caused by the failure of
transmitting and/or receiving equipment operating on a given channel. Treating a channel failure as the
failure of the entire link may lead to a potential waste of available resources. However, recent algorithms
such as Guo [32] still focus on the protection for the single‐link failure in optical WDM networks.
Funagalli and Valcarenghi [33] consider IP over WDM networks. They claim that both IP and WDM
protection schemes should be concurrently employed for different percentages of traffic in order to
obtain more effective solutions.
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According to RFC 3496 [34] MPLS‐based traffic protection should enable a faster response to faults
than is possible with traditional IP‐based strategies. Generalized MPLS (GMPLS) [35] extends MPLS
[36] to work with optical devices. A protection mechanism using MPLS could enable IP traffic to be
placed directly over WDM optical channels providing a recovery option without intervening optical/
SONET protection. Proactive MPLS rerouting is called fast reroute [37]. Huang et al. [38] propose a
reverse notification tree structure for efficient and fast distribution of fault notification messages.
Ricciato et al. [39] consider path diversity, a key requirement for inter‐domain traffic engineering. Three
alternative schemes for inter‐domain diverse path computation of path diversity in a multi‐domain
network are compared, in which intra‐domain routing information is not disseminated externally.
Rerouting is often classified as either reactive or proactive [10]. Reactive rerouting, as the name

implies, is triggered by a failure event; thus traffic is lost until a new routes are defined and configured.
Proactive rerouting, on the other hand, employs pre‐established recovery paths that employ pre‐
reserved resources which may never be used if no failures occur but allow faster restoration with little
traffic loss when failures do occur. Rerouting can be executed at several layers (optical, MPLS, IP,
application), and can be a result of the interaction of techniques deployed in those layers. Rerouting is
employed not only to recover from failures but also to solve regular traffic engineering problems, such
as congestion. In Puype et al. [40] traffic flows are rerouted over a logical IP topology on top of an
optical network that does not require manual configuration for provisioning light paths that
correspond to the links of the logical IP topology. The proposed solution includes strategies for traffic
monitoring and describes a proactive approach that tries to keep the network optimized at all times
and thus rerouting whenever it results in better conditions.
In Nelakuditi et al. [10] a fast rerouting strategy is proposed specifically for link state routing

protocols such as Open Shortest‐Path First (OSPF). The proposed strategy is reactive: after link failures
link state advertisements are updated, causing routing table recomputations. The strategy is based on
local rerouting and prepares for failures using interface‐specific forwarding, and triggers local rerouting
using a backwarding table. With this approach. When no more than one link failure notification is
suppressed, a packet is guaranteed to be forwarded along a loop‐free path to its destination if such a path
exists. In Liu andNarasimha Reddy [41] another fast rerouting is applied to OSPF; the authors claim that
fast rerouting is more appropriate than global routing table update when failures are transient. When a
link fails, the affected traffic is rerouted along a pre‐computed rerouting path; the strategy allows the
local router to signal upstream routers to set up the rerouting path when needed.
Casas et al. [42] present an approach involving a combination of reactive and proactive routing

based on traffic monitoring. The strategy is based on a new model for the detection of traffic
anomalies. After a traffic volume anomaly is detected, the reactive rerouting strategy is triggered. An
approach is presented to detect and locate abrupt traffic changes, which was implemented based on
SNMP measurements. This is a statistical algorithm which is based on a new model for traffic demand
and the measured traffic volume.
6. CONCLUSIONS AND FUTURE WORK

In this paper we presented GigaManP2P: an overlay conceived for solving QoS management in multi‐
AS optical backbones. The overlay provides a unifying framework that offers management services to
three types of clients: network operators, end‐users, and applications. Management services act as a
bridge between user requirements and the optical infrastructure. The system provides services for QoS
monitoring and QoS requirements are enforced by rerouting‐aware management peers (also called
rerouting agents), operating above the optical infrastructure, that dynamically create and monitor
MPLS virtual circuits through which QoS‐sensitive flows are routed.
In comparison to traditional proactive rerouting, where back‐up routes are reserved from the start,

our rerouting strategy is more efficient in terms of network resources consumption because the
GigaManP2P management overlay allocates alternative routes only when QoS violation trends are
detected. At the same time, our strategy is also more robust than plain reactive routing, in which back‐
up routes are reserved on demand, but only as a reaction to QoS failures that had already occurred,
probably drastically affecting the user applications.
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GigaManP2P was conceived for the multi‐AS Brazilian RNP Giga backbone [14], but the proposed
architecture and services can be deployed on any multi‐AS long‐distance backbone. Experimental
results showing the overhead of the P2P infrastructure lead to the conclusion that the SNMP APIs
employed to contact the final managed optical switches may create a performance bottleneck. The time
spent to load SNMP Java classes increases the overall delay of the system, thus requiring a pre‐loading
workaround that forces Java classes to be loaded before their actual usage. A set of simulations evaluated
the impact of network connectivity on finding alternative paths. Results show that it is possible to find
such paths for most node pairs using aminimum search radius, which is topology dependent. In our case,
since we employed a simulation topology that resembles a national backbone, these results indicate that
the actual operational cost to successfully find alternative routes is low. Another final simulation showed
that the impact of background traffic over the delays of the management traffic is relatively small,
indicating that the rerouting mechanism is sufficiently robust in the daily operations of a national
backbone.
Future work will consist of improving the QoS negotiation process by providing a QoS advisor

agent that will suggest QoS parameters for interested users given the users’ applications and the
current conditions of the communications infrastructure. In this study, QoS negotiation delay would
be reduced because users would not request network resources that are known to be unavailable in
advance. Future work will also include employing connectivity criteria [43] to select alternative
routes. Connectivity criteria allow network nodes to be ranked according to their path diversity and
robustness considering the network topology, reducing the probability that a node with a higher
connectivity number gets disconnected. Another project is to work on a GigaManP2P implementation
that could improve the overhead of the system, which we perceive is caused by either the JXTA
platform or Java itself.
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