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a  b  s  t  r  a  c  t

Phishing  is  a kind  of embezzlement  that  uses  social  engineering  in order  to  obtain  personal  information
from  its  victims,  aiming  to cause  losses.  In the technical  literature  only the  hit  rate  of  the  classifiers  is
mentioned  to justify  the  effectiveness  of  the phishing  detecting  techniques.  Aspects  such  as  the  accuracy
of  the  classifier  results  (false  positive  rate),  computational  effort  and  the  number  of  features  used  for
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phishing  detection  are  rarely  taken into  account.  In this  work  we propose  a technique  that  yields  the
minimum  set  of  relevant  features  providing  reliability,  good  performance  and  flexibility  to the  phishing
detection  engine.  The  experimental  results  reported  in this  work  show  that  the  proposed  technique  could
be  used  to  optimize  the  detection  engine  of  the  anti-phishing  scheme.

© 2011  Elsevier  B.V.  All  rights  reserved.
. Introduction

Phishing is a way of embezzlement that uses social engineer-
ng to catch victims, deceiving them with the use of technological
esources, usually with the goal of obtaining personal informa-
ion (e.g. financial) and to cause them losses. In the Internet,
hishing can reach the user in several ways, e.g., through a web
rowser pop-up, instant messaging or e-mail. Usually, the victim is
ersuaded to perform a mouse click to download and install mali-
ious code or access a fraudulent web site without being aware of
t.

It is known that the e-mail is the most used Internet ser-
ice nowadays, so it has been the main resource used to practice
hishing [1]. The SMTP (Simple Mail Transfer Protocol), which is
sed to send e-mails, allows anyone to forge the sender address
2]. In addition, most e-mail clients support HTML (HyperText

arkup Language) natively, so all the resources of such a lan-
uage may  be used in a message. Once e-mail supports HTML with
yperlinks (hypertext link used to associate a visible text to an
invisible” URL), they have become a powerful tool for phishers
swindlers).

The techniques used to spread phishing through e-mails are very

imilar to Spam [3]. In light of this, phishing can be considered as

 subcategory of Spam, or even be jumbled with it [4]. However,
he negative effects of phishing are usually financial losses due to
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A.O. Santin), lesoliveira@inf.ufpr.br (L.S. Oliveira).
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the identity theft, for example, while Spam – on its most common
form, sends e-mail advertisements without the previous approval
of the receiver. According to statistics from MessageLabs, about 1%
of more than one billion of e-mails exchanged daily were Spam
[5].

User security awareness against phishing e-mails is a very
important issue since this threat not only applies technical sub-
terfuges to make victims, but also tries to explore the victim’s
privacy information through social engineering. However, a recent
study revealed that users keep themselves vulnerable to phishing
even after attend a training program [6]. So, computational solu-
tions are essential to help the user against the many forms of this
threat.

Anti-Spam techniques as e-mail filtering may not be effective for
the specific problem of phishing detection. Bayesian filters, which
are often used to classify e-mail content based on the occurrence
of certain keywords, may  evaluate incorrectly words that appear
in e-mails that were not previously classified as Spam. Moreover,
its performance is restricted to the idiom of the e-mail database
messages used in the training phase – a requirement to build the
filter.

Many e-mail tools, as well as most of the browser tools,
apply lists to classify “good” (whitelists) and “bad” (blacklists)
sources/senders. Typically, the blacklists block the IP address of
the e-mail (SMTP) server, the sender domain, or even the whole e-
mail address domain of a sender. Blocking the IP address or domain

can cause problems when the sender uses an SMTP server of any
provider (e.g. Yahoo, Gmail, etc.), and blocking the whole sender’s e-
mail address domain can be inefficient because the source address
could be forged [4]. Besides, Aaron [7] has shown that 50% of the

dx.doi.org/10.1016/j.asoc.2011.06.016
http://www.sciencedirect.com/science/journal/15684946
www.elsevier.com/locate/asoc
mailto:cleber@ppgia.pucpr.br
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hishing victims have their credentials stolen in the first 60 min
fter receiving a phishing e-mail. The problem is that a security
endor needs more than 60 min  to identify a phishing campaign
nd update a blacklist to block it. In the case of phishing, the
essage origin, the IP address of the phisher and the fraudulent
RL tend to change constantly to avoid the sender tracking or

ts identification. Moreover, the difficulty to deal with whitelists
nd blacklists can become very complex, because the flow of mes-
ages may  be very high at the SMTP server – where the filtering
s applied. Hence, this approach is usually ineffective for e-mail
hishing.

Many studies in the technical literature have considered
everal e-mail features (properties) to detect phishing, but
n general there is no evaluation of the relevance of them

hen put together (combined). Such an evaluation could reveal
 phishing profile – a minimum set of relevant features
enoting phishing at a given moment, defined as the threat
odel.
In many cases, a mere combination of features can result in a

ood classification hit rate for phishing detection [8–11], but the
ccuracy of the classifier results cannot be attested [12]. More-
ver, the number of features [13] used in the detection engine
as a direct impact in the processing time [14] and the phish-

ng detection system may  become the bottleneck of the e-mail
ystem. Some works address issues such as classifier accuracy,
earch for the minimum set of distinct features and impact of
nappropriate number of features in the detect engine perfor-

ance, but in areas of knowledge different of e-mail phishing
13–15].

To the best of our knowledge, the related work published in
he literature does not comment anything about the false positive
ate – the accuracy of the results provided by the classifier [13] for
hishing detection. The accuracy of a classifier is very important
ecause we know that the users tend to ignore the system when
hey receive many false alerts. Thus, it is preferable a system that
nly sends accurate and reliable alerts than a system that sends
any warnings, but with low credibility.
The technique proposed in this work takes into account a

achine learning algorithm to evaluate the importance of each
eature when combined with the others to detect e-mail phish-
ng. We  also assess the accuracy of the classification rate so that

e can obtain the minimum number of features with reliabil-
ty similar to all features together [15]. The byproduct of all this
s the optimization of the processing time of the detection sys-
em. It is worthy of remark that our goal is not to create a new
hishing detection system, but rather to show the possibility
f an optimized engine for the detection systems used nowa-
ays.

This paper is organized as follows: Section 2 considers the phish-
ng features, detection systems based on machine learning and an
ntroduction to the use of ROC curves and AUC. Section 3 presents
elated work and Section 4 introduces our proposal and results. In
ection 5 we present our conclusions.

. Phishing: features and detection techniques based on
attern recognition and machine learning

In this paper, the phishing problem is treated as a pattern
ecognition problem, i.e., different features are extracted from e-
ails to obtain a model that discriminates phishing messages from

on-phishing ones. Therefore, it is a two-class pattern recognition

roblem.

This section describes the main phishing features, the machine
earning model, and also a brief introduction about the ROC curves
nd AUC, which were used to evaluate the classifiers.
uting 13 (2013) 4841–4848

2.1. Phishing features

The strategies used by phishers to trick the e-mail users are
highly related to the use of computational resources that are gen-
erally unknown by the victims. The phishing detection techniques
are based on identifying a set of features known as a technological
strategy, usually involving the e-mail header and body. The main
characteristics related to phishing detection are listed as follows.

• C1: Hyperlink with visible text like a URL, but pointing to a URL
different from the visible text

In this approach it is used a HTML hyperlink with
visible (legible) texts intending to mimic a well-
known URL. An example of HTML coding is “<a
href=”http://playpal.com”>http://www.paypal.com/login.php</a>”.
Thus, the visible text shows the http://www.paypal.com/login.php
hyperlink, but the URL that will be loaded after the mouse click
on the hyperlink is http://playpal.com [8–10,16].

• C2: Hyperlink with any visible text, but pointing directly to an
IP-based URL

Through this feature phishers do not need to expose their regis-
tration data in a DNS server, because queries to DNS will not need,
given the malicious web  site IP address is explicitly specified in
the hyperlink [8–11,16].

• C3: E-mail body coded in HTML format
The codification of the e-mail body in HTML, supported by

almost all available e-mail clients, permits to hide the URL  behind
the visible text or even an image. The HTML language also allows
the use of other technical subterfuges to trick the victims, such
as including forms in the e-mail body [10,11].

• C4: Too extensive URL
The visualization of a URL with a long text often confuses

ordinary users because the real domain may  be masked by the
excessive use of subdomains (separated by dots) or subdirectories
(separated by slashes) [10].

• C5: Sender domain different from some URL domain in the mes-
sage body

The Mail Sender forgery aims to reach some e-mail servers
even they use filters based on blacklists (lists of URLs/domains
well known as phishing/Spam origins). However, in the message
body there is a malicious URL, which normally is not evaluated
when the blacklist is checked. Once the mail sender can be easily
replaced, phishers try to mimic the domain of a well-known or
trustable sender for the recipient eyes. So the e-mail body has the
URL that will deceive the victim [11].

• C6: Image with external domain different from the URLs in the
message body

In this approach, the e-mail body contains images (like
logos) that are loaded from the authentic (original) web
sites, but the target URL is fraudulent, and obviously dif-
ferent from the domain of the image. For instance, <img
src=http://www.fbi.gov/images/fbi.jpg>You might come to our
office!<a href=“http://badsite.com/malware.exe”>Click here to find
out why</a>. In such a case, the user is supposed to see the true
FBI shield plus the message “You might come to our office!”  and
the visible anchor text “Click here to find out why”, but after the
hyperlink has been clicked, the user will download malware.exe
from badsite.com.

• C7: Image origin as an IP address
This is a typical case of using IP address instead

of a registered URL in a DNS domain, but the tech-
nique is used to download images; for instance, <img

src=“http://200.218.145.21/images paypal/logo.gif”>.

• C8: Number of domains in the URL
In this approach, phishers embed more than one true domain

in the same URL. The idea is to confuse the user, who usually
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thinks that the domain is always closer to the end of the URL. In
an URL like “http://www.badsite.com/login/citibank.com/login.php”
the phisher tries to induce the user to believe that he/she is
accessing the legitimate Citibank.com web site, when he/she is
actually taken to badsite.com [11].
C9: Number of subdomains in the URL

Similarly to the feature C8, some phishers add subdomains to
make the URL appear like a well-known domain. For example, in
“http://update.citibank.badsite.com”, the phisher expects that the
user will pay more attention at “update” and “citibank”, instead
of the domain “badsite.com” [11].
C10: Hyperlink with image instead of visible text, and image URL
based on IP address

In this case the hyperlink is an image instead of a visible text,
and the associated URL is an IP address. The phisher expects that
the user will click on the image to take her to the fraudulent
website [16].
C11: Visible text of the hyperlink does not provide information
about its destination

The fraudulent URL can also be hidden behind any anchor text
that is not an URL. Thus, differently of the feature C1, the visi-
ble text (anchor) is presented like any text and not like an URL.
In other words, the visible text is any text different of an URL.
For instance, <a href=“http://badsite.com”>Click here to update</a>
[10,16].

.2. The machine learning algorithm

Several different machine learning algorithms could be used
n this work, but one that is quite suitable in this context is the
upport Vector Machine (SVM), which was originally designed to
ope with two-class classifications problems [17]. The technical
iterature shows that SVM has been applied with considerable suc-
ess in various application fields, including the phishing detection
11,18–20].

Consider a set of l samples distributed in a representation space
n where n is the dimensionality of the sample space. For each
ample xi there is a label yi ∈ {−1,+1}. In our specific case, ‘−1’
epresents phishing and ‘+1’ represents non-phishing. According
o Vapnik [17] the sample space can be described by a hyper-
lane separating them according to their labels {−1,+1}. This
yperplane can be modeled using few samples known as support
ectors.

The SVM training phase can be summarized as the support vec-
ors detection from the training database. After that, in test phase,
he decision function (1) can be used to provide a class for a non-
abeled sample.

 (x) =
∑

i

˛i�iK(x, xi) + b (1)

he parameters ˛i and b are found by a quadratic programming
lgorithm, x is the not labeled sample and xi is the support vector.
he function K(x, xi) is known as the kernel function and maps the
ample space to higher dimensions, where the samples become
inearly separable.

There are different kernel types that can be used, including Lin-
ar, Polynomial, Gaussian and Hyperbolic Tangent. In this work we
ave tried several different kernels but the one that produced bet-

er results was the Gaussian Kernel. The use of a Gaussian kernel
equires the user to set two parameters: � and C. To define such
arameters we have used the standard approach, a grid search with
ross-validation [17].
uting 13 (2013) 4841–4848 4843

2.3. ROC curves and AUC

A Receiver Operating Characteristic (ROC) is a graph that shows
the relationship between sensibility and specificity of a classifier.
The sensibility can be defined as the probability of correctly classify
a sample labeled as positive; while the specificity can be defined
as the probability of correctly classify an attribute – whose label is
negative. In other words, a ROC curve shows the trade-off between
True Positive and False Positive.

One of the main advantages for using ROC  curves in the classifier
evaluation is the fact that ROC is not sensitive to changes in the class
distribution. If the ratio between positive and negative samples in
the test database is different from the relationship found in the
training database, the ROC curves remain the same [21].

The use of ROC curves may  be useful for the visualization and
selection of the best classifiers according to their results. The graph-
ics are bi-dimensional and are represented in graph form where the
axis Y represents the true positive rate (TPR) and the axis X repre-
sents false positive rate (FPR). This makes it possible to define a
threshold that will result in the best TPR vs. FPR trade-off to the
requirements of the system.

Another tool used to represent the efficiency of a classifier is
the Area Under the Curve (AUC) graph [4]. Unlike the ROC curves,
AUC provides a scalar value, which is basically the area under the
ROC curve. Once it is a scalar value, the selection of the classifier
becomes easier. The higher the AUC the best is the classifier.

3. Related work

Some of the related works that aimed to detect phishing e-mails
will be briefly presented and discussed in the following.

Chen and Guo created a client approach based on five main fea-
tures (including C1 and C2) [8]. The proposed technique reached
96% of detection rate. One advantage of their approach is that the
learning phase for the classifier is not necessary. However, if the
phishing features change, the formula used in detection can fail.
Another negative aspect of their work is the lack of a test database
with legitimate messages; therefore it is not possible to measure
the false positive rates. Besides, the features are considered isolated
and no combination of them was  studied.

Cook and his colleagues used a similar technique to the previous
one and reached 95.72% of detection rate, using a classifier with 11
features (including C1 and C2) [9]. Although the results reported
a good detection rate, some features need clarification about its
inclusion in the classification process, others do not provide a con-
vincing explanation about its relevance regarding to phishing. The
testing dataset was composed of 81 phishing messages and 36 legit-
imate e-mails, so the results may  be questionable. Furthermore,
there was  not a separation of the dataset to implement the train-
ing and testing phases. Without such a separation the results may
become unreliable, once the adjustment of the tool was made with
the same messages that led to the reported percentage of accu-
racy. In addition, this approach needs to search for information on
sources outside the e-mail system (e.g. whois service), which may
increase too much the time needed to analyze each message in real
cases.

Fette and his colleagues used a technique that involves machine
learning with 10 features (including C1, C2, C3, C4 and C11) [10].
In this approach the detection rate achieved 99.5%, when used in
cooperation with an anti-Spam tool. Despite of the high classifi-

cation rate, this technique needs 10 features, anti-Spam tool and
querying external sources (the whois service) to discover the “age
of a domain” of the e-mail sender or some URL in the e-mail body.
Such an approach may  increase considerably the time to evaluate
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ach message, derailing the proposal in a real SMTP gateway that
eceives a great number of messages.

Basnet and his colleagues reported in their work that using 16
eatures (including C2, C3, C5, C8 and C9) and an SVM classifier
eached the detection rate of 97.99% [11]. The authors’ proposal,
lthough using SVM, depends on many features and the identifi-
ation of keywords in the body of the e-mail message, which can
ake the approach very slow during the detection phase in real

etection systems. The chosen keywords are searched consider-
ng the financial sector. Although e-mail phishing historically had
een associated with such a sector, statistics showed that this kind
f behavior is changing recently, leading to targets as trading, gov-
rnment, etc. [22,23].

The main limitation of the proposals reported in the technical
iterature is that in general too many features are evaluated with-
ut taking into account whether they really are essential to identify
hishing. Therefore, it could lead to unnecessary computational
ost in phishing detection in real environments with high flow of
-mails. Moreover, some approaches are concerned to report only
he detection rate without addressing their accuracy (false positive
ates).

. Proposal

In the beginning of our work we decided to concentrate our
fforts to obtain the features that best define phishing. That is, a
inimum set of features that combined should define unequivo-

ally the properties (profile) of phishing, which denote the strategy
f the attacker – the threat model [24]. So, after an exhaustive
earch on the technical literature, we identified the consensus fea-
ures, cited by the majority of authors and adequate explained from
he perspective of phishing (described in Section 2.1). Moreover, we
valuated our phishing database to identify those e-mails that rep-
esent at least one of the 11 resulting features. Otherwise, we  could
ot evaluate a feature for which there was not at least one phishing
-mail in the database.

During the feature evaluation we avoid querying any external
not native) service (resource) to the e-mail system. In our eval-
ation those approaches would cause considerable e-mail queue
hen many messages need to be assessed and their use may  not

e as effective as expected. In other words, the whois service is
nly efficient whether the domain is recent, but in general the
hishers ‘hide’ themselves under consolidated domains to avoid
he detection by this type of query.

When evaluating an e-mail message each set of features will
esult in a true or false value for phishing. Thus, the classifier has
nly two classes (non-phishing and phishing). This strategy facili-
ates the evaluation of the accuracy of the classifier results and the
nterpretations of the ROC curves. The accuracy is used to assess the
alse positive rate that a given combination of features provides.

The threat model considers the essential features (phishing
roperties) combined. It is very common for an IT security profes-
ional to judge that a new technique of social engineering is a new
hishing feature. Actually, without the use of a method to evaluate
he appropriate feature set, such statements are imprecise, as it can
e a subset of another feature set, or when evaluated together with
he others it may  not be distinguished. In more complex cases, the
ew considered feature may  even confuse the detection technique

n use, creating a point of uncertainty for the classifier, which will
ncrease the false positive rate.

The performance impact caused by the use of an unnecessary

umber of features is also object of evaluation of this paper. An
nnecessary number of features may  burdensome the phishing
etection system, because if the feature is correlated to other fea-
ures, as commented before, it will not help the detection engine.
uting 13 (2013) 4841–4848

Therefore, it will require spending CPU time to extract a feature
that is not useful for phishing detection.

Unfortunately, at each new improvement published to mitigate
phishing, a new technique to circumvent it is created by the phish-
ers. One of our goals is to create a systematic procedure to obtain
the threat model, providing an easy way to reevaluate and adjust
the model being used at any given time. Therefore, the phishing
detection engine will be always up to date.

The threat model presents the advantage of considering all rel-
evant features combined, making it difficult for phishers to create
attacks that individually are distinct enough to not be included in
the set of properties defined by such a model.

Our proposal considers the following stages: (i) preparation of
training and testing databases, (ii) execution of the search algo-
rithm, (iii) evaluation of the combination of features providing
the best results in the search, (iv) generation of the ROC curves
and AUC to evaluate the accuracy of the classifier results, and (v)
achievement of the threat model and performance evaluation. The
following subsections describe with details each step of the pro-
posed approach.

4.1. Preparation of training and testing databases

The phishing database was built selecting and labeling manually
messages provided by the university SMTP server (the messages
were filtered from January 2007 to December 2009). The phish-
ing database has 450 unique messages. The non-phishing database
has 450 unique legitimate e-mails and was built with authentic
messages, including messages like sign up confirmation and true
online shopping. Thus there are many phishing messages that are
very similar to them. Both databases were divided into two equal
parts for training and testing.

Table 1 shows the databases message instances for the phishing
and non-phishing features, which are binary (feature present or
absent). Table 2 shows a range of discrete values for features C4, C8
and C9 that can assume floating-point values.

One can notice that in some cases the phishing and non-phishing
percentage sums up more than 100%. It happens because a message
usually has more than one phishing or non-phishing feature.

4.2. Evaluation of combination of features using search
algorithms

In order to identify the best combination of features regarding to
phishing, we  performed tests using the simple Hill Climbing search
algorithm [25]. As the search space is small – the number of fea-
tures provides at most 211 combinations, the algorithm was  good
enough to provide satisfactory results. The execution of the Hill
Climbing algorithm provides the best combination of features used
to train the classifiers, their detection rate and accuracy, which
were recorded for further analysis. For a greater number of fea-
tures such task should be performed using a more complex search
algorithm, such as Genetic Algorithm [26]. The best detection rate
found for each dimensionality of features is shown in Table 3.

One can notice that the detection rate increases until eight fea-
tures, so it makes no sense to use more than this for the database
considered in this work. Details about the best combination of fea-
tures will be further explained in Section 4.4.

4.3. ROC curves and AUC analysis
The ROC curve is very important for the evaluation of the clas-
sifiers since it shows the relationship between false positive rates
(FPR) and true positive rates (TPR). Fig. 1 compares the ROC curves
of the three best classifiers and the worst one. The best classifiers
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Table  1
Databases messages stratification for binary feature instances.

Features C1 C2 C3 C5 C6 C7 C10 C11

Instance (%)
Phishing 29.1 20.6 96.6 10 68.4 3.5 6.0 64.4
Non-phishing 0 0 68.8 45.3 3.55 0 0 16.8

Table 2
Databases messages stratification for some discrete values to non-binary feature instances.

Features C4 C8 C9

Discrete value <2 2 3 4 >4 1 2 3 4 5 0 1 >1

Instance (%)
Phishing 6.4 27.7 24.2 21.1 20.4 82.6 14.8 1.78 0.44 0.22 71.3 21.5 7.11
Non-phishing 33.5 28.6 31.5 6.2 0 100 0 0 0 0 74.2 12 13.7

Table 3
Best classifier detection rate according to the number of features.

Number of features 2 3 4 5 

Best hit rate (%) 77.78 77.78 86.66 90.66 

6
1
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r
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r
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T
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Fig. 1. ROC curves showing the three best and the worst classifier.

C = {C1.C4.C5.C6.C9.C11}, 9C = {C1.C3.C4.C5.C6.C7.C8.C9.C11} and
1C (all features together) reached similar detection rates.

From Table 3 the accuracy rates of the classifiers shown in Fig. 1
re 77.78%, 92.22%, 94.11%, and 93.78% for 3C, 6C, 9C, and 11C,
espectively. The best FPR stays below 2%, except in the case of
ll the features together (FPR around 3%).

One can notice that if the chosen operating point for the clas-
ifiers 6C, 9C, and 11C is near a hit rate of 100%, the ROC (Fig. 1)
hows the FPR would be around 30% [12]. So, we argue that the
elated works should report the FPR together with the classifier hit
ate to give a complete report about their experimental results.

Observing the values of the AUC (Area Under the Curve)  from
able 4, it is clear that the classifiers trained with 6, 9, and 11 fea-
ures are the best ones since they have the AUC close to one. It is

lso important to notice that the classifier trained with 11 features,
lmost the double of six, offers no significant improvement in terms
f accuracy.

able 4
UCs for the best and worst combination of features.

Number of features 3 6 9 11

AUC value 0.890289 0.980760 0.976770 0.980247
6 7 8 9 10 11

92.22 94.44 94.89 94.22 94.22 93.78

4.4. The threat model

The threat model represents the phishing profile at a given time.
It should take place in the phishing detection engine, but it should
have flexibility to adapt to the feature set used by the anti-phishing
system. In this section the proposed procedure to obtain the threat
model is described in details.

Initially, it was analyzed the best combinations of three features
(3C), which reached a detection rate of 77.78% in 20 out of 165 pos-
sible classifier combinations. Among the 20 results we  observed
that the most frequent features were C4, C5, C6 and C9. There are
four combinations with three of them, 3C = {C4,C5,C6}, {C4,C5,C9},
{C4,C6,C9} and {C5,C6,C9}. This behavior called our attention to
these four features, which we named “Threat Model Candidate”
(TMC). To confirm the TMC  importance we  hypothesized that they
should appear also in all best combinations for four features or
more. Indeed, they really are present in all the best results. Table 5
shows the best combination of features and their classifier detec-
tion rates. Highlighted in bold are the features selected as TMC.

The best combination of features was formed by all the TMC  four
features (4C) and at least three of them were present in the slightly
lower classifier detection rates reported in Table 5. Although the
best detection rate for 5C does not contain all the TMC  features, we
considered this case an exception, because all other combinations
with best detection rate were composed of the TMC feature sub-
set. Thus, this analysis gave us important evidences that these four
features, chosen as TMC, could be a threat model of four features.

4.5. Evaluation of the threat model

In order to evaluate the efficiency of the threat model, we  cre-
ated a procedure to investigate the impacts of the absence of TMC
features C4, C5, C6 and C9. The procedure consists of identifying
the best detection rate for the classifiers that do not use some
combination of TMC  features.

Table 6 shows the impacts in the detection rate when removing
some of TMC  features. The Random Result (RR) in Table 6 means
that the classifier failed. For instance, considering the combination
of two features (2C), it is not possible to classify the messages if
those TMC  features (C4 and C5) are not present in the detection
engine.
It also can be observed from Table 6 that in many cases there
were important impacts on the detection rates when some TMC
features are removed, but the more interesting case is the simulta-
neous absence of the features C4 and C5. In such a case, the classifier
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Table  5
Best classifier hit rates for each combination of features.

Features Best hit rate Features combinations

2C 77.78% {C4, C5} and {C5, C8}
3C  77.78% {C4, C5, Cx}, Cx = {C1}, {C2}, {C6}, {C7}, {C8}, {C9}, {C10}, {C11} and {C6, C9,  Cy}, Cy = {C4}, {C5}
4C  86.66% {C4, C5, C6,  C9}
5C

90.66% {C3, C5,  C6, C10, C11}
87.33% {C3, C4,  C5, C6,  C9}

6C  92.22% {C1, C4,  C5, C6,  C9,  C11}
7C  94.33% {C1, C4,  C5, C6,  C9,  Cx}, Cx = {C7}, {C8}
8C  94.89% {C1, C3, C4,  C5, C6,  C8, C9,  C11}
9C  94.11% {C1, C4,  C5, C6,  C9,  C11, Cx}, Cx = {C2, C3, C8}, {C3, C7, C8}, {C3, C8, C10}, {C7, C8, C10}, {C2, C7, C10}
11C  93.78% {C1, C2, C3, C4,  C5,  C6,  C7, C8, C9,  C10, C11}
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n underlined element Cx can be replaced by any subset from the list Cx = { }.

eached Random Result for all possible combinations of features,
xcept for 8C. Such results gave us evidences that the classifiers
epend totally on these two combined features, hence, they could
e considered as a threat model of two features. A similar behavior
appens for the sets 3C = {C4, C5, C6} and {C4, C5, C9}. So, it is pos-
ible to argue that there are two threat models for three combined
eatures.

One can also notice that no conclusive results were possible in
he absence of a TMC  features. This shows the importance of the
hreat Model Candidate as a phishing profile.

Beyond the evaluation above, we executed a test with the
pam Assassin [27]. The goal of this test was to evaluate if the
hreat model could be confirmed in real world Spam/phishing
etection system, expecting that the detection engine could be
implified.

In the first test the Spam Assassin was trained with the same
raining database used to obtain the classifiers (Section 4.1). After

any adjustments in the Spam Assassin thresholds, the best detec-
ion rate achieved was 96.44% (threshold sat = 2.9).

In the second test, we kept the Spam Assassin threshold opti-
ization (sat = 2.9) and performed a training only with the phishing

atabase messages containing the TMC  = {C4, C5, C6 and C9}. After
hat we performed the classification in the test phishing database
Section 4.1). The detection rate was 89.78%.

In the second test, the training phase was done using only the
essages that contained all the four TMC  features, i.e., only 33.7%

f the messages of the original database. But, even using only 36%

f the features (four out of 11), we obtained a detection rate that is
nly 6.68% lower than the first test, which have used the whole
raining database and 11 features. This experiment shows that
pam Assassin could detect the phishing profile/properties of 11

able 6
hreat model evaluation.

TMC  features removed Number of combined features and best detection

2C 3C 4C 5C 

{C4} RR 77.78 77.78 90.66 

{C5}  RR 77.78 79.11 84.00 

{C6}  RR 77.78 77.78 82.22 

{C9}  RR 77.78 77.78 90.66 

{C4,  C5}  RR RR RR RR 

{C4,  C6}  RR 77.78 77.78 77.78 

{C4,  C9}  RR 77.78 77.78 90.66 

{C5,  C6}  RR 70.88 70.44 82.22 

{C5,  C9}  RR 70.88 70.44 82.00 

{C6,  C9} RR 77.78 77.78 77.78 

{C4,  C5, C6} RR RR RR RR 

{C4,  C5, C9} RR RR RR RR 

{C4,  C6, C9} RR 77.78 77.78 77.78 

{C5,  C6, C9} RR 70.88 70.44 RR 

{C4,  C5, C6, C9} RR RR RR RR 

Best  Classifier from Table 5 (%) 77.78 77.78 86.66 90.66 
features applying only the four features of the TMC. Inferring that
in general for each feature there is a detection rule, we conclude
that the detection engine has been significantly reduced, because
the feature set was  reduced from 11 to 4, what means that 64% of
the features were eliminated.

To show that the decrease in the detection rate is not an impor-
tant issue, we have performed the well-known one-way ANOVA
(Analysis of Variance) statistical test. To do that we have executed
different experiments varying the threshold sat from 2.5 to 3.5. The
F-ratio value for the recognition rate produced by the ANOVA test
was 11.13 (p < 0.0103). From the upper critical values of the F dis-
tribution at 1% of significance level, we have F(1,8) = 11.16, which
lead us to conclude that such a decrease in the detection rate is
insignificant at 1% of significance level.

We  have chosen a threat model composed of four features for
the sake of simplicity, but it could be found for any other number of
combinations of features. For instance, in the real world application
it would be better to work with the 6C classifier to detect phishing
since it is more accurate. From Table 3 it is possible to observe that
the classifier trained with 6 features reached a detection rate of
92.22%, the best FPR was  2% (Fig. 1) and AUC was 0.9807 (Table 4)
– the best AUC in our experiments. Also, the performance of 6C
was 21.3% (100–78.70%) better than working with 11C (Table 7).
It is worth of remark that it is possible to work with any classifier
presented in Table 5, because all of them contain the threat model
of 4C – the phishing profile.
4.6. Performance evaluation

Performance is one aspect that should be taken into account
in the e-mail detection/test phase, which requires the e-mail fea-

 rate (%)

6C 7C 8C 9C 10C 11C

77.78 77.78 77.78 77.78 77.78 –
88.66 88.88 88.88 89.77 88.88 –
87.55 87.55 92.44 92.66 77.78 –
82.00 82.00 82.00 78.00 77.78 –
RR RR 82.00 RR – –
77.78 77.78 77.78 77.78 – –
77.78 77.78 77.78 77.78 – –
87.55 71.77 87.33 87.33 – –
82.00 82.00 82.00 67.33 – –
77.78 77.78 77.78 78.00 – –
RR RR RR – – –
RR RR RR – – –
77.78 77.78 77.78 – – –
66.44 64.22 63.77 – – –
RR RR – – – –
92.22 94.44 94.88 94.22 94.22 93.77
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Table  7
Average time to extract the best combinations of features.

Features Combinations Relative CPU time

4C C4.C5.C6.C9 43.22%
5C  C3.C5.C6.C10.C11 46.97%
6C  C1.C4.C5.C6.C9.C11 78.70%
7C  C1.C4.C5.C6.C8.C9.C11 84.85%
8C  C1.C3.C4.C5.C6.C8.C9.C11 88.77%
9C  C1.C3.C4.C5.C6.C7.C8.C9.C11 90.82%
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10C C1.C3.C4.C5.C6.C7.C8.C9.C10.C11 97.95%
11C C1.C2.C3.C4.C5.C6.C7.C8.C9.C10.C11 100.00%

ures extraction in real time. If a large number of features should
e extracted, it can become a complex activity and increase sub-
tantially the processing time in SMTP Gateways with great flow of
-mails [4,28]. Thus, it was conducted a performance evaluation to
nderstand how some features may  increase the CPU time spent in
he feature extraction. Table 7 shows the relative CPU time spent
o extract the best combination of features. The time required to
xtract 11 features was  taken as reference to calculate the rela-
ive CPU time in Table 7. For this test it was not done any scripts
ptimization.

We  observed that CPU time for SVM training and detec-
ion/testing phases for 11 and 4 features reduce only 10% for TMC.
owever, a greater reduction in CPU time takes place during the

eatures extraction. Note that extracting only the TMC  (4C) reduces
he CPU time in about 56% (from 100% to 43.2%), so the result
f this work also contributes towards reducing the processing
ime.

. Conclusions

This paper presented a proposal to identify the essential fea-
ures, which combined define the threat model – e-mail phishing
ttacker strategy. Threat model prevented the use of irrelevant
eatures in the detection engine and consequent impact on its effi-
iency. Assisted by the ROC curves and AUC we evaluated the false
ositive rate to identify efficiently the more accurate classifier to
ompound the detection engine.

We  did not limit the classifier evaluation to the detection hit
ate as reported in the technical literature since the accuracy of
he classifier is very important for phishing matters. As mentioned
efore, for a detection system its reliability is more important than

ts hit rate, because if the alerts are issued without accuracy the
-mail administrator may  consider the system unreliable and will
end to ignore any further alert.

As the threat model describes the e-mail phishing attacker tech-
iques in a consolidated way, the phisher shall create new e-mail
hishing approaches to succeed. So, our proposal embarrasses the
reation of well-known variation of phishing to deceive the tradi-
ional e-mail phishing filters.

Experiments using Spam Assassin, an off-the-shelf product, with
he threat model 4C improved the classification of e-mails, reducing
he set of features in 64% (from 11C to 4C), at cost of only 6.68% in the
etection hit rate, which has been demonstrated to be insignificant
t 1% of significance level. One can notice that if more accurate
lassifier is required, it can be chosen from one of the best classifiers
resented in this work, because all of them are based on the threat
odel.
The proposed threat model considers the possibility of changes

n the essential features. So, if one of the threat model features
educes its incidence, the model can lose its efficiency. Therefore, a

eriodic reassessment of the model and a possible reconfiguration
f features combinations are very important.

Once phishing can occur in different ways at different times,
he administrator can choose between the combinations that pro-
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vide the best results at each time. Moreover, this task can be easily
automated.

Through the performance evaluation test was  observed a reduc-
tion of about 56% in detection processing time for extracting only
the TMC  (4C) against 11C. Therefore, the proposal reduced signif-
icantly the computational effort, mainly if considered a large flow
of e-mail messages like in an STMP gateway.

We  also concluded that in some cases, depending on the desir-
able detection rate and accuracy, the increase in CPU time does not
justify the computational cost, i.e., each SMTP administrator can
choose the threat model more suitable for her needs. Moreover, the
proposed technique for evaluating the effectiveness of the threat
model can be used to discover whether certain features no longer
exist or decrease its incidence. When this happens, the detection
system will be compromised, so this is an important tool to identify
when the classifier will fail. To the best of our knowledge, there is
no other approach in technical literature that presented this facility
so far.

As future works we  will provide a database for online queering
to the training phase. This motivation arose from the difficulties
found to create the e-mail databases used for the development of
this work.
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