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ABSTRACT

This paper presents a novel algorithm to deal with the network design problem, which optimizes the network levels considering their interdependency. The idea is to design a low cost and optimized network providing the number and the geographic location of devices as well as the links among them for each network level, while taking into account the existing dependency among them. In addition, a new database composed of real and georeferenced data is created and made available for the research community. This database contains three datasets that represent distinct projects related to geographic regions of the city of Curitiba (Brazil). The experimental results show that the proposed algorithm provides a significant cost reduction in the network design. The savings of this proposal go from 1% to 40% (depending on the network size, number of levels and demand nodes), making it attractive for companies that spend a considerable amount of resources in network projects and deployment.
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1. Introduction

The Network Design Problem (NDP) is present in important areas of the human activity, such as the planning of telecommunication, electric power, water, and gas networks. The potential number of applications and the importance of them have been the main motivation for the proposal of many network design methods (Chen, Kim, Lee, & Kim, 2010; Chen & Xu, 2012; Ding & Ishii, 2000; Esbensen, 1995; Huy & Nghia, 2008; Martins, Pardalos, Resende, & Ribeiro, 1999; Martins, Ribeiro, & Souza, 1998; Ribeiro & Souza, 2000; Xu, Chiu, & Glover, 1995; Xu, Wei, & Wang, 2009; Zhan, Zhang, Li, & Chung, 2009; Zhong, Huang, & Zhang, 2008). These interesting contributions share the same challenge related to provide a low cost infrastructure plan for a network by scaling and defining the devices and the links among them in order to meet a known demand. The most common approach found in the literature treats the NDP as a Steiner-tree Problem (STP) and, in addition, it considers the planning of each network level separately. In this context, an interesting approach is proposed by Huy and Nghia (2008), where the authors apply a parallel genetic algorithm that uses a fitness function based on the Distance Network Heuristic (DNH). They achieved promising results through experiments carried out on the OR-library (Beasley, 2010) when compared with related works based on different meta-heuristics, such as the Esbensen’s genetic algorithm with graph reduction (Esbensen, 1995), the greedy randomized adaptive search procedure (GRASP) Martins et al. (1999), a parallel approach of the GRASP method (PGRASP) Martins et al. (1998), and the Tabu Search (TS) Ribeiro and Souza (2000).

Similar to the approach proposed by Huy and Nghia (2008), Ding and Ishii (Ding & Ishii, 2000) employ the Steiner-tree model to deal with the NDP in their solution. However, they have used a dynamic version of this structure and an Online Genetic Algorithm (OLGA) combined with the PRIM algorithm for fitness evaluation. They have achieved promising results that surpassed other fitness functions, such as the DNH, the Shortest Path Heuristic (SPH) and the Average Distance Heuristic (ADH). Another interesting approach proposed by Wen-Liang Zhong (2008) introduces a new discrete Particle Swarm Optimization (PSO) algorithm to deal with the Steiner-tree Problem. The experimental results using the OR-library have shown that the proposed algorithm is better than the Genetic Algorithm (GA) and the original PSO. In the same direction, Zhan et al. (2009) propose a modified PSO algorithm that speeds up the processing by considering only the promising solutions (particles) for fitness evaluation. Besides GA and PSO, other searching techniques have been employed to solve the STP, such as the Tabu Search (Ribeiro & Souza, 2000; Xu et al., 1995). Other proposals for traffic networks (Kampastra, van der Mei, & Elber, 2011; Zhang, Lu, & Xiang, 2008; Xiao, Wang & Du, 2008). Urban railway networks (Marin & Rodenas, 2009), water networks (Bolognesi, Bragallia, Marchia, & Artina, 2010), power distribution (Cadini, Zio, & Petrescu, 2010; Li, Wang, 2011).
Xie, & Xie, 2009) and telecommunication networks (Kampstra et al., 2011; Mateus, Luna, & Sirihal, 2000) may be found in the literature.

However, the drawback of the aforementioned contributions is that they consider the optimization of each network level in separate, what is not suitable, since most of the time the networks present multiple levels. In addition, these levels are mutually dependent. In other words, the infrastructure of each level depends on the infrastructure of the adjacent ones. Thus, we consider that the network design is still an open problem. To make it clear, let us focus on the design of the infrastructure of telecommunication networks, which is the case study of this paper. Fig. 1 shows a diagram that represents a three-level network. At the first level (last mile) are the clients (demands), which must be met by facility nodes represented by red circles. At the second level, the red squares are facility nodes, while the crossed square represents a facility node of the third level of the network.

A cost-effective design of the network infrastructure should address the interdependence between adjacent levels. In other words, to plan the last-mile a set of access devices (facilities) is necessary to meet a set of clients (demands). To design the second level, a definition of middle devices is necessary to support the access devices. Finally, the definition of the main devices is necessary to design the third level.

With this in mind, the contribution of this paper is twofold. Firstly, we have built a new database composed of real and georeferenced data, which is currently available at (http://www.ppgia.pucpr.br/~net_datasets). This database contains three datasets that represent distinct projects related to geographic regions of the city of Curitiba in Brazil. Secondly, we propose an optimization algorithm to deal with the NDP that considers the interaction between the devices of the multiple levels of the network infrastructure. The idea is to design a low cost network knowing for each level the number and the geographic location of devices and the links among them. Besides, the existing dependency and interaction among the devices of each level has to be taken into account. The same problem has been tackled by (Silva, Britto, Jr., L. E. S., & A. L., 2011), however, the new approach proposed in this paper considers the binary PSO algorithm as an alternative for the internal optimization process. In addition, the experimental protocol is now based on new datasets and the experiments are extended to networks with more than three levels. The experimental results show that the proposed algorithm provides a significant cost reduction in the network project. The savings achieved by the proposed approach go from 1% to 40% (depending on the network size, number of levels and number of demand nodes). This makes the proposed approach very attractive to companies that spend a considerable amount of resources in network projects and deployment.

This paper is organized into five sections. Section 2 describes the modeling of the NDP. Section 3 presents the proposed algorithm, while Section 4 presents the experiments used to evaluate the proposed method. Conclusions and future works are presented in the last section.

2. Problem modeling

Let us consider a network with \( L \) levels, where each individual level (\( i \)) is represented by a graph denoted by \( G(V_i, E_i) \), where \( V_i \) represents the vertices (or nodes) and \( E_i \) all possible edges. In this special graph, \( V_i \) is organized into distinct subsets according to three possible kinds of nodes: \( M_i \) contains the demand nodes, \( N_i \) contains the facility nodes, and \( A_i \) contains the ascending nodes. This last subset enables the idea of planning each network level considering information from the ascending levels. Beyond that, let us consider some additional data structures necessary to keep information related to the elements of \( C \): \( x_{ij} \) that represents the cost of the path from the \( i \)th demand to the \( j \)th facility node; \( y_{ij} \) that represents the cost of the path from the \( i \)th facility to the \( j \)th ascending node; \( n_i \) that keeps the current binary status of the \( i \)th facility node (1-on/0-off); \( a_i \) that maintains the binary status of the \( i \)th ascending node (1-on/0-off); \( t_i \) that represents the cost of the \( i \)th facility node; and \( c_i \) that represents the cost of the \( i \)th ascending node.

From this modeling strategy, a possible solution is represented by a subgraph \( G = (V, E) \), where \( V \subseteq V_i \) and \( E \subseteq E_i \). However, looking for such a subgraph is considered a NP-complete problem (Johnson, Lenstra, & Rinnoo Kan, 1978). An alternative is to consider optimization strategies to solve it, such as the proposed algorithm described in the next section.

3. Proposed multilevel algorithm

The main contribution of the algorithm described in this section is the strategy used to optimize the entire network, reprocessing levels when necessary. In other words, it takes into account the

![Fig. 1. Diagram of a three-level network structure.](image-url)
existing interdependency of the L levels of a network. This means that the design of one level affects the design of the adjacent ones. Algorithm 1 presents the proposed Multilevel Algorithm for Network Design (MAND).

Algorithm 1: Multilevel Algorithm for Network Design

As one may see in line 1, the input data is the set of demands \( M \), which represents the clients to be met at the first level of the network. This data is used to process the level \( \ell \) in order to find an initial set of facilities (also known as last-mile). Initially, besides the path costs, the only information used to compute the cost is the value associated with the set of facility nodes at level \( \ell \). In a further iteration, when level \( \ell + 1 \) has already been processed at least once, it is possible to re-evaluate the facilities defined for level \( \ell \), but now considering the cost of the ascending nodes, that are the facility nodes estimated for the level \( \ell + 1 \).

The proposed algorithm has four main loops. The first loop (while \( \ell < L \) in line 8), is used to control the number of iterations based on the number of levels \( L \) of the network. The next loop (while got_improved[\( \ell \)] and \( \ell + 1 \) in line 10), and the second loop executes level \( \ell + 2 \) and \( \ell + 1 \) (line 26). In short, in the proposed algorithm there is a conditional test to check the number of levels to design (first loop), and there is a loop to control the production of better solutions (second loop). The innermost loops control the interaction between adjacent levels by using the ascending nodes.

Algorithm 2: Level Processing Module

As in other words, by using the information from ascending levels, it is possible to search for better solutions considering the interdependence among levels. Thus, when the current level is \( \ell \), it is possible to use information from level \( \ell + 1 \), if the current level is \( \ell + 1 \), it is possible to use information from level \( \ell + 2 \), and so on. This allows us to optimize the entire network infrastructure. The set of ascending nodes is only known after the first iteration of subsequent levels. This means that in the first iteration of a level, the solution is always penalized, as it does not have the information about facilities nodes of the subsequent level.

Algorithm 2: Level Processing Module

In other words, by using the information from ascending levels, it is possible to search for better solutions considering the interdependence among levels. Thus, when the current level is \( \ell \), it is possible to use information from level \( \ell + 1 \), if the current level is \( \ell + 1 \), it is possible to use information from level \( \ell + 2 \), and so on. This allows us to optimize the entire network infrastructure. The set of ascending nodes is only known after the first iteration of subsequent levels. This means that in the first iteration of a level, the solution is always penalized, as it does not have the information about facilities nodes of the subsequent level.

Algorithm 2: Level Processing Module

In other words, by using the information from ascending levels, it is possible to search for better solutions considering the interdependence among levels. Thus, when the current level is \( \ell \), it is possible to use information from level \( \ell + 1 \), if the current level is \( \ell + 1 \), it is possible to use information from level \( \ell + 2 \), and so on. This allows us to optimize the entire network infrastructure. The set of ascending nodes is only known after the first iteration of subsequent levels. This means that in the first iteration of a level, the solution is always penalized, as it does not have the information about facilities nodes of the subsequent level.
3.1. Level processing

The Level_Processing(\ell) subroutine (see Algorithm 2) is responsible for searching the number and geographic location of the devices, and defining the path among them. It means to find paths between devices, devices and demands, and devices and their ascending nodes. Fig. 2 presents the two stages of the level processing. A binary vector represents the number of devices available at each level. In this case, 0 (zero) and 1 (one) stands for active and not active devices, respectively. In the first stage, for finding the facility nodes, it is necessary to know which demand nodes must be met (optimization stage). Different evolutionary algorithms may be used, such as GA (Goldberg, 1989) and PSO (Kennedy & Eberhart, 1942). Afterwards, with the demand and facility nodes obtained in the first stage, it is necessary to find the best paths among them (pathfinder stage). For this second stage, a graph search algorithm is necessary.

The optimization algorithm used in Level_Processing assesses its objective function. For such an aim, it takes into account the set of demand nodes of the current level and the set of facility nodes of the next level (the ascending nodes). With such a data, the optimization algorithm finds a set of facility nodes (where for each element is defined the status on or off), then it is defined the best path, and finally it is obtained the respective cost of the current level. Fig. 3 illustrates the trellis of the proposed MAND. It represents the dealings between levels. Firstly, it generates the solution ‘1’ at level \ell, in which the found arrangements are related directly to the first demands (the clients). After that, it generates the solution ‘A’, at level \ell + 1 that meets the facility nodes of solution ‘1’. Now with the facility nodes of solution ‘A’ that represents ascending nodes for level \ell, solution ‘1’ is reprocessed and it generates solution ‘2’, and so on. When it is not possible to improve a solution for the first innermost loop (level \ell and level \ell + 1), the next innermost loop is processed; in this case levels \ell + 1 and \ell + 2 are processed with the same logic of the previous process. Following the example in Fig. 3, solution ‘6’ in level \ell is the best solution to meet the demands of the first level of the network. The next level (\ell + 1) has the best solution ‘J’ to meet solution ‘6’. Finally, the level \ell + 2 has the best solution ‘V’ to meet solution ‘J’.
In the experiments presented in this paper, we evaluate two single objective algorithms (AG and PSO) at the first stage of the Level Processing subroutine. The following section describes the objective function and the pathfinder algorithm used in the experiments.

3.2. Objective function

An optimization process depends on a fitness function to indicate how close a given solution is to achieving the defined specification. Eq. (1) is the objective function used by the optimization process embedded into the proposed algorithm. It represents the cost of all activated nodes plus the cost of the path to link them. The idea is to minimize the cost of the network implementation. It sums up the path length that is necessary to connect demand nodes with facilities nodes. When there are ascending nodes, the cost of the corresponding connections is also taken into account.

\[
C_i = \text{MIN} \left( \sum_{k=0}^{n_j} x_{ij} n_j + \sum_{k=0}^{n_j} y_{ij} a_i + \sum_{k=0}^{n_j} c_i a_i \right)
\]  

(1)

Recalling that \( M_i, N, \) and \( A_i \) denote the demand, the facility, and the ascending nodes, respectively. In addition, \( x_{ij} \) represents the cost of the path from the \( i \)th demand to the \( j \)th facility node; \( y_{ij} \) represents the cost of the path from the \( i \)th facility to the \( j \)th ascending node; \( n_j \) keeps the current binary status of the \( i \)th facility node (1-on/0-off); \( a_i \) maintains the binary status of the \( i \)th ascending node (1-on/0-off); \( t_i \) represents the cost of the \( i \)th facility node; and \( c_i \) represents the cost of the \( i \)th ascending node.

Eqs. (2) and (3) impose constraints to the problem, that only facility and ascending nodes that are activated (status on) must be considered in the Eq. (1).

\[
n_j \in \{0, 1\}, \quad i \in N
\]  

(2)

\[
a_i \in \{0, 1\}, \quad i \in A
\]  

(3)

The cost values inside the arrays \( t \) and \( c \) may be real or hypothetical ones. In the experiments carried out in this paper, the used monetary costs increase from the first to the last level proportionally. In fact, the installation cost of devices at any level is ten times more expensive than the previous one.

3.3. Path finding

The best path between nodes is determined taking into account the cost estimated to link the nodes using suitable cables. Thus, the general idea is to minimize the distance between nodes. A common strategy is to use the Euclidean distance to calculate the final cost of each path. However, when geographic restrictions must be considered during the network planning such a metric is not suitable. An alternative is to use more elaborated algorithms such as (Dijkstra, 1959), A* (A Star) Hart, Nilsson, and Raphael (1968) or (Johnson, 1977). The Euclidean distance is less time consuming, when compared with more sophisticated pathfinder algorithms. To overcome this problem, we have added in the Dijkstra algorithm some additional data structures to store the paths already calculated in order to reduce the time consumed.

The final cost of a path is calculated based on the distance and the monetary cost of cables. In real-world networks, the cable cost varies through the different levels of the network. Thus, we have considered monetary cost of 1 for the first level, 2 for second level, 3 for third level, and so on. The relation between the monetary costs of device installation and cables has influence on the number of devices in the solution. If more expensive devices are used, then it is advisable to use less devices and build more paths. In another situation, the cables could be more expensive, and then it is better to add more devices in the solution.

4. Experimental results

This section presents the experiments undertaken to evaluate the proposed algorithm. The MAND was implemented in C programming language, and the reported results were obtained on a PC-Pentium Dual-Core E5300, 2.6 GHz with 2 Gb of memory, the operational system is Ubuntu Linux release 8.04.4. The experiments considers in the level processing module single optimization algorithms (GA or PSO), and Dijkstra as a pathfinder. The new database containing three subsets of georeferenced data was used. All the results are the average of five runs and the MAND is compared with the most common strategy available in the literature, named CS in the experiments. The CS represents the algorithms where the planning of each level is done individually.

4.1. Database

The databases available in the literature, such as the OR-library, are not suitable for the assessment of MAND, since they are not georeferenced. Thus, we have built a new database that is currently available at [http://www.ppgia.pucpr.br/~net_datasets](http://www.ppgia.pucpr.br/~net_datasets). Table 1 shows the characteristics of the three datasets available. These datasets represent real projects, corresponding to different geographic regions of the city of Curitiba, Brazil. Fig. 4 shows the city map with the selected neighborhoods.

4.2. Experiments with GA

The experiments presented in this section use a bit representation GA (Kangal, 2011) with the following parameters:

- Chromosome length: number of geographic coordinates
- Population size: 60
- Generation: 10,000
- Probability of crossover: 0.95
- Probability of mutation: 0.001
- Sharing: false
- Selection: tournament selection.

The chromosome length is defined based on the number of geographic coordinates that represent the locations where the devices may be installed. The values of the other parameters were empirically defined. Table 2 presents the experimental results for a network with three levels. All the results of the proposed algorithm are compared with a conventional strategy (CS) of optimizing each level in separate (by level). Here, the CS is a GA-based solution. For each level is possible to compare: (1) the number of demands to be met, (2) the number of facilities found and (3) the solution cost in monetary units. At the three last lines of Table 2, it is possible to observe the total cost, time consumed and further statistics about the cost reduction. As one can see, the proposed algorithm provides a very interesting cost reduction in all datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Demands (clients to be meet)</th>
<th># Coordinates (local for possible devices)</th>
<th>Area (km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>50</td>
<td>390</td>
<td>2.1</td>
</tr>
<tr>
<td>D2</td>
<td>105</td>
<td>583</td>
<td>2.5</td>
</tr>
<tr>
<td>D3</td>
<td>405</td>
<td>1624</td>
<td>6.1</td>
</tr>
</tbody>
</table>
4.3. Experiments with PSO

Here, a PSO algorithm replaces the GA inside MAND. The particles are based on a bit representation, and the source code is adapted from the original standard source code of Shi (2011). The parameters used are:

- **Dimension**: number of geographic coordinates
- **Maximum iterations**: 10,000
- **Number of particles**: 60
- **Maximum velocity**: 10
- **Weight**: 1.0
- **$C_1$: 2.0 and $C_2$: 2.0

The parameters used are:

- **Dimension**: number of geographic coordinates
- **Maximum iterations**: 10,000
- **Number of particles**: 60
- **Maximum velocity**: 10
- **Weight**: 1.0
- **$C_1$: 2.0 and $C_2$: 2.0

---

**Table 2**

Experimental results considering a GA-based single objective optimization algorithm for planning a network with three levels. The average of five runs of the proposed MAND and the most common strategy (CS) in the literature for the datasets D1, D2 and D3.

<table>
<thead>
<tr>
<th></th>
<th>Dataset D1</th>
<th></th>
<th>Dataset D2</th>
<th></th>
<th>Dataset D3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAND</td>
<td>CS</td>
<td>MAND</td>
<td>CS</td>
<td>MAND</td>
<td>CS</td>
</tr>
<tr>
<td><strong>Levels</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Demands</td>
<td>50</td>
<td>50</td>
<td>105</td>
<td>105</td>
<td>405</td>
</tr>
<tr>
<td></td>
<td>Facilities</td>
<td>28</td>
<td>41</td>
<td>46</td>
<td>71</td>
<td>132</td>
</tr>
<tr>
<td></td>
<td>Cost</td>
<td>8273</td>
<td>7265</td>
<td>13,968</td>
<td>12,175</td>
<td>52,619</td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Demands</td>
<td>6</td>
<td>9</td>
<td>10</td>
<td>16</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>Facilities</td>
<td>19,208</td>
<td>25,000</td>
<td>30,023</td>
<td>39,113</td>
<td>122,155</td>
</tr>
<tr>
<td></td>
<td>Cost</td>
<td>24,769</td>
<td>32,588</td>
<td>29,535</td>
<td>42,561</td>
<td>788,608</td>
</tr>
<tr>
<td><strong>Total cost</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>52,250</td>
<td>64,854</td>
<td>73,526</td>
<td>93,849</td>
<td>963,382</td>
<td>1,156,166</td>
</tr>
<tr>
<td><strong>Time (in sec.)</strong></td>
<td>5589</td>
<td></td>
<td>245</td>
<td></td>
<td>17,835</td>
<td></td>
</tr>
<tr>
<td><strong>Cost reduction</strong></td>
<td>19.43%</td>
<td></td>
<td>21.65%</td>
<td></td>
<td>16.67%</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3**

Experimental results considering a PSO-based single objective optimization algorithm for planning a network with three levels. The average of five runs of the proposed MAND and the most common strategy (CS) in the literature for the datasets D1, D2 and D3.

<table>
<thead>
<tr>
<th></th>
<th>Dataset D1</th>
<th></th>
<th>Dataset D2</th>
<th></th>
<th>Dataset D3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAND</td>
<td>CS</td>
<td>MAND</td>
<td>CS</td>
<td>MAND</td>
<td>CS</td>
</tr>
<tr>
<td><strong>Levels</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Demands</td>
<td>50</td>
<td>50</td>
<td>105</td>
<td>105</td>
<td>405</td>
</tr>
<tr>
<td></td>
<td>Facilities</td>
<td>14</td>
<td>40</td>
<td>23</td>
<td>71</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>Cost</td>
<td>11,457</td>
<td>7803</td>
<td>19,020</td>
<td>13,045</td>
<td>67,700</td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Demands</td>
<td>14</td>
<td>40</td>
<td>23</td>
<td>71</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>Facilities</td>
<td>4</td>
<td>10</td>
<td>4</td>
<td>16</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Cost</td>
<td>14,902</td>
<td>25,331</td>
<td>19,809</td>
<td>39,287</td>
<td>54,641</td>
</tr>
<tr>
<td><strong>Total cost</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>14,676</td>
<td>64,854</td>
<td>73,526</td>
<td>93,849</td>
<td>54,641</td>
<td>963,382</td>
</tr>
<tr>
<td><strong>Time (in sec.)</strong></td>
<td>5589</td>
<td></td>
<td>245</td>
<td></td>
<td>17,835</td>
<td></td>
</tr>
<tr>
<td><strong>Cost reduction</strong></td>
<td>30.16%</td>
<td></td>
<td>40.75%</td>
<td></td>
<td>32.06%</td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 4.** Geographic view of the dataset examples.
Similar to the GA-based experiments, all the parameters were obtained empirically from exploratory experiments. Table 3 shows the experimental results of planning a network with three levels. Like in the first set of experiments, all the results of the proposed algorithm are compared with a conventional strategy (CS) of optimizing each level in separate (by level). However, a PSO-based solution is used as CS. As observed before, the MAND surpasses the CS approach in all datasets.

### 4.4. Experiments with more than three levels

The motivation for these experiments is to show that the proposed algorithm may work with more than three levels. For this purpose, we have carried out new experiments using both versions of the MAND, GA and PSO-based, considering now a five-level network. Tables 4 and 5 show the results. Note that, even with a low cost reduction, the final monetary saving for large networks still represents a significant value.

#### 4.5. Discussion

The experiments undertaken to evaluate MAND do not intend to compare GA and PSO optimization algorithms. However, during the experiments, we have observed that the best solutions for the first network levels were found after a significant different number of iterations of the evolutionary algorithms. Figs. 5 and 6 present, for each level, at which iteration (in average) the best solutions were found. It is possible to observe that the PSO-based MAND has found the best solutions with less than 1000 iterations (one thousand) for each level, while the GA-based run approximately 10,000 (ten thousand) generations just for the first level. In addition, the PSO-based provided the best result for each dataset. This corroborates the observations reported in Papagianni, Papadopoulos, and Tselikas (2008), where GA is compared against PSO.

As one can also see, no matter the optimization algorithm used inside the proposed MAND, it shows a significant increase in the processing time when compared with the strategy where each level is processed in separate. The reason is that in the proposed algorithm some levels are computed more than once as the information from ascending nodes is used to reprocess the previous levels. However, the cost reduction achieved in the experiments justifies the increasing in the computing time. Tables 6 and 7 summarize the cost reduction provided by MAND for each dataset (D1, D2 and D3), considering different optimization strategies.

#### Table 4

<table>
<thead>
<tr>
<th>-MAND with built-in AG (five-level network)</th>
<th>Dataset D1</th>
<th>Dataset D2</th>
<th>Dataset D3</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAND</td>
<td>CS</td>
<td>MAND</td>
<td>CS</td>
</tr>
<tr>
<td>Levels</td>
<td>Demands</td>
<td>Facilities</td>
<td>Cost</td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>41</td>
<td>13,979</td>
</tr>
<tr>
<td>2</td>
<td>24</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>100,328</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Total cost</td>
<td>1,152,755</td>
<td>1,172,926</td>
<td>1172,926</td>
</tr>
<tr>
<td>Time (in sec.)</td>
<td>7339</td>
<td>752</td>
<td>26,328</td>
</tr>
<tr>
<td>Cost reduction</td>
<td>1.67%</td>
<td>1.78%</td>
<td>9.44%</td>
</tr>
</tbody>
</table>

#### Table 5

<table>
<thead>
<tr>
<th>-MAND with built-in PSO (five-level network)</th>
<th>Dataset D1</th>
<th>Dataset D2</th>
<th>Dataset D3</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAND</td>
<td>CS</td>
<td>MAND</td>
<td>CS</td>
</tr>
<tr>
<td>Levels</td>
<td>Demands</td>
<td>Facilities</td>
<td>Cost</td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>40</td>
<td>19,316</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>40</td>
<td>23</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>100,327</td>
<td>1,000,065</td>
<td>1,000,169</td>
</tr>
<tr>
<td>Total cost</td>
<td>1,150,260</td>
<td>1,172,926</td>
<td>1,194,200</td>
</tr>
<tr>
<td>Time (in sec.)</td>
<td>7339</td>
<td>752</td>
<td>26,328</td>
</tr>
<tr>
<td>Cost reduction</td>
<td>1.76%</td>
<td>3.30%</td>
<td>4.21%</td>
</tr>
</tbody>
</table>
nodes of level one (purple circles) to meet the clients (green circles). The nodes of level one met by nodes of the second level (red squares); and finally, the nodes of level two met by nodes of the third level (orange diamond). It is also possible to observe that CS presents a low cost for the first network level, since its solution for this level contains more facility nodes when compared with MAND (72 against 23) reducing the cost of the path to reach the demand nodes. By contrast, a high number of facility nodes in the first level increase the cost of the adjacent levels, as they become demand nodes. At the second level, the MAND is already better than the CS approach (4 against 16). In this case, it is possible to observe a final cost reduction of 42.6%, when MAND is used.

A similar comparison between MAND and the human being performance is done in Fig. 8. Two engineers provided their solutions for the dataset D2. The presented solution corresponds to the best one in terms of cost reduction. This kind of comparison shows that even with a high time consuming, the proposed algorithm is still faster than an engineer for planning the same network using only basic tools, like CAD software and maps. In addition, it should be considered that when an engineer designs a network manually, it is hard to analyze different scenarios.

![Figure 5](image1.png) Fig. 5. Number of generations of the GA-based MAND for each network level.

![Figure 6](image2.png) Fig. 6. Number of iterations of the PSO-based MAND for each network level.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>GA (%)</th>
<th>PSO (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>19.43</td>
<td>30.16</td>
</tr>
<tr>
<td>D2</td>
<td>21.65</td>
<td>40.75</td>
</tr>
<tr>
<td>D3</td>
<td>16.67</td>
<td>32.06</td>
</tr>
</tbody>
</table>

Table 6: Observed cost reduction for a three-level network.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>GA (%)</th>
<th>PSO (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>1.67</td>
<td>1.76</td>
</tr>
<tr>
<td>D2</td>
<td>1.78</td>
<td>3.30</td>
</tr>
<tr>
<td>D3</td>
<td>9.44</td>
<td>4.21</td>
</tr>
</tbody>
</table>

Table 7: Observed cost reduction for a five-level network.
The cost reduction provided by MAND for networks with five levels is lower than the one of a three-level network, but in practice, this percentage is still significant. A statistical evaluation was carried out to check whether there is a significant difference between the costs presented in Table 6. Using the Friedman test (Friedman, 1940), we obtained $p = 0.0070$ for the test set D1; $p = 0.0029$ for the test set D2; and $p = 0.0018$ for the test set D3. These values of $p < 5\%$ for all the datasets prove that the results are significant.

5. Conclusion and future works

In this paper, we have presented a multilevel algorithm to deal with the network design problem. The algorithm performs the design of different levels of a network considering the existing interdependence among them. For this purpose, the information of ascending levels is used to process again a previous one. The experimental results have shown a significant monetary cost reduction when compared with a conventional approach in which the network levels are processed in separate. The savings provided by the proposed algorithm goes from 19.43\% to 40.75\% in the experiments for networks with three levels, and for networks with five levels, the cost reduction goes from 1.67\% to 9.44\%.

One aspect that could not be neglected is the increase in the processing time that goes up to 44 times higher than the time consumed by the conventional algorithms to design a network. However, it can be argued that the monetary cost reduction provided by the proposed algorithm is worthwhile. In addition, another benefit of the proposed algorithm is that it opens up the opportunity for engineers to generate several network designs based on different scenarios for further evaluation. Based on that, we may conclude that the MAND algorithm can be applied in the design of real-world instances of network infrastructure, aiding engineers to save time and money.

The proposed method is also an option to build an additional tool for engineers who use Geographic Information Systems (GIS). While GIS is generally used to visualize and print stored data,
the proposed method adds intelligence to the software, providing a designed network and many scenarios that can be analyzed by the engineers. In spite of the good results achieved, the proposed algorithm demands further work to be improved in some interesting aspects. For instance, it still needs improvement to work with multi-objective problems and to consider the benefits of the dynamic programming, allowing saving processed solutions, which could be restored and exploited in new situations as the process matures.
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