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ABSTRACT

This paper presents a novel method for facial expression classifica-
tion that employs the combination of two different feature sets in an
ensemble approach. A pool of base classifiers is created using two
feature sets: Gabor filters and local binary patterns (LBP). Then a
multi-objective genetic algorithm is used to search for the best en-
semble using as objective functions the accuracy and the size of the
ensemble. The experimental results on two databases have shown
the efficiency of the proposed strategy by finding powerful ensem-
bles, which improves the recognition rates between 5% and 10%.

Index Terms— Face recognition, Emotion recognition.

1. INTRODUCTION

Automatic facial expression recognition has been subject of investi-
gation in the last years due to the great number of potential day-to-
day application such as human-computer interaction, emotion anal-
ysis, operator fatigue detection in industries, interactive video, in-
dexing and retrieval in video databases, image understanding, and
synthetic face animation. Facial expression recognition is also a
necessary step towards a computer facilitated human interaction sys-
tem as facial expressions play a significant role in conveying human
emotions [1]. Due to such an importance, a lot of effort has been de-
voted to build reliable automatic facial expression recognition sys-
tems. The methods reported in the literature can be classified ba-
sically into geometry analysis and appearance-based. The former
takes into account some predefined geometric positions, also known
as fiducial points, as facial features to represent facial expressions
[2]. However, the geometric feature-based representation commonly
requires accurate and reliable facial feature detection and tracking,
which is difficult to accommodate in many situations [3]. The sec-
ond approach models the appearance changes of the faces through a
holistic spatial analysis. Among the tools used for this approach are
Principal Component Analysis [4], Independent Component Analy-
sis [5], Gabor filters [6], and LBP [7]. According to the literature,
Gabor filters yield superior performance for facial analysis and for
this reason they have been widely adopted [6, 8, 9]. The downside,
though, is the elevated computational cost in terms of time and mem-
ory usage. Recently LBP have been introduced as effective appear-
ance features for facial image analysis [3, 10]. Experiments have
demonstrated that compared with Gabor filters, LBP features save
much computational resource whilst retaining facial information ef-
ficiently [3].
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Though much progress has been made, recognizing facial ex-
pressions with a high accuracy remains difficult due to the subtlety,
complexity, and variability of facial expressions. An efficient way to
deal with complex pattern recognition problems such as face expres-
sion recognition is to build ensemble of classifiers to take advan-
tage of the inherent diversity introduced by classifiers trained with
different feature sets. Several studies have been published demon-
strating the benefits of the combination paradigm over the individual
classifier models. During the last years, a considerable amount of
research has gone into ensemble of classifiers. The effectiveness
of such methods comes primarily from the diversity caused by re-
sampling the training set while using the complete set of features
to train the component classifiers. In addition, some attempts have
been made to incorporate the diversity into ensemble creation meth-
ods by over-producing classifiers and then choosing some of them
to compose the ensemble. An alternative to bring diversity to the
ensemble is to combine classifiers trained with different feature sets.
The efficiency of this strategy has been reported by several authors
[11].

In this work we propose an ensemble of classifiers based on the
under-pinning concept of “over-produce and choose”. The pool of
base classifiers is created using the two more prominent feature sets
used for facial expression recognition, namely, Gabor Filters and
LBP. Then a multi-objective genetic algorithm is used to search for
the best ensemble using as objective functions the accuracy and size
of the ensemble. Through a set of comprehensive experiments on
two different databases we demonstrate the efficiency of the pro-
posed strategy by finding powerful ensembles, which succeed in im-
proving the recognition rates from 5% to 10%. The results reported
in this paper compare favorably to the literature.

This paper is organized as follows: Section 2 outlines the pro-
posed methodology to create ensemble of classifiers. Section 3 in-
troduces the feature sets used to train the pool of base classifiers. The
experimental results are presented in Section 3. Finally, conclusions
are stated in the last section.

2. METHODOLOGY

The approach proposed to generate ensemble of classifiers is based
on an ”overproduce and choose” paradigm where a pool of classi-
fiers is created by varying parameters of Gabor filters and LBP op-
erators. Once this pool of classifiers have been trained, the second
level is suggested to choose the members of the team which are small
(few classifiers) and accurate. The second level can be performed by
any search algorithm. We have chosen a multi-objective genetic al-
gorithm (MOGA) to such an aim because building an ensemble of
classifiers can be formulated as a multi-objective problem since we
want to minimize not only the error rate of the ensemble but also
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the number of the classifiers in the ensemble. In this context, MO-
GAs are more suitable than single genetic algorithms (GA) because
they can provide a set of solutions known as Pareto-optimal. Single
GA, on the other hand, converge to a specific region of the search
space depending on the weights assigned for each objective. More
details about the limitations of the single GA for multi-objective
optimization problems can be found in [12]. In this context, let
A = C1, . . . , CL be a set of L classifiers and B a chromosome
of size L of the population. The gene i of the chromosome B is
represented by the classifier Ci from A. Thus, if a chromosome has
all bits selected, all classifiers of A will be included in the ensemble.
Fig.1 depicts the proposed methodology.

Fig. 1. The overview of the methodology

We selected as objective to be optimized the accuracy and the
size of the ensemble regardless the diversity of the classifiers be-
cause of the nature of the application. Since facial expression recog-
nition usually is applied to on-line systems, performance is a crucial
requirement that this kind of application should meet. Therefore
smaller ensembles appear more suitable in this case.

3. CLASSIFIER AND FEATURE SETS

The overproduce stage is done by varying parameters of both Gabor
filters and LBP operators. Both feature set have been successfully
applied to facial expression recognition [3, 13] and for this reason
they were selected to train our base classifiers. All the classifiers
used in this work are Support Vector Machines (SVM) trained with
Gaussian kernel. Kernel parameters such as C and γ were defined
through a grid search using k-fold cross validation.

3.1. Gabor Filters

A family of Gabor kernel is the product of a Gaussian envelope and
a plane wave, as defined in Eq.1

Ψu,v(z) =
||ku,v||2

σ2
e−||ku,v||2/σ2

[eiku,vz − e−σ2/2] (1)

In this case, z = (x, y) is the variable in the spatial domain and
ku,v (Eq.2) is the frequency vector, which determines the scales and
orientations of Gabor kernels.

ku,v =
kmax

fv
eiΦu (2)

where kmax = π
2

, f =
√
2, and Φu = uπ

8
, where u and v are

orientation and scale factors, respectively. By varying u and v we
can select different kernels.

Given an image I(z), its Gabor transformation at a particular
position can be computed by a convolution with Gabor Kernels using
Eq.3.

Gu,v = I(z)×Ψu,v(z) (3)

The magnitude of the resulting complex image is given by Eq.4.

|G| =
√

Re(G)2 + Im(G)2 (4)

All features derive from |G| and the feature vector Fk,N is given
by Eq.5

Fk,l =

xl+k∑

i=xl−k

yl+k∑

j=yl−k

|Gi,j |, l = 0, 1, . . . , N ; k = 0, 1, . . . 5. (5)

where N is the number of the fiducial points marked in the face
image. Koutlas and Fotiadis [13] proposed a set of 20 fiducial points
which were derived from 74 different landmarks (Fig.2). According
to the authors, such points lie around prominent features of the face
that contain the most significant information regarding the muscle
movement which is responsible for facial expressions.

Fig. 2. The 20 fiducial points proposed by Koutlas and Fotiadis [13].

For each fiducial point a mask of size k × k is used to compute
the feature vector according to Eq.5, where k = {1, 3, 5, 7, 9}. We
extracted five feature sets based on scales with 160 components each,
eight feature sets based on orientations with 100 components each,
and one feature set with 800 components combining scales and ori-
entations. Considering the five different masks, we have 70 different
feature sets that will be used to train 70 different base classifiers.

3.2. Local Binary Patterns (LBP)

The operator LBPP,R produces 2P different binary patterns that can
be formed by the P pixels in the neighbor set. (P,R) stands for
a neighborhood of P equally spaced sampling points on a circle of
radius of R that from a circularly symmetric neighbor set. How-
ever, certain bins contain more information than others, hence, it is
possible to use only a subset of the 2P LBPs. Those fundamental
patterns are known as uniform patterns. A LBP is called uniform
if it contains at most two bitwise transitions from 0 to 1 or vice
versa when the binary string is considered circular. For example,
00000000, 001110000 and 11100001 are uniform patterns. It is ob-
served that uniform patterns account for nearly 90% of all patterns
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in the (8,1) neighborhood and for about 70% in the (16,2) neighbor-
hood in texture images [7].

Accumulating the patterns which have more than two transitions
into a single bin yields an LBP operator, denoted LBPu2

P,R, with less

than 2P bins. For example, the number of labels for a neighborhood
of 8 pixels is 256 for the standard LBP but 59 for LBPu2. Thereafter,
a histogram of the frequency of the different labels produced by the
LBP operator can be built. According to Shan et al. [3], an interest-
ing way of using LBP in face images consists in equally divide the
image into n small zones Z0, . . . , Zn to extract the LBP histograms.
The features extracted from each zone are then concatenate into a
single vector.

In our approach the faces were divided into 42 zones (7 × 6).
Three different configurations of the LBP operator were considered:
LBPu2

8,1, LBPu2
8,2, LBPu2

16,2. The first two produce a feature vector
of 59 components per zone, summing up 2,478 components while
the last one produces a feature vector of 243 components per zone,
summing up, 10,206 components.

4. EXPERIMENTAL RESULTS

Two databases were used in the experiments: JAFFE database [1]
and Cohn-Kanade database. The JAFFE database contains 10 fe-
male individuals and 213 images of facial expressions. Each image
has a resolution of 256 × 256 pixels. The number of images corre-
sponding to each of the 7 categories of expression (neutral, happi-
ness, sadness, surprise, anger, disgust and fear) is almost the same.
Each image in the database was rated by 91 experimental subjects for
degree of each of the six basic expressions present in the image [17].
The Cohn-Kanade database consists of image sequences depicting
the evolvement of every facial expression from the neutral state until
it reaches its highest intensity in the last frame. The database is en-
coded into combinations of Action Units. These combinations were
translated into facial expressions to define the corresponding ground
truth for the facial expressions [14]. All subjects were taken under
consideration to form the database, composed of 1,281 images.

Two different experiments were performed in each database. In
Experiment (I) individuals that participate in the training set could be
part of the testing set. Of course that those images used for training
were not used for testing. In Experiment (II), the individuals used
for training were not used for testing. Due to the small size of the
public datasets used for this kind of research, the first approach is
very often found in the literature. However, the second case is far
more realistic since during the deployment phase the system would
have to classify expressions from people not used to train the system.

The first step of the proposed methodology consists in train-
ing the pool of 73 base SVM classifiers. The classifiers are sepa-
rated into three groups: 3 LBP, 30 Gabor scale-based, and 40 Gabor
orientation-based classifiers. In all experiments we have used 10-
fold cross validation similar with that in [9]. After training the pool
of classifiers they are used as input to the MOGA. In this work we
have used the Non-Dominated Sorting Genetic Algorithm II (NSGA
II) proposed by Deb et al. [12]. The idea behind the NSGA is that
a ranking selection method is used to emphasize good points and
a niche method is used to maintain stable subpopulations of good
points. Before the selection is performed, the population is ranked
based on an individual’s non-domination. The non-dominated indi-
viduals present in the population are first identified from the current
population. Then, all these individuals are assumed to constitute
the first non-dominated front in the population and assigned a large
dummy fitness value. The same fitness value is assigned to give an
equal reproductive potential to all these non-dominated individuals.

In our experiments, the NSGA is based on bit representation,
one-point crossover, bit-flip mutation, and roulette wheel selection
(with elitism). The following parameters were employed: popula-
tion = 100, number of generations = 300, probability of crossover =
0.7, probability of mutation = 0.01, and niche distance = 0.05. The
size of the chromosome is 73, since we have 73 classifiers. The er-
ror rate of the ensemble is computed through the Sum rule since this
was the rule that produced better results. To define the probabili-
ties of crossover and mutation, we have used the one-max problem,
which is probably the most frequently used test function in research
on genetic algorithms because of its simplicity. The population size
and the number of generations were defined empirically. The evo-
lution of the population in the objective plane for Experiments (I)
and (II) reveal that in both cases the algorithm converges toward the
Pareto-front producing a set of possible solutions.

The next step consists in choosing the best ensemble of classi-
fiers from the Pareto. High accuracy is important but the size of the
ensemble is also an important issue for this kind of application. The
ensembles that provide the best trade-off between accuracy and size
are located close to the end of the Pareto. The selected classifiers and
their individual performances are reported in Tab.1. The selected en-
sembles were present in all the 10 replications, what guarantee that
the ensembles were not found accidentally.

Table 1. Selected Classifiers - JAFFE Database

Experiment I Experiment II

Feature Set Acc. (%) Feature Set Acc. (%)

LBP8,2 87.3 LBP8,2 60.6
Gabor S:5 M:3×3 91.6 LBP16,2 59.3
Gabor O:3 M:7×7 80.7 Gabor O:2 M:1×1 41.0
Gabor O:6 M:7×7 76.6 Gabor O:3 M:5×5 41.8
Gabor O:8 M:7×7 85.9 Gabor O:6 M:9×9 41.2

All Classifiers 92.5 All Classifiers 49.0

Ensemble 96.2 Ensemble 70.0

In spite of the same size, the composition of the ensemble in
the two experiments is totally different, with the exception of the
LBP classifier LBP8,2. Tab.1 shows that the problem of Experiment
(II) is quite more difficult than the problem of Experiment (I). In
the case of Experiment (I), the ensemble brought an improvement
of about 5% compared to the best classifier. A more impressive im-
provement, though, was achieved in Experiment (II) where the en-
semble improves the recognition rate in about 10%. A quick look on
the performance of the selected classifiers for Experiment (II) would
suggest that we could discard the three Gabor-based classifiers since
they have a poor performance when compared with the LBP-based
classifiers. In spite of the poor performance, these weak classifiers
are still very important since they provide complementary informa-
tion which is crucial for the good performance of the ensemble. By
removing the three Gabor-based classifiers the performance of the
ensemble would drop to 62%.

Tab.2 shows the performance of different approaches reported in
the literature on JAFFE database. All works have used the protocol
that we have employed in Experiment (I). Some of these results are
not comparable directly as some authors exclude some classes of the
problem. In spite of this fact, the proposed methodology compares
favorably to the literature.

The same protocol used for JAFFE database was applied on the
Cohn-Kanade database. However, such a database is less complex
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Table 2. Comparison with different approaches on JAFFE Database

Reference Acc. (%) Features

[9] 90.1 Geometry and Gabor
[11] 92.5 Gabor filters
[13] 92.3 Gabor filters
[15] 94.5 LBP, Tsallis Entrop., Global App.
[16] 95.9 2D Locality Preserving Projec.
[17] 90.2 Gabor and LVQ
Proposed Appr. 96.2 Ensemble Gabor and LBP

than the JAFFE database since the facial expression images were ex-
tracted from video sequences which reduces considerably the vari-
ability of the same individual. This explains the compelling perfor-
mance of some classifiers, especially in Experiment (I) where the
same individual participates in both training and testing sets. Here
the algorithm also converges toward the Pareto-front producing a set
of possible solutions. The selected classifiers and their individual
performances are reported in Tab.3.

Table 3. Selected Classifiers - Cohn-Kanade Database

Experiment I Experiment II

Feature Set Acc. (%) Feature Set Acc. (%)

LBP8,2 99.0 LBP8,2 84.3
Gabor S:6 M:1×1 98.7 Gabor S:1 M:7×7 78.7

All Classifiers 98.3 All Classifiers 79.2

Ensemble 99.4 Ensemble 88.9

Since this dataset is less complex than the previous one, it re-
quires smaller ensembles to reduce the overall error rates. In both
cases, the best classifier (LBP8,2) was selected together with a Gabor
scale-based classifiers. Differently from the Experiment (I) where a
single classifier almost reached the upper-limit in terms of correct
classification (99%), in the Experiment (II) we got an improvement
of more than 4% compared to the best classifier. This corroborates
to our previous findings that weaker classifiers can bring important
information to the ensemble.

5. CONCLUSION

We have described a methodology for ensemble creation under-
pinned on the paradigm “overproduce and choose”. The pool of
base classifiers is created by varying the parameters of two feature
sets widely used for automatic facial expression recognition, Gabor
filters and LBP. After training the pool of 73 classifiers they are
used as input to an efficient search algorithm which returns a set of
possible ensembles. The size and accuracy of the ensemble were the
objective functions used to guide the search.

The feasibility of the strategy was demonstrated through com-
prehensive experiments carried out on two different databases using
two different experimental protocols. The results attained demon-
strated the efficiency of the proposed strategy by finding powerful
ensembles, which succeed in improving the recognition rates from 5
to 10%. Such results compare favorably to the results reported in the
literature.
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