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Abstract: In this work we present a strategy for off-line signature verification. It takes into
account a writer-independent model which reduces the pattern recognition problem to a 2-class
problem, hence, makes it possible to build robust signature verification systems even when few
signatures per writer are available. Receiver Operating Characteristic (ROC) curves are used to
improve the performance of the proposed system.

The contribution of this paper is two-fold. First of all, we analyze the impacts of choosing differ-
ent fusion strategies to combine the partial decisions yielded by the SVM classifiers. Then ROC
produced by different classifiers are combined using maximum likelihood analysis, producing
an ROC combined classifier. Through comprehensive experiments on a database composed of
100 writers, we demonstrate that the ROC combined classifier based on the writer-independent
approach can reduce considerably false rejection rate while keeping false acceptance rates at
acceptable levels.
Key Words: Signature Verification, Pattern Recognition
Category: H.3.7, H.5.4

1 Introduction

In the last few decades many methods have been developed in pattern recognition area,
regarding the signature verification problem, which can be categorized into on-line and
off-line [Plamondon and Srihari, 2000]. In general, on-line systems achieve better per-
formance since they can count on dynamic features such as, time, pressure, and speed,
which can be easily obtained from the on-line mediums [Nalwa, 1997]. On the other
hand, off-line systems are difficult to design as many desirable characteristics such as
the order of strokes, velocity, and other dynamic information are not available in the off-
line case. The verification process has to rely only on the features that can be extracted
from the trace of the static signature image [Hanmandlua et al, 2005].

To deal with the problem of off-line signature verification, researchers have investi-
gated two different approaches. The first one, and commonly used, is the writer-specific
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model (also known as personal model) which is based on two different pattern classes,
ω1 and ω2, where ω1 represents the genuine signature set, for a specific writer and ω2

represents the forgery signatures set. The forgeries usually are divided into three differ-
ent subsets (random, simple, and simulated forgeries). The random forgery is usually
a genuine signature sample belonging to a different writer, who is not necessarily en-
roled in the signature verification system. The simple forgery is a signature sample with
the same shape as the genuine writer’s signature. The simulated forgery is a reasonable
imitation of the genuine signature model [Justino et al, 2001].

The main drawbacks of the writer-specific approach are the need of learning the
model each time a new writer should be included in the system and the great number of
genuine samples of signatures necessary to build a reliable model. In real applications,
usually a limited number of signatures per writer is available (4 to 6 samples in general)
to train a classifier for signature verification, which leads the class statistics estimation
errors may be significant, hence, resulting in unsatisfactory verification performance. To
surpass this problem, some alternative approaches have been proposed in the literature.
Huang and Yan [Huang and Yan, 1997] generate more data through transformations of
the genuine signatures. Santos et al [Santos et al, 2004] use the concept of dissimilarity
representation [Pekalska and Duin, 2002]. Instead of having one model per writer, only
two classes are considered: genuine and forgery.

In this paper we take into account the framework initially proposed by Santos et al
[Santos et al, 2004]. It is based on a forensic document examination approach and can
be defined as writer-independent approach as the number of models does not depend
on the number of writers. In this light, it is a global model by nature, which reduces
the pattern recognition problem to a 2-class problem, hence, makes it possible to build
robust signature verification systems even when few signatures per writer are available.
Support Vector Machines (SVM) are used as classifiers because they have been proved
to be quite efficient with 2-class problems.

An important aspect in signature verification that is very often neglected is the class
distribution. A tacit assumption in the use of recognition rate as an evaluation metric
is that the class distribution among examples is constant and relatively balanced. In
signature verification this is rarely the case. Usually one has few genuine signatures
and a bunch of forgeries to train a model. In this context, ROC (Receiver Operating
Characteristic) curves are attractive due to its property of being insensitive to changes
in class distribution. If the proportion of positive to negative instances changes in a test
set, the ROC curves will not change [Fawcett, 2006].

The contribution of this paper is two-fold. First we analyze different fusion strate-
gies using ROC and demonstrate that the results of the writer-independent approach
can be considerably improved (about 7%) when a suitable fusion strategy is applied.
Second, we show that such results can be further improved by combining classifiers
without the need for joint training. This combination is based on the maximum likeli-
hood analysis of the ROC classifiers. Comprehensive results on a database composed
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of 100 writers shows that the combined ROC classifier based on the writer-independent
approach can reduce considerably the false rejection rate while keeping the false accep-
tance at acceptable levels.

The remaining of the paper is organized as follows: Section 2 presents a background
on ROC. Section 2.1 introduces the ROC combination method which is based on max-
imum likelihood analysis. Section 3 describes how the writer-independent approach
works. Section 4 presents the database used in this work. Section 5 shows how the off-
line signature verification system based on the writer-independent approach has been
implemented and Section 6 discusses how this system can be further improved using
ROC combined classifier. Finally, Section 7 discusses the results and Section 8 con-
cludes this work.

2 Background on ROC

Receiver Operating Characteristic (ROC) curves are two-dimensional graphs in which
true positive rate (TPR) is plotted on the Y axis and false positive rate (FPR) is plot-
ted on the X axis. In this way, For a given classifier C, the ROC is a set of points
(fpC(kC), tpC(kC)) where kC is the parameter that governs the decision process. An
ROC graph depicts relative trade-offs between benefits (true positives) and costs (false
positives). Each classifier produces an (fp, tp) pair corresponding to a single point in
the ROC space.

Several operational points in ROC space are important to note. The lower left point
(0, 0) represents the strategy of never issuing a positive classification. In this case, such
a classifier commits no false positive errors but also gains no true positives. The op-
posite strategy, of unconditionally issuing positive classifications, is represented by the
upper right point (1, 1). The point (0, 1) represents perfect classification. Usually, one
point in the ROC space is better than another if it is to the northwest (TPR is higher,
FPR, or both) of the first. In the context of signature verification genuine signatures
and forgeries are considered to be positive and negative instances, respectively. For an
extensive review of ROC, please refer to [Fawcett, 2006].

2.1 Combining Classifiers in the ROC space

The strategy used in this work was introduced by Haker et al in [Haker et al, 2005]. It
is based on the calculation of a combined ROC using maximum likelihood analysis to
determine a combination rule for each ROC operating point. Let us consider the ROC
for two different classifiers A and B and their respective parameters kA and kB . The
performance of classifiers CA and CB are represented in the ROC space by the points,
(fpA, tpA) and (fpB, tpB), respectively. Given an input pattern, both classifiers will
produce an output either positive (+) or negative (-), giving us a total of 4 possible cases.
For each case we have an expression of the maximum likelihood estimation (MLE) of
the unknown truth T (Table 1).
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Table 1: Binary Output for Classifiers A and B and the Maximum Likelihood Combi-
nation

CA CB Combination MLE for truth T

+ + P (A = 1, B = 1|T = 1) ≥ P (A = 1, B = 1|T = 0)

+ - P (A = 1, B = 0|T = 1) ≥ P (A = 1, B = 0|T = 0)

- + P (A = 0, B = 1|T = 1) ≥ P (A = 0, B = 1|T = 0)

- - P (A = 0, B = 0|T = 1) ≥ P (A = 0, B = 0|T = 0)

Each inequality (logical expression) in the rightmost column evaluates either to
+ or -, and the resulting value is the maximum likelihood estimate of the truth T . If
conditional independence is assumed, then P (A = 1, B = 1|T = 1) = P (A =
1|T = 1)P (B = 1|T = 1) = tpAtpB . Proceeding similarly for the other terms in the
rightmost column of Table 1, we get Table 2.

Table 2: Binary Output for Classifiers A and B and the Maximum Likelihood Combi-
nation

CA CB Combination MLE for truth T

+ + tpAtpB ≥ fpAfpB

+ - tpA(1 − tpB) ≥ fpA(1 − fpB)

- + (1 − tpA)tpB ≥ (1 − fpA)fpB

- - (1 − tpA)(1 − tpB) ≥ (1 − fpA)(1 − fpB)

From the assumptions detailed above, tpAtpB = fpAfpB and (1−tpA)(1−tpB) =
(1 − fpA)(1 − fpB), so whenever A and B are in agreement their common output is
the maximum likelihood estimate of T . Thus, the middle two rows of the Table 2 need
to be determined, resulting in one of 4 possible MLE combination schemes, which are
described in Table 3.

Using again the assumption of conditional independence, Table 4 shows how to to
calculate the false positive and true positive rate for these schemes. In practice, this
means that decision processes can be combined without retraining, since there is no
need to estimate joint distributions for the output of A and B, nor the need to know the
distribution of the underlying truth T .

As stated before, the classifiers (ROC) A and B are governed by the parameters kA

and kB , respectively. In other words, kA and kB are thresholds applied to the outputs
sA and sB Thus A returns the estimate T = 1 if and only if sA > kA. The same holds
for B. Therefore, a new decision rule is necessary for each scheme described so far. Let
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Table 3: Schemes for combining classifiers A and B

CA CB SA&B SA SB SA|B
+ + + + + +
+ - - + - +
- + - - + +
- - - - - -

Table 4: FPR and TPR for the combination schemes

Scheme FPR TPR
SA&B fpAfpB tpAtpB

SA fpA tpA

SB fpB tpB

SA|B fpA + fpB − fpAfpB tpA + tpB − tpAtpB

Υ be the combined classifier, created as described above. For a chosen operating point
(fp, tp) on the ROC for Υ , we have associated thresholds kA and kB and an associated
MLE combination rule. The new decision rules s for Υ are defined as function of s A and
sB as follows: min(sA−kA, sB−kB), sA−kA, sB−kB , and max(sA−kA, sB−kB)
for the schemes SA&B , SA, SB , and SA|B , respectively. The combined classifier Υ will
assign “+” when s > 0, otherwise, it will assign “-”. Algorithm 2.1 shows the pseudo-
code for the combined ROC.

3 The Writer-Independent Approach

The global approach is based on the forensic questioned document examination ap-
proach. It classifies a handwriting sample, in terms of authenticity, into genuine and
forgery, which means that any pattern recognition problem can be reduced to a 2-class
problem. In the case of signature verification, the experts use a set of n genuine sig-
nature samples Ski, (i = 1, 2, 3, . . . , n) as references and then compare each Sk with
a questioned sample Sq. The idea is to verify the discrepancies among Sk and Sq.
Let Vi be the graphometric features extracted from the reference signatures and Q the
graphometric features extracted from the questioned signatures. Then, the dissimilarity
feature vectors Zi = (Vi − Q) are computed to feed the classifiers Ci, which provide a
partial decision. The final decision D depends on the fusion of these partial decisions,
which are usually obtained through the majority vote rule. Figure 1 depicts the global
approach.
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Algorithm 1 ROC Combination
1: FPComb {buffer for combined false positives}
2: TPComb {buffer for combined true positives}
3: for j = 1 to length(fpA) do
4: for k = 1 to length(fpB) do
5: fpA = fpA(j)
6: tpA = tpA(j)
7: fpB = fpB(k)
8: tpB = tpB(k)
9: if (tpA ∗ tpB >= fpA ∗ fpB) AND (∼ (tpA ∗ (1 − tpB) >= fpA ∗

(1 − fpB))) AND (∼ ((1 − tpA) ∗ tpB >= (1 − fpA) ∗ fpB)) AND
(∼ ((1 − tpA) ∗ (1 − tpB) >= (1 − fpA) ∗ (1 − fpB))) then

10: FPComb(j,k) = fpA*fpB;
11: TPComb(j,k) = tpA*tpB;
12: else if tpA∗tpB >= fpA∗fpB) AND (tpA∗(1−tpB) >= fpA∗(1−fpB))

AND (∼ ((1 − tpA) ∗ tpB >= (1 − fpA) ∗ fpB)) AND (∼ ((1 − tpA) ∗
(1 − tpB) >= (1 − fpA) ∗ (1 − fpB))) then

13: FPComb(j,k) = fpA;
14: TPComb(j,k) = tpA;
15: else if (tpA ∗ tpB >= fpA ∗ fpB) AND (∼ (tpA ∗ (1 − tpB) >= fpA ∗

(1 − fpB))) AND ((1 − tpA) ∗ tpB >= (1 − fpA) ∗ fpB) AND (∼ ((1 −
tpA) ∗ (1 − tpB) >= (1 − fpA) ∗ (1 − fpB))) then

16: FPComb(j,k) = fpB;
17: TPComb(j,k) = tpB;
18: else if (tpA ∗ tpB >= fpA ∗ fpB) AND (tpA ∗ (1 − tpB) >= fpA ∗ (1 −

fpB)) AND ((1− tpA) ∗ tpB >= (1− fpA) ∗ fpB) AND (∼ ((1− tpA) ∗
(1 − tpB) >= (1 − fpA) ∗ (1 − fpB))) then

19: FPComb(j,k) = fpA + fpB - fpA*fpB;
20: TPComb(j,k) = tpA + tpB - tpA*tpB;
21: end if
22: end for
23: end for

4 Database

The signature database used in this work is composed of 100 writers and it has been
divided into training and testing databases. The training set contains 40 writers with
4 genuine and one random forgery per writer. Computing the distance feature vector
among the 4 genuine samples of each author gives us 240 positive samples. The negative
samples are found by computing the distance feature vector among the random forgery
of each author with the 4 genuine samples of the 40 writers, which gives us 288 negative
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Figure 1: Architecture of the global approach.

samples. These 528 samples make then our training set, which is used to feed an SVM
classifier. The validation is done using k-fold cross validation (k = 10).

The testing set is composed of the remaining 60 writers with 20 samples per writers.
These 20 samples contain 5 genuine signatures, 5 random forgeries, 5 simple forgeries,
and 5 simulated forgeries. This approach must consider a reference set, which we have
defined as Sk. In our experiments, Sk is composed of 5 genuine samples per writer.

5 Signature Verification Method

The signature verification method works as follows. First the image is segmented using
a grid. After some experiments, we have noticed that the size of the grid depends on the
graphometric feature being used. In this work we consider two different feature sets,
Slant and Distribution. To compute the Slant we have applied the concept presented
by Hunt and Qi [Hunt and Qi, 1995], which determines the slant in two steps. First,
a global slant is computed over the entire image and then the slant for each cell is
computed as well. In this way, each cell has a slant value and the final local value is
the most frequent value in the matrix. In this work, the image was segmented into 8
vertical × 10 horizontal cells. The Distribution of pixels is based on four measures as
depicted in Figure 2. In this case we have used 5 vertical × 5 horizontal cells where
each of them is divided into four zones. Then, the width of the stroke is computed in
four direction (limited to the zones). These values are represented by the letters A, B, C,
and D in Figure 2. A more complex approach, but based on the same idea was proposed
by Sabourin et al [Sabourin et al, 1997].

Following the protocol introduced previously, these features are extracted from the
questioned (Sq) and reference (Sk) images as well. This produces the aforementioned
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Figure 2: An example of Distribution of pixels. It uses a different number of cells to
better illustrate the process.

graphometric feature vectors Vi e Q. Once those vectors are generated, the next step
consists in computing the dissimilarity feature vector Z i = (Vi − Q), which will feeds
SVM classifiers. Finally, the final decision is taken based on the majority vote rule.
Since we have 5 (n = 5) reference images, the questioned image Sq will be compared
5 times, yielding 5 votes.

The recognition rate of the system trained with Slant and Distribution are 83.0%
and 84.6%, respectively. Figure 3 shows the ROC for the two classifiers considered in
this work. Since the combination rule used in this case is voting, the curve is actually a
step function. Due to the different class distribution we are dealing with, the impacts of
higher false negatives are more important than the impacts of true positives. This can
be observed in Figure 3.

It is important to notice that the SVM has been trained with samples coming from
the 40 writers of the training set. The recognition rates is then computed based on the
60 writers who did not contribute to the training of the writer independent classifier.
Two hypotheses have been done here: (1) the approach will generalize well for genuine
signatures from unknown writer if the intra-class variability of “genuine signatures” is
reasonably low and (2) the elimination of random forgeries (e.g., low false positive rate)
results in a good detection of simple forgeries according to the nature of this class of
forgeries. Table 5 reports the error rates separately for genuine and the three different
classes of forgeries.

Statically speaking, the genuine error is known as Type I error, or false rejection as
the system classifies genuine signatures as forgeries. The other three columns are known
as Type II error, or false acceptance. In this work we have chosen the operational point
in the ROC that maximizes the overall recognition rate. In some cases, though, this
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Figure 3: ROC for Slant and Distribution classifiers.

Table 5: Error rates for the baseline system

Features Genuine Random Simple Simulated

Slant 3.40 4.20 3.95 5.37
Distribution 4.60 4.54 2.37 3.83

choice can be made based on the maximum Type II error than can be accepted. In the
context of signature verification, the challenge is to minimize as much as possible the
Type II error while keeping the Type I error at acceptable levels.

6 Improving performance using ROC

The first question one could raise at this point would be: Is voting the best combi-
nation scheme for this kind of approach? To answer that, we have assessed different
combination schemes using ROC, which is quite appropriate in this case as the class
distribution among examples is not balanced. It also makes it easy to compare different
classifiers for a fixed FPR. Figure 4 depicts the ROC for the Distribution classifier using
five different combination schemes, namely, Voting, Mean, Median, Min, and Max. To
be able to do that, the SVM classifier had to be modified to yield a probabilistic output
[Platt, 1999].

Figure 4 shows clearly that for the same FPR (0.14), the Max strategy improves the
TPR from 0.81 to 0.90. In this case, instead of combining the five reference images by
Voting, we get the Max probability produced the the classifier. In terms of recognition
rate, the operational point (fp, tp) that maximizes performance in this case is (0.06,

245Oliveira L.S., Justino E., Sabourin R. Bortolozzi F.: Combining Classifiers ...



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

false positive rate

tr
ue

 p
os

iti
ve

 r
at

e

ROC curve

Votes
Mean
Median
Min
Max 

Figure 4: Different combination schemes for the Distribution classifier.

0.77), raising the recognition rate from 84.6% to 89.7%. For the other classifier trained
with the feature set Slant, we have observed the same behavior. Max was the best fusion
strategy and the recognition rate was increased to 89.5%. Table 6 reports the error rates
for the classifiers using Max rules as fusion strategy.

Table 6: Error rates for the baseline system using Max rule as fusion strategy

Features Genuine Random Simple Simulated

Slant 4.37 2.50 1.70 1.91
Distribution 5.75 2.29 1.12 1.12

As we can observe, the false acceptance has been considerably reduced, but on
the other hand the false rejection has been increased for both feature sets. In order to
improve the trade-off between false rejection and false acceptance we combined both
classifiers using the methodology described in Section 2.1. We have performed different
experiments, but the set-up that brought an improvement in terms of the recognition
rate was the the combination of classifiers trained with Slant and Distribution, both
using Max as fusion strategy. Figure 5 shows all the (fp, tp) pairs generated by Haker’s
algorithm and the combined ROC classifier as well.

It is clear from this Figure that this combination can improve TPR for a given
FPR. For example, if we fixed the FPR at 0.05% and 1%, we can raise the TPR from
0.725% to 0.905% and from 0.83% to 0.96%, respectively. In both cases, the im-
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Figure 5: Different combination schemes for the Distribution classifier.

provements are quite impressive. It is important to remember, though, that this algo-
rithm relies on the assumption of conditional independence. In other words, the com-
bined ROC is the upper-bound that could be achieved if both Slant and Distribution
classifiers were conditionally independents. In terms of recognition rate, the upper-
bound would be 93.16%, since the pair (fp, tp) that maximizes performance is (0.017,
0.778). Considering that the testing set contains 600 positive and 1800 negative sam-
ples, 93.16 = ((600 × 0.7798) + (1800 − (1800 × 0.0177))/2400)

However, in practice, the performance observed during the experiments was 91.8%.
This corroborates to the fact that the classifiers we have used in this work do not hold
the assumption of conditional independence. Nevertheless, the algorithm still brought
more than 1% of improvement. This proves that it can be applied even when there is no
guarantee of conditional independence. Table 7 reports the error rates of the classifiers
using Max as fusion strategy and the error rates for the ROC combined classifier.

Table 7: Error rates after combination

Features Genuine Random Simple Simulated

Slant 4.37 2.50 1.70 1.91
Distribution 5.75 2.29 1.12 1.12
Combination 4.70 2.04 1.33 1.12
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7 Discussion

In order to give a better insight about the results presented so far, let us report the results
achieved by a writer-specific approach (one model per user) on the same database using
mostly the same graphometric features we have used here. The results reported in Table
8 show the error rates for the different number of signatures used to build the author’s
model. These results were first published in [Justino et al,, 2005].

Table 8: Error rates for the writer-specific approach [Justino et al,, 2005]

Writers Genuine Random Simple Simulated

5 18.2 0.10 0.0 1.5
10 12.1 0.10 0.0 3.2
15 10.2 0.10 0.0 3.5

As we can notice, this kind of approach decimates the false acceptance for random
forgeries and eliminates simple forgeries. On the other hand, the false rejection is above
the acceptable levels for real applications even when more than 15 signatures are used
to train the author’s model. Another interesting thing to observe is that the false ac-
ceptance for simulated forgeries increases as we build more specialized models (more
signatures). This kind of over-fitting is clearly depicted in Figure 6.
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Figure 6: Different combination schemes for the Distribution classifier.
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As discussed before, when building a signature verification system, the main chal-
lenge is to achieve low false acceptance (Type II error) while maintaining the false
rejection(Type I error) at acceptable levels. Analyzing the rates reported in Tables 7 and
8 we can affirm that the writer-independent model offers a much better trade-off than
the writer-specific model. In addition, we could observe that the ROC combined classi-
fier brought an improvement to this trade-off by reducing the false rejection. It is worth
of remark that the number of training samples used per author in the writer-independent
model is equal to Sk. As stated somewhere else, in our experiments Sk = 5.

Comparing results with the literature it is not an easy task in off-line signature
verification. Most of the researchers do not share the same databases and very of-
ten restrict their databases to one type of forgery. However, analyzing some works
in the literature we can state that the ROC combined classifier compares favorably
[Armand et al., 2006] [Chen and Srihari, 2005] [Hanmandlua et al, 2005].

Figure 7 shows some examples of false acceptance, i.e., forgeries that have been
accepted by the system.

Genuines Forgeries

Figure 7: Examples of signatures misclassified by the combined ROC classifier.

8 Conclusions

In this paper we have addressed two important issues of the writer-independent ap-
proach for off-line signature verification. First we have analyzed the impacts of choos-
ing different fusion strategies to combine the partial decision yielded by the classifiers.
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Our experiments have shown that the Max rule is more effective than the original Voting
proposed in [Santos et al, 2004].

Thereafter, we have demonstrated that the results of the classifiers using Max rule
could be further improved. The strategy used to combine the classifiers was based on
the calculation of a combined ROC, using maximum likelihood analysis to determine
a combination rule for each ROC operating point. The advantage of such a strategy is
that it is not based on learning classifier combination functions from data.

The efficiency of the ROC combined classifier was proved on a database composed
of 100 writers. Compared to the writer-specific approach, the writer-independent system
yielded a more interesting trade-off between false rejection and false acceptance.Future
works include testing other feature sets and the impacts of the number of the references
(Sk) on the system.
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