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Agenda

+ Machine Learning
+ What is it?
+ Why now?
+ Reproducibility Crisis

+ What can we do?



What is Machine lL.earning

Teach computers how to think
Understanding the data (1950)
(2012)

- Probabilities

- Statistics
- Linear Algebra
- Computer Science

Learn from data
(1959)

Learn the representation
(1986) [2009 - GPU]



This Al can spot skin cancer
as accurately as a doctor

The artificial intelligence was trained on an image database of
129,000 images and performed as well as trained medical
professnonals
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Google's Go-playing Al still undefeated
with victory over world number one

L

AlphaGo has won its second game against China’s Ke Jie, sealing the three-game

Alpl
matchinits favour




Google Neural Machine

Translation
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AMALZON ECHO: HOW IT WILL BRING

ARTIFICIAL INTELLIGENCE INTO OUR
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Lip Reading

WE HAVE TO LOOK AT WHETHER IT WORKS FOR THE UK OR NOI
3 u

Chung et at, Lip Reading Sentences in the Wild, https:/ /arxiv.org/pdf/1611.05358v1.pdf




The world’s most valuable resource 1s no
longer oil, but data

The data economy demands a new approach to antitrust rules
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ﬁ Top 5 Publicly Traded Companies (by Market Cap) Tech . Other

P

2006 @

$4468 $383B $3278 $273B

PetroChina

2011

$2778B $237B $2288B

$406B

2016



What is Machine lL.earning

+ Machine Learning at its most basic is the practice of using algorithms to parse data, learn from
it, and then make a determination or prediction about something in the world.” — Nvidia

+ Machine learning is the science of getting computers to act without being explicitly
programmed.” — Stanford

+ Machine learning is based on algorithms that can learn from data without relying on rules-
based programming.”- McKinsey & Co

+ Machine learning algorithms can figure out how to perform important tasks by generalizing
from examples.” — University of Washington

+ Machine learning research is part of research on artificial intelligence, seeking to provide
knowledge to computers through data, observations and interacting with the world. That
acquired knowledge allows computers to correctly generalize to new settings - Université de
Montreal


https://emerj.com/ai-glossary-terms/what-is-artificial-intelligence-an-informed-definition/

Why now

+ Data available
+ Computational power

<+ Frameworks



Data

» IDC predicts that the data we create, capture, or replicate
(DataSphere) will grow significantly over the next decade
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Data Sources

Media as a big
data source

* Images, videos,
audios, podcasts

* Social media
platforms like
Facebook, Twitter,
YouTube, Instagram

Cloud as a big
data source

* Public, private, or
third party cloud
platforms

Web as a big
data source
* Data publically

available on the
web

loT as a big
data source

* Data generated
from the
interconnection of
loT devices

Databases as a
big data source

* Traditional and
modern databases




Hardware

+ GPU popularised by NVIDA

- Hardware deSlgned fOI' Up to 16x More Inference Perf/Watt
games 8 mCPU-Only mGPU mGPU + GIE

+ GIE (GPU Inference Engine):
Inference optimizer and
runtime that delivers low
latency and high-throughput :

for deep learning inference

Images/Second/Watt

1 8 128

applications. satch Sz



Frameworks

Machine Learning Frameworks

‘e,, . toreh Tenj;ow

PYTHOHRCH Ttheang Q
Caffe2




Frameworks

<+ AutoML

+ Google, Microsoft, SKLearn, Keras

+ ML algorithm to decide which algorithm you
should use for a given dataset

AutoML

Bavesian optimizer
= I system

processor | ‘pl'vprucv»m‘

auto-sklean AutoML approach.
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Supervised Learning -
Classification

+ To build a classification system to discriminate between
benign and malignant tumor on histopathological images

Malignant



T'he ML. Pipeline

Get Data Train Model Improve

Clean, Prepare Test Data
& Manipulate Data



Get Data

<= Dataset of labeled data
(classification is a
supervised task)

+ The dataset is usually
divided into, training,
validation, and testing.

Data variability



Prepare the Data

% Clean the data (noise reduction)
+ In some problems, deal with missing data

+ Find a representation, i.e, what is the main difference between these two
classes of images?

+ This process is also kwon as feature engineering.

+ To convert the image into a numerical feature vector.




Representation

+ Two hypothetical features that discriminate the two
classes.

24 Benign Malignant




Supervised Learning:Irain the
model

+ Com base nos dados de treinamento, treinar um modelo que
separe as duas classes

0 Benign Malignant

Separacdo Linear: y =ax+b
Fungdes Discriminantes Lineares (Perceptron, SVM)



lest and Improve the Model

+ A linear model can be improved
+ Other models

+ More features
+ Usually means more data

+ Curse of dimensionality



Improve the Model

+ A more complex model. Is it better?

224

Benign

Malignant




Improve the Model

+ QOver-fitting, i.e., lack of generalization on unseen data.

Benign Malignant
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Improve the Model

+ Under-fitting: refers to a model that can neither model
the training data nor generalize to new data.

+ QOver-fitting: refers to a model that models the training
data too well.



Improve the Model

- Benign Malignant




Curse of Dimensionality

* A common practice is to add
more features when looking for
better machine learning models

+ Consider the following problem
in the 2D space

+ To classify the input pattern x,
we divide the feature space and
assign x to the of its closest
neighbor




Curse of Dimensionality

+ As we add more features, the number of cells grows exponentially
+ Hence, more data is necessary to fill all those cells

+ Usually the amount of training data is limited

.l'-_)A




Supervised Learning: Going Deep

+ The weakest link
+ The representation defined by the human being.

Get Data Train Model Improve
\J

L

Clear} ‘
& Manipulate Data

repare Test Data



Deep lLearning

+ aka Representation Learning
+ Learning the representation from data
+ Huge amount of parameters

<« Lots of data!
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Supervised Learning: Regression




Supervised Learning: Regression

+ Based on the price of
several house, the Prece
regression task consists
in estimating the price of
a given house

2000 s ssassasassEssESEEDEERENNEDE NS )(

300 ==

+ Differently from the
classification, in this case
the output is a real value.




Supervised Learning: Regression

+ Base on this small dataset, what would be the price for
this house?




Supervised Learning: Regression

<« (Given a labeled dataset, we
can find a model to estimate
the price of other houses 2000}

1100

+ A very simple model would
be the linear regression

300 ==

* One must take care to not
extrapolate the data




Supervised Learning: Regression
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Unsupervised Learning

+ In supervised Learning we have [X,y], where X and y stand for
the feature vector and label, respectively:.

+ In Unsupervised Learning, on the other hand, we have only X.
+ Clustering data

+ Market segmentation

+ Recommending systems

+ Clustering patients | clients | documents, etc...



Unsupervised Learning

+ How many groups?

. |



Unsupervised Learning

+ How many groups? Two




Unsupervised Learning

+ How many groups? Four

+ + w
+ 4+ $ -
++

v" o
> oo



Unsupervised Learning

+ How many groups? 5ix
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Unsupervised Learning

+ What is a good cluster?
+ Compact and far from the others.

+ How to measure that? Cluster indexes.
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Where?

Handwriting recognition
ecommender

CRM (Customer relationship management) Pe[sonallzat]m

Image processing Computer vision

Natural language processingM Marketing

e TP Search engine anufacturing

Tal . Face recognition DiagnOsi §"" bashet anslysis
BéOII‘IfOI’ ma,t|c§ Speech recognition

ene expression E-commerceNjedicIne’ e eacion

nisusion detecton =ysten Colaborative filtering Object. recognition
Fraud detection Spam



“Tt 1s not a bed of roses”



Kithies & Fairness of ML Systems

+ With the alarming rate of technological progress
threatening to eclipse our own understanding of our

creations
= Actions to ensure benevolent Al
+ Drop our blind faith in big data

+ Data may be biased
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Machine Bias

There's software used across the country to predict future criminals. And it's
biased against blacks.

https:/ / www.propublica.org/ article / machine-bias-risk-assessments-in-criminal-sentencing




Kithies & Fairness of ML Systems
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Kithies & Fairness of ML Systems

BRIEF HISTORY OF FAIRNESS IN ML

LOL FAIRNESS!!
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Reproducibility

+ Replication

+ The ultimate standard for strengthening scientific
evidence is replication of findings and conducting
studies with independent investigators, data, lab,
etc.

+ If we are able to replicate the study and produce the
same results, then one can say that the original
study is true.



Reproducibility

+ What is the problem with replication?
+ Studies are getting bigger and bigger.
+ Collecting labelled data is expensive.

+ Some machine learning models require very expensive hardware for
training.

+ In summary, sometimes replicating an entire research is not feasible.

[ReplicationJ [ Nothing J
\
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Reproducibility

+ It is something in between the gold standard
(replication) and nothing.

+ Make data and code available so that others may
reproduce your findings.

[ReplicationJ Reproducibility ( Nothing J
_ ‘ ) L




Reproducibility Crisis

+ Several studies point out that it is increasingly recognized
that computational science is facing a credibility crisis.

+ [t is impossible to verify most of the computational
results presented at conferences and papers today.

+ In biomedical research, it is estimated that 85% of
research investment is wasted®. Findings are not
reproducible.

“Macleod et al., Biomedical Research: Increasing value, reducing waste. The Lancet, 383, 2014.



Reproducibility Crisis

IS THERE A REPRODUCIBILITY CRISIS?

7% 52%
Don't know Yes, a significant crisis
3% l ‘
No, there is no
crisis ——

1,576

researchers
surveyed

38%
Yes, a slight

Crisis
eonature



Reproducibility Crisis

<+ Parameter values, function
invocation sequences, and
other computational details
are typically omitted from
published articles but are

critical for replicating
results or reconciling sets of
independently generated
results.

HAVE YOU FAILED TO REPRODUCE
AN EXPERIMENT?

Most scientists have experienced failure to reproduce results.

® Someone else's My own

Chemistry

Biology

physics anc [N

engineering
Medicine

Earth and
environment

Other




Corrective Measures

+ Addressing this credibility crisis requires a change in the
culture of scientific publishing.

+ In computer science, sharing data, code, and trained models.

|An article about computational science in a scientific;
‘publication is not the scholarship itself, it is merely :‘
ladvertising of the scholarship. The actual scholarship is the
\complete software development environment and the complete;
set of instructions which generated the tables figures. |



Tools

Sharing code: Github, Gitlab, BitBucket
Sharing data:
Kaggle: Focused on competitions

Research Labs (https:/ /web.inf.ufpr.br/vri/

databases/)

Google Dataset Search


https://web.inf.ufpr.br/vri/databases/
https://web.inf.ufpr.br/vri/databases/

Google Dataset Search

9 resultados encontrados

kaggle Breast Histopathology Images

www.kaggle.com

Atualizado em Dec 19, 2017

@PLOS A summary of all features
extracted from breast cancer...

plos.figshare.com

Atualizado em Dec 3, 2015

Breast Cancer Cell Segmentation

academictorrents.com

Data from: Accurate and
reproducible invasive breast...

explore.openaire.eu

Criado em Apr 1, 2017

QPLOS Performance Analysis of
Proposed Method.

plos.figshare.com

Atualizado em Sep 21, 2016

@PLOS performance evaluation and
comparison of the proposed...

plos.figshare.com

Q_ Breast Histopathology Images X

Sobre T @

kaggle <

Breast Histopathology Images
198,738 IDC(-) image patches; 78,786 IDC(+) image patches

& Kaggle

175 artigos académicos citam este conjunto de dados (ver no Google Académico)
Conjunto de dados atualizado Dec 19, 2017

Autores

Paul Mooney
Licenca
CCO: Public Domain

Formatos de download disponibilizados pelos provedores
zip (1598158593 bytes), zip (1644892042 bytes)

Descricao
Context

Invasive Ductal Carcinoma (IDC) is the most common subtype of all breast cancers. To assign an aggressiveness grade
to a whole mount sample, pathologists typically focus on the regions which contain the IDC. As a result, one of the
common pre-processing steps for automatic aggressiveness grading is to delineate the exact regions of IDC inside of a
whole mount slide.

Content

The original dataset consisted of 162 whole mount slide images of Breast Cancer (BCa) specimens scanned at 40x.
From that, 277,524 patches of size 50 x 50 were extracted (198,738 IDC negative and 78,786 IDC positive). Each patch's
file name is of the format: u_xX_yY_classC.png — > example 10253_idx5_x1351_y1101_class0.png . Where u is the
patient ID (10253_idx5), X is the x-coordinate of where this patch was cropped from, Y is the y-coordinate of where this
patch was cropped from, and C indicates the class where 0 is non-IDC and 1 is IDC.

Acknowledgements

You need to submit a markup file to index your data



Tools

+ OpenML™: Collaboration platform to share, organize,
and discuss ML experiments, data, and algorithms.

OpenML Search HELP SIGN IN

“0penML™

) '00.0%.

Machine learning, better, together

20284
data sets

6931
flows

Find or add data to analyse Download or create scientific Find or add data analysis Upload and explore all results
tasks flows online.

&

* https:/ /arxiv.org / pdf/1407.7722.pdf



Thanks for your attention!
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