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Abstract—In this survey, we present a review of methods and
resources for texture recognition, presenting the most common
techniques that have been used in the recent decades, along
with current tendencies. That said, this paper covers since the
most traditional approaches, for instance texture descriptors such
as gray-level co-occurence matrices (GLCM) and Local Binary
Patterns (LBP), to more recent approaches such as Convolutional
Neural Networks (CNN) and multi-scale patch-based recognition
based on encoding approaches such as Fisher Vectors. In addi-
tion, we point out relevant references for benchmark datasets,
which can help the reader develop and evaluate new methods.

Keywords-Texture recognition, Image recognition, Deep Learn-
ing

I. INTRODUCTION

Texture classification consists of an image processing and
computer vision task, which can be applied to numerous fields
and industries such as computer-aided medical diagnosis [1],
[2], [3], [4], classification of forest species [5], [6], [7], [8],
geo-processing [9] writer identification and verification [10],
oil and gas [11], [12], [13], [14], and agriculture [15], [16],
[17]. A definition of textures has been presented in [18], where
the authors state that a textured image or a textured area in the
image can be characterized by a non-uniform or varying spatial
distribution of intensity or color. As a result, even though the
texture classification task presents some similarities to object
classification, such as the strong correlation of pixel intensities
in the 2D space, and some approaches for image recognition
can be applied to both, some unique features of textures,
such as the ability to perform the classification using only
a relatively small fragment of a texture, different approaches
have emerged over the years in order to deal with this problem
more efficiently.

For a better illustration of the problem, we present samples
of objects in Figure 1, and examples of textures in Figure 2.
Note that for objects, shape may be the most important feature
to differ one object from another. For instance, the shape of the
chair in Figure 1(a) is totally different from that of the airplane
in Figure 1(b). In addition, the entire object (or at least most of
it) should appear in the image for the appropriate identification
of such. For texture recognition, on the other hand, the way
the pixels are arranged tend to indicate the class to which the
image belongs. The pixels in the chequered texture presented

in Figure 2(a) are disposed in a completely different way from
those of the sample of a marbled texture in Figure 2(b). And
the pixels in Figure 2(c) and Figure 2(d) are also organized in
ways that differ from the other two textures. For this reason,
texture recognition generally depends more on methods that
capture patterns of such arrangements, instead of detecting
salient points as in object recognition. Furthermore, given that
textures are represented by these patterns of arrangements of
pixels, such patterns can be captured from smaller portions
of the images. As illustrated in Figure 3(a) and Figure 3(b),
small patches may represent the same pattern of texture as
the entire image. This feature has resulted in the proposal of
different methods that are specific for texture classification,
aiming at both reducing cost of classification and increasing
the perfomance of such systems.

((a)) Chair ((b)) Airplane

Fig. 1. Samples of objects

Given these standpoints, in this paper we present a review
of the most relevant techniques for texture classification in-
vestigated in the recent decades. The idea is to provide to
the reader an understanding of the most common methods for
this task, covering from the more standard techniques to more
recent tendencies. In addition, we present relevant references
that cover the most relevant publicly available datasets, which
can be used to benchmark systems.

The remainder of this paper is organized as follows. We
start by presenting, in Section II, some of the most relevant
texture descriptors that have been used as feature set, such as



((a)) Chequered ((b)) Marbled

((c)) Lined ((d)) Zigzagged

Fig. 2. Samples of Textures

((a)) Lined ((b)) Zigzagged

Fig. 3. Samples of patches cropped from the lined and zigzagged textures

Gray-level Co-occurence Matrices (GLCM) and Local Binary
Patterns (LBP). Next, in SectionIII, we discuss patch-based
methods, which exploit one the fundamental properties of
textures: the multiplicity of the similar patterns over the image
or a piece of image. Then, methods that have been employ-
ing deep learning, specially Convolutional Neural Networks
(CNNs), are examined in Section IV. In Section V, we provide
relevant references related to publicly available benchmark
texture datasets. Finally, in Section VI, we deliberate about
current and future trends and applications of the area.

II. TEXTURE DESCRIPTORS

Although deep learning approaches have become more and
more popular in numerous image recognition application in
the past decade, the use of visual descriptors is still of great
importance in this field, mainly when there is not sufficient
data or computing resources to train a complex model such as
a CNN. In a recent study, it has been demonstrated that the
use of more traditional texture descriptors such as LBP can
be better than CNNs in different scenarios [19], showing that
such descriptors can be useful depending on the application.
For this reason, in this section we cover in greater detail some
texture descriptors that we judge as the most relevant in the
literature. For the sake of completeness, a texture descriptor
consists of encoding a given image or piece of image into a
N -dimensional feature vector, aiming at capturing the main

properties of the texture contained in the image [20]

A. Gray-Level Co-occurrence Matrices (GLCM)

This is one of the most well-known texture descriptors in
the literature [9], [20], [21], [22]. It consists of computing
statistical experiments on the matrix (or matrices) containing
the co-occurrences of the pixel intensities at given angles
and distance. Such statistics experiments intuitively provide
measures of properties such as smoothness, coarseness, and
regularity, for instance, on the distribution of pixels on the
texture.

By definition, a GLCM is the probability of the joint
occurrence of gray-levels i and j, where i ≤ G and j ≤ G and
G denoted the gray-level depth of the image, within a defined
spatial relation in an image. That spatial relation is defined in
terms of a distance D and an angle θ. From this θ and D-
dependent GLCM, statistical information can be extracted to
define a feature vector. That is, assuming that M ′(i, j, θ, d) is
the normalized co-occurrence of gray-level i and j observed
for consecutive pixels at distance D and angle θ, we can use
a GLCM to describe texture by computing a set of statistical
measures from the GLCM, such as:

Contrast(θ,D) =

G∑
i=1

G∑
i=1

(i− j)2M ′(i, j, θ,D) (1)

Energy(θ,D) =

G∑
i=1

G∑
i=1

M ′(i, j, θ,D)2 (2)

Entropy(θ,D) =

G∑
i=1

G∑
i=1

M ′(i, j, θ,D) logM ′(i, j, θ,D).

(3)
More examples of such statistical measures, such as Cor-

relation, Homogeneity, Maximum Likelihood, and 3rd Order
Moment, can be found in [23]. In that paper, Haralick suggests
a set of 14 statistical measures. Nonetheless, an optimum
set of descriptors has proven to be most effective in many
applications [21], [24]. For instance, in [21], different values
of D and θ have been evaluated. The best setup found was
the combination of D = 5 and θ = {0, 45, 90, 135}. Con-
sidering also that a set of six statistical descriptors presented
the best results, i.e. Energy, Contrast, Entropy, Homogeneity,
Maximum Likelihood, and 3rd Order Momentum, a feature
vector with 24 components has been used (1 distance times 4
angles times for measures).

B. Local Binary Patterns (LBP)

Along with GLCM, LBP is likely the most use texture
descriptor, which first emerged in the 1990s. As stated in [25],
at first LBP was introduced as a local contrast descriptor [26]
and a further development of the texture spectra introduced in
[27]. Shortly afterwards, it was shown to be interesting as a
texture descriptor [28] and has become widely used since then
[29], [18], [24], [30], [25].



In a more simplistic way, LBP works as follows. A his-
togram is computed with the distribution of the binary con-
figurations of the pixels of the image, based on thresholding
the surrounding window of each pixel when the intensity of
the neighborhood pixel is below or above the center value. An
illustration of this process is depicted in Figure 4.

Fig. 4. The original LBP operator.

In the most simple implementation of LBP, 3× 3 windows
can be considered and a 256 bin histogram can be generated
given the 28 possible combinations of the binary windows.
This is equivalent to the implementation with P = 8 and
R = 1.0 in Figure 5, i.e. 8 neighborhood pixels at distance
equals to 1, which can be denoted as LBP8,1 for the sake
of simplicity (where LBPP,R represents the general notation).
Nevertheless, the parameters P and R can be set to different
values in accordance to the application, as depicted in the same
figure. More details on the generalized LBP can be found in
[29].

Fig. 5. Examples of different configurations for LBP.

Over the years, though, several variations of LBP have
been proposed, with several purposes such different sampling
techniques to effectively capture characteristics of certain
features, or improving robustness to noise [31], [32], [25],
[33].

Some variations focus on post-processing the original LBP,
such as the Uniform LBP. In this case, only patterns that are
considered as uniform are taken into account in the histogram,
while the remaining ones account only for a single position
of such. In greater detail, as stated in [29], uniform patterns,
which can be represented by 58 binary patterns out of the
original 256 set, might account for nearly 90% of all patterns
in the neighborhood in texture images. A binary pattern is
called uniform if it contains at most two 0/1 transitions
when the binary string is considered circular. Given that
uniform binary patterns can represent a reasonable quantity of
information by a reduced set of binary patterns, the Uniform
LBP is generally implemented by considering a 59-position
normalized histogram, where the first 58 positions take into
account the occurrence of an uniform pattern, and the 59-th
position represents the occurrence of all other non-uniform
ones. Following this trend, the Robust LBP (RLBP) consists

of a variation of Uniform LBP [34]. By considering three-bit
string of the neighbor pixels, the 010 and 101 sequences are
considered as noisy and changed to 000 and 111, respectively.

Other variations work by changing the way the local binary
patters are computed [33], [35], [36]. In the case of the Median
Robust Extended LBP (MRLEBP) [36], instead of considering
the raw image intensities, a local approach is used by making
used of image medians. And LBP is extended to a multiscale
descriptor, where the image medians are compared with a
sampling scheme aiming at capturing both micro and macro
structure in the textures. In a recent review, this method has
show to be competitive even against CNNs [19] (discussed
later in Section IV), which have become very popular in image
recognition research in recent years. By comparing LBP-based
systems against CNNs, on classification problems with differ-
ent challenges, the best overall accuracy has been achieved
by MRELBP. Nonetheless, on problems with textures with
large appearance variation, CNNs have clearly outperformed
the other methods.

A more complete review of the variations LBP can be found
in [32], [19]).

C. Other texture descriptors

1) Gabor Filters Banks: Gabor filters banks have been
widely used as texture descriptors [37], [38]. The main idea is
to represent an image by taking into account both frequency
and orientation aspects, by making use of a set of classes of
Gabor functions. Such classes of functions can be generated
from a main Gabor function [39].

The functions used by Gabor filters are complex and bi-
dimensional sine functions, modeled also by a bi-dimensional
Gaussian function. The frequency and orientation defined by
the sine functions are the key component to describe the
different types of texture that can appear in an image. Given
that Gabor filters allow for varying a high set of parameters,
such as frequency, orientation, eccentricity and symmetry,
the set composed of the such combination of parameters are
named Gabor Filter Banks [39]. Such characteristic is also
one of the main drawbacks of the approach. Given that it may
difficult to define the best set of parameters, filter bank design
has emerged with method to define the optimal set of filter
banks for a problem [38].

Basically, to use it in practice, this approach consists of
transforming the input image by taking into account the entire
set of filter banks. Suppose the total number of Gabor filters
NF , this will result also in a set with NF transformed images,
after applied the Gabor filter Gk, where 1 ≥ k ≤ NF , on the
input image I . A feature vector can be then computed, for
instance, by concatenating the mean and standard deviation the
magnitude of each of the I ′k transformed images. For greater
details, see [38].

2) Local Phase Quantization (LPQ): Proposed by Ojansivu
et Heikkilä [40], LPQ is based on quantized phase information
of the Discrete Fourier Transform (DFT). It uses the local
phase information extracted using the 2-D DFT or, more
precisely, a Short-Term Fourier Transform (STFT) computed



over a rectangular M × M neighborhood Nx at each pixel
position x of the image i(x) defined by Equation 4:

F (u, x) =
∑
y∈Nx

i(x− y)e−2πju
T y = wTu fx (4)

where wu is the basis vector of the 2-D DFT at frequency
u, and fx is another vector containing all M2 image samples
from Nx.

The STFT can be implemented using a 2-D convolution
f(x)e−2πju

T x for all u. In LPQ only four complex coefficients
are considered, corresponding to 2-D frequencies u1 = [a, 0]T ,
u2 = [0, a]T , u3 = [a, a]T , and u4 = [a,−a]T , where a is
a scalar frequency below the first zero crossing of the DFT
H(u). H(u) is DFT of the point spread function of the blur,
and u is a vector of coordinates [u, v]T . More details of the
formal definition of LPQ can be found in [40], where those
authors introduced all mathematical formalism.

At the end, we will have a 8-position resulting vector Gx
for each pixel in the original image. These vectors Gx are
quantized using a simple scalar quantizer (see Equation 5 and
Equation 6), where gj is the j-th components of Gx.

qj =

{
1, if gj ≥ 0
0, otherwise. (5)

b =

8∑
j=1

qj2
j−1 (6)

The quantized coefficients are represented as integer values
between 0-255 using binary coding (Equantion 6). These
binary codes will be generated and accumulated in a 256-
histogram, similar to the LBP method. The accumulated values
in the histogram will be used as the LPQ 256-dimensional
feature vector.

III. PATCH- AND MULTISCALE-BASED APPROACHES

As we previously stated, textures present some properties
that allowed researchers to proposed methods that exploit
specific features of this problem in order to improve accuracy.
One of these methods is patch-based classification. Given that
an image may contain repetitions of the same texture pattern,
instead of extracting features from the entire image as a whole,
the idea is to divide the original image into several smaller
images, i.e. the patches, where each patch can be considered
as a different “observation” of the input image, and both
train and perform recognition by considering these multiple
“observations”. For training, the training set can be increased
by considering the multiple patches, so that the parameters of
the classifier can be better estimated. And for the recognition
phase, the final classification can be computed by considering
multiple points of view or opinions pointed out by the resulting
classification considering the multiple patches.

Before getting into the details of state-of-the-art patch-based
methods, lets first define patches. Consider an image denoted
IW,H , where W denotes the width of the image and H its
height. A patch consists of a sub-image denoted I ′W ′,H′ ex-
tracted from IW,H , where W ′ < W or H ′ < H . Considering

also that a patch can be captured from any location in the
image, a patch can be defined as ψ(x,y)0,W ′,H′ , where (x, y)0

correspond to the upper left corner of the patch and W ′−x =
W and H ′ − y = H . By varying the values of (x, y)0,
W ′ and H ′, the set of patches Ψ = {. . . , ψ(x,y)0

k
,W ′

k
,H′

k
. . .}

can be created, where (x, y)0k,W
′
k, H

′
k represents a different

configuration for a patch.
Given the set of patches Ψ extracted from IW,H , two types

of systems can be built to conduct the texture classification:
1) multiple patches combined at classification level and 2)
multiple patches combined at feature extraction level.

In the first type system, which is illustrated in Figure 6,
patches are combined by the fusion of the classification
outputs of the patches classified individually. That is, after
the extraction of a texture descriptor has been done for a
patch, the resulting feature vector is processed by classifier
producing a patch-level classification result. The patch-level
classifications of all patches in Ψ are combined by means
of some classifier fusion approach, such as majority voting,
sum rule, etc [41], and the final classification result for the
original image is computed [7], [22], [42], [43], [44], [45],
[4]. In essence, this approach in similar to an ensemble-based
classification method. However, instead of making use of
multiple classifiers, the classification is done by a combination
of multiple classifications provided by the same classifier. The
use of multiple classifiers has also been investigated, but in this
case, a multiple classifier approach is combined at patch level,
for instance, by combining multiple texture descriptors [22],
[46].

Fig. 6. Patches combined at classification level. The features extracted
from each patch is processed by a classifier, and the combination of the
classification of the individual patches is used for the final output.

In the second type of system, which is depicted in Figure 7,
the patches are combined at feature extraction level. In this
case, the feature extraction process is done similarly to the first
type of system, i.e. one or more feature vectors are extracted
from each patch. But, instead of classifying the feature vector
of each patch individually, the feature vectors are combined
by a multiple feature vector encoding method, such as bag
of visual words [47], Fisher Vectors [48] or Dense Encoding
[49]. Such encoding results in a single feature vector which
is afterwards processed by a standard classification approach
[47], [50], [48].

The extraction of patches can be done either without over-
lapping, in an method similar to quad-trees [22], or considering



Fig. 7. Patches combined at feature extraction level. The features extracted
from each patch are encoded into a single feature vector, which is the
processed by a classifier for the final output.

overlapping [43]. Furthermore, both single- and multi-scale
approaches have been investigated [22], [44], [4], [51]. While
in the former a single size for the patches is considered,
in the latter, patches with different sizes can extracted and,
analogously, can be combined at classification and feature
extraction levels [46], [48].

In spite of the higher accuracy that patch-based methods can
achieved, a negative drawback is the increase in cost for the
recognition step. For example, in the case that the combination
of is done at classification level, several classification steps
must be performed, that is, at least one for each patch. As
the number of patches increases, the cost for computing the
classification increases as well. With this problem in mind,
approaches to deal with the higher complexity of patch-based
methods have been presented [44], [52]. In [44], the adaptive
multiple feature vector framework has been proposed, the goal
of which is to combine different multiple-patch system with
different costs, to reduce the overall cost for a set of samples.
That is, less difficult samples are recognized by less costly
systems, while more difficult samples are recognized by more
costly systems. The author demonstrated that such approach
is able to reduce to 1/5 the overall cost of the most complex
system, while retaining a comparable accuracy level.

IV. DEEP LEARNING APPROACHES

With the prominent recent advances on deep learning,
specially Convolution Neural Networks for image recognition
[53], the application of CNNs on texture recognition problems
has drawn the attention of various researchers. In some works,
the focus has been mainly at evaluation standard CNN archi-
tectures that had been previously used for objected recognition
[54] or combinations of CNNs with other classifiers such
as Support Vector Machines (SVM) trained with textural

descriptors [55].
In other front, though, approaches specifically tailored for

textures have emerged [43], [56], [57], [58]. In our view, we
observe that these approaches mainly differ in two aspects.
The first is related to the way the classification approach is
organized. In other words, we can find methods that present
texture-specific CNN architectures that processed the whole
image at once, and the parameters of such CNNs are learned
end-to-end [56], [59], [55], [58]. And there are some ap-
proaches that basically consist of extensions of patch-based
methods, but using standard CNN architectures originally
designed for objected recognition [43], [45], [51], [60]. The
second aspect in which the approaches may differ lies in the
way the CNN is trained, which can either from scratch [43],
[4], [61], [56], [57] or by making use of pre-trained models
or transfer learning [45], [48], [51].

Some of the CNN architectures tailored for texture recog-
nition are:

• Texture CNN (T-CNN) [56]: this architecture aims at
designing learnable filter banks, which are embedded in
the architecture of the CNN. The approach makes use
of an energy layer. In this layer, the feature maps are
pooled by averaging their activated output. This approach
is considered to be similar to an energy response to a
filter bank, since such pooling results in a single value for
each feature map. Despite not presenting improvements
in classification accuracy, this architecture has demon-
strated to be less costly owing to the reduced number of
parameters.

• Wavelet CNN [57]: this architecture consists of a com-
bination of a more standard object-recognition CNN
with multiresolution resolution analysis and an energy
layer. The authors propose to formulate convolution and
pooling in CNNs as filtering and downsampling, similar
to previous works considering image analysis in the
frequency domain. The authors have implemented this
architecture with an energy layer based on Haar wavelets,
whose parameters are optimized during the learning of
the CNN. Although the proposed architecture resulted in
better recognition performance than a standard VGG-16
CNN, it has not been able to outperform other approaches
such as Fisher Vector-CNN (FV-CNN), discussed later in
this section.

• Deep TEN [58]: in this approach, the authors have
designed an architecture in which a patch-based feature
extraction approach, by making use of an encoding simi-
lar to VLAD that is embedded in the CNN’s architecture.
Both the parameters of the VLAD encoding layer and
the CNN filters are learned in an end-to-end fashion. The
authors claim that the results outperforms the state-of-
the-art, but no texture-tailored CNN method has been
considered in such comparison, making it difficult to
have a better understanding of the performance of such
architecture.

Regarding CNNs that extend patch-based methods, one



example is the method presented in [43]. The way the method
works is straight-forward, and similar to previous works on
patch-based classification with texture descriptors. In the train-
ing phase, which is depicted in Figure 8, a standard CNN
model is trained on patches that are randomly extracted from
the image, using a gradient descent algorithm. After the CNN
has been trained, then the recognition of a texture image is
carried out with the combination of the recognition results of
the patches in the image, very similarly to the idea presented
in Figure 6. The authors claim that the method has been
originally proposed to cope with the high resolution of the
input images.

Fig. 8. CNN training with random patches. During each training iteration, a
randomly-selected patch is cropped from an image, and used as input to train
the CNN’s parameters.

In the aforementioned approaches, the parameters of the
CNNs are generally learned from scratch, i.e. the parameters
are randomly or uniformly initialized and then trained with
some algorithm such as gradient descent. Nevertheless, the
use of pre-trained CNN models has become very popular in
the recent years [62], [63]. This method consists of reusing
a CNN trained on another dataset, commonly the ImageNet
database [53], and using one of the top layers of the neural
network as a feature extractor to train a new classifier applied
on another dataset [48], [51]. The method FV-CNN presented
in [48], which combined patch-based classification using the
fisher vectors encoding method, on feature extracted with pre-
trained CNNs, has been able to outperform state-of-the-art
methods, such as standard CNNs and SIFT features. In [51],
the comparison of pre-trained CNNs on patches combined at
classification level has achieved competitive accuracies when
compared with the method proposed in [43]. Related to these
methods, the transfer learning evaluation presented in [45] has
shown that a good feature extractor can be learned for textures
recognition even if two datasets from different domains are
used. That is, a CNN trained on the larger forest species
recognition problem and transfered to a smaller materials
recognition problem has achieved higher recognition that a
CNN trained from scratch for the problem.

V. Datasets

Along with the methods that we previously described, many
datasets have appeared over the years and contributed to
developing the area. Many of these datasets have been firstly
proposed to solve some application-specific problem and later

became benchmarks for texture recognition systems [24], [42],
[49]. More recently, though, datasets targeted specifically for
texture recognition have been proposed [50].

A comprehensive work describing several datasets have
been published recently [64], [65], in which the reader can find
the most popular datasets used for benchmark (for instance,
the Brodatz database). It is worth mentioning one interesting
contribution of the work of [64] is the classification of texture
databases into three distinct types: 1) Bio-medical textures,
such as in the Computed-tomography emphysema database
and the IICBU biological image repository; 2) Natural tex-
tures, for instance the Salzburg texture image database (STex)
and the Brodatz dataset; and 3) Materials textures, as found in
the KTH-TIPS and Kylberg texture datasets. In [65], the same
classification is used for the texture dababases, but the authors
complement that work with another set of texture datasets,
where both papers together present a relevant compilation of
existing databases.

A more recent database is the Describable Texture Dataset
(DTD) [50]. The authors proposed the dataset to investigate the
problem of texture description, i.e. some type of texture such
as veined or marbled which can be presented by different types
of materials, with textures captured in the wild, i.e. texture
images extracted from the web. Not only such dataset can
be used as an interesting benchmark for texture recognition
systems, where current recognition rates are only at about 60
to 69% [48], [57], but also the texture descriptions can be
used to train models to be later used as feature extractors. For
instance, in [48], the classification output of a CNN trained on
the dataset has been used to complement the feature extraction
done with other texture descriptors. We believe that further
investigation in this topic is a promising direction.

Another dataset that presents interesting features in the
BreakHis dataset [49]. This dataset contains samples of malig-
nant and benign breast cancer, which can also be classification
into one of the classes of tumor. In addition, images have
been captured at different magnification factors, to simulate the
procedure that is generally followed by the human expert. This
dataset differs from other texture recognition problems in one
interesting aspect: just a small portion of the image is relavant
for the classification, that is, only the region where the tumor
appears matters for pointing out whether the tumor is benign
or malignant. Approach based on selecting relevant patches,
such as the method in [61], to improve the performance of the
methods on datasets such as this one.

VI. CONCLUSION AND FUTURE PERSPECTIVES

Research in texture recognition has developed as a branch
in image recognition. Different methods have been proposed
to exploit the specific characteristic of textures, starting by the
proposal of texture descriptors then moving to novel classifi-
cation schemes. Among the texture descriptors, LBP and its
variants tend to be most popular choice currently. And regard-
ing classification schemes, patch-based classification seems to
be a standard method in the area. Given that deep learning
approaches are more recent, we can observe investigations in



different directions. Nevertheless, the evaluation of CNNs in
various benchmark databases has indicated that such neural
networks are promising for textures to, and in the future might
become a standard approach such as it has happened in object
recognition.

Texture recognition methods can be used for many ap-
plications, such as industrial inspection, material selection,
medical imaging, and thus forth. But some recent works have
demonstrated that texture recognition methods can also be
applied in problems where the notion of texture is not as
clear, such as demonstrated in [10], [60]. In [10], texture
recognition methods are used for author identification in
handwritten letters. And in [60], texture classification methods
are applied on acoustic spectrograms for music classification.
We believe, thus, that other relations between might appear
in the future, and texture recognition method will be applied
to many other problems beyond the more common image
recognition problems.

Finally, we observe that current efforts in making publicly
available datasets is valuable to advance the area. Specific
datasets such as DTD, that aim at defining some taxonomy
for textures, might be combined with transfer learning and in
the future may produce the same type of collaborative work
in object recognition that has been defined with the ImageNet
and pre-trained CNN models. With these trained models freely
available on the web, researchers and developers are able to
create systems quickly.
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