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Abstract

Complex networks’ metrics and minimum cut trees have been used in dif-
ferent network contexts in order to describe and learn from the Internet
and Web structure, or to identify the maximum flow capacity in routes. In
wireless networks, user nodes’ mobility, cryptographic key management, and
network connectivity have been characterized using complex networks mod-
els. In the past, the use of complex network models in telecommunications
has not been extensively considered to analyze resilience in networks. How-
ever, nowadays, with the increasing computation capacity of modern devices,
complex networks and minimum cut trees may be employed to identify or
predict failures. In this paper, we present connectivity antifragility, a new
network measure that quantifies the impact of each node or failure in net-
work connectivity and provides knowledge to the network learn from failures
and redesign connections online. Moreover, this measure allows the identi-
fication of a set of more vulnerable connections under failures. In addition,
two applications of this measure are presented, considering real traces from
heterogeneous wireless networks available at the CRAWDAD web repository
and from a cellular network. Results show that connectivity antifragility
can assist in identifying the most vulnerable connections in the network and
quantify them.



1 Introdution

In the last few years, complex networks have been applied to different areas
such as sociology, biology, physics and computer science in order to under-
stand the characteristics of non-uniformly random connectivity in real world
networks. Complex networks techniques have assisted to discover the scale-
free structure in the Internet and in the WWW. Similarly, the minimum
cut tree techniques, such as Gomory-hu, have been successfully employed to
support clustering and maximum flow analyses. In wireless context, com-
plex networks have assisted to analyze the behavior of machine-to-machine
(M2M) communication, cellular, sensor and ad hoc networks. However, these
techniques have never been employed extensively in telecommunications to
analyze resilience. When applied, they have considered independent failures
only as avoidable events without taking into account the characteristics and
requirements resulted from the simultaneous use of different technologies and
networks.

People have depended on technology to assist them perform work along
the last few years. Technology has evolved from very simple ideas, and since
the industrial revolution it has become increasingly ubiquitous. Further,
wireless communication has been more widespread, assisting different sectors
of Society, as healthcare, aeronautics, commerce, transportation and others,
with wireless network-based systems, and systems of these systems resulting
in emergent behaviors from technology convergence. As wireless networks
continue to increase in scale and complexity, new approaches are required to
describe emergent behaviors and learn from them.

However, the convergence of different communication technologies brings
issues, mainly over availability aspect. Vulnerabilities initially restricted to
a single type of network may proliferate to others by the integration of con-
vergent heterogeneous environments [Ghosh et al. 2012]. Security strategies,
conceived for only one type of network, are ineffective and require a redesign
in case of a convergent context [Hashim et al. 2012]. Also, convergence can
result in previsouly inexistent security issues and failures, that can directly
or indirectly compromise the availability of services in the network. In ad-
dition, the nomadic profile of mobile devices contributes to virus, malware,
and other vulnerabilities propagation affecting other users and the network
as a whole.

Proposals ensuring resilience to network are fundamental in order to tol-
erate the frequent disconnections of mobile terminals and reduce availability
issues [Sterbenza et al. 2010, Ackley 2013]. Resilience enables a network to
survive and stand from failure. In the literature, algorithms and metrics have
been proposed to identify rare events and analyze resilience in homogeneous
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wireless networks connectivity [Sterbenza et al. 2010, Heegaard and Trivedi
2009, Qin et al. 2013]. In [Qin et al. 2013], for instance, authors proposed a
metric referred to as node criticality index that could be employed to predict
failures, making the network stronger. Also, proposed approaches evaluate
the impact of failures in data flows of heterogeneous networks. However,
they do not evaluate connectivity robustness or fragility in connectivity of
heterogeneous wireless networks. Neither, they consider successive failures or
disturbance as a source of knowledge to improve on the fly network resilience.

In this paper, we present connectivity antifragility, a new network measure
that describes the impact of each node or failures in network connectivity,
providing knowledge to learn from them and redesign network connections
on real time. Taking advantage of the increasing computation capacity in
modern mobile devices, this measure allows to identify the most vulnerable
connections under failures or other disturbances on heterogeneous wireless
networks based on powerful techniques of complex networks and graph the-
ory. This metric assesses the connection fragility and quantify a set of con-
nections that, if removed, can disconnect all the network. It also quantifies
network robustness and indicates alternative connections in order to maintain
for longer the network resilience. Two case studies of this measure are pro-
vided, considering real traces from heterogeneous wireless networks available
at the CRAWDAD web repository and from a real cellular network.

This paper proceeds as follows. Section 2 presents related works. Sec-
tion 3 describes the system. Section 4 presents the proposed connectivity
antifragility metric. Sections 5 and 6 illustrate the application of the new
metric over heterogeneous mesh networks and celular networks. Finally, Sec-
tion 7 concludes the paper.

2 Related Work

Works in the literature have identified the necessity of improving network
resilience in order to tolerate frequent disconnections of mobile terminals and
reduce availability issues on connectivity provided by different technologies
of communication together [Zhang et al. 2008]. In [Gardner et al. 2013],
the authors introduce a self-pruning algorithm for the identification of rare
events and resilience analysis. The algorithm applies characteristics of the
network (based on the impact of previous events), and the authors present a
metric to measure the impact of rare events in network resilience.

In [Qin et al. 2013], the authors address the impact of failures and QoS
changes in heterogeneous networks. They argue that few alterations in a
specific network type can affect the traffic flow in all heterogeneous networks,

2



decreasing the QoS. Their objective was to provide techniques for reliability
and resilience in Instrumented Cyber Physical Spaces. Middleware and the
reflective methodology OAA (observe–analyze–adapt) were proposed. Based
on them, the authors proposed a metric Node Criticality Index. However,
they did not evaluate connectivity.

In [Cetinkaya et al. 2013], the authors assessed the robustness of mul-
tilevel flows on networks. They argue that understanding the Internet evo-
lution from a multilevel perspective is more realistic than examine its prop-
erties at individual levels. The authors evaluated real data communication
networks and the results showed difficulties caused by partitions on the In-
ternet Service Providers’ connectivity (level 1) due to attacks on the logical
links. However, robustness evaluation did not consider any attack on the
network periphery.

In [Zhang and Sundaram 2012], the authors evaluated network robust-
ness using complex networks. They considered minimum vertice degree as
the main metric for robustness. Based on this metric, the authors discussed
the difficulty of detecting malicious nodes that broadcast information. The
analytical modeling was founded on Erdos-Rényi random graphs, and the
results showed that the consensus about the presence of malicious nodes can
be achieved in a resilient way without requiring global information. In [Man-
zano et al. 2013], the authors presented the epidemic survivability metric
in order to describe the vulnerability of each node of homogeneous networks
under a specific epidemic intensity. The authors showed that the metric can
identify the set of nodes that are more vulnerable under an epidemic attack
by two case studies.

In [Venmani et al. 2013], the authors presented a metric called shareability
that measures the ability to share bandwidth. They proposed the openroutes
framework for failures restoration and disconnections minimization. They
also proposed a cost-effectively scheme in which two mobile network oper-
ators share their resources in order to support the network. The approach
employs three heuristic algorithms: the Least Length Shortest Path, Least
Delay Shortest Path and Ant Colony Optimization to find the shortest path
from the alternative paths available outside of the backhaul. Analyses were
perfomed over data from the Sprint U.S. telecommunication network.

Different from these previously mentioned works, in [Barrere et al. 2012],
the authors assessed distributed vulnerabilities focusing on autonomic net-
works and systems. Their main proposal lies in identifying distributed vul-
nerabilities in order to increase awareness in self-governed environments.
Our work contributes with this perspective presenting the connectivity an-
tifragility metric in which we provide information to the network to be able
to predict connectivity failures and adapt itself to avoid them.
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3 System Description

Consider a topology connectivity of a heterogeneous wireless network mod-
eled by undirected graph G = (VG, EG) in which VG comprises a finite set
of vertices that represents network devices (nodes), and where EG is a finite
set of edges that indicates the connections (links) between pairs of devices.
Given an edge e = {u, v} ∈ EG, it is said to be incident on u and v ∈ VG.
A connection between two given nodes u and v corresponds also to the con-
nection between v and u, allowing communication in both directions.

Due to the dynamic nature of heterogeneous wireless networks that
results from the devices’ mobility, or from the use of different technolo-
gies, G regards to a discrete instant t. Therefore, at each t, there is a
connectivity graph for the network. A sequence of distinct vertices and
edges P = (vi, ei, vi+1, ei+1, ..., ek−1, vk) is called the path between vi and
vk, if vi, vi+1, ..., vk ∈ VG, ei, ei+1, ..., ek−1 ∈ EG and ei = {vi, vi+1}, for
i = 1, 2, ..., k − 1. A path between any u and v ∈ VG is called P u

v . The
distance between the two vertices u and v is denoted by d(u, v) and lies in
the number of edges that exists between two vertices. The minimum path
indicates a path of minimum distance. Thus, a graph G is called connected,
if for each u, v ∈ VG a P u

v exists. A subset of vertices X ⊆ VG is a connected
component of G, if for each u, v ∈ X, a P u

v in G exists and X is the maximum
subset of vertices. Hence, a network is said to be connected at the instant t,
if there is a path for any pair of vertices in G.

A cut CG of the graph G represents a bipartition of VG, i.e., a pair of
subsets {X, Y } such that X, Y 6= ∅, X ∩ Y = ∅ and X ∪ Y = VG. This cut
represents possible connectivity failures in links on the network. The cut size
lies in the number of critical links that, if removed, should disconnect the
network. The minimum cut (mincut) indicates the lowest cut size, i.e., the
minimum number of critical link failures resulting in a network disconnection.
Therefore, being u, v ∈ VG, a cutuv of G is a cut in the sets {X, Y } in which
u ∈ X and v ∈ Y . A mincutuv is a cutuv of minimum distance. Furthermore,
local edge-connectivity between u and v in G, denoted by λG(u, v), means
the distance of a mincut. Identifying the minimum cut in a specific path
assists in pointing out vulnerable links in a path and in the network. A cut
tree Tc of G consists in a tree such that, for each u, v ∈ VG, the cut induced
by removing the minimum capacity edges in P u

v in Tc is a mincutuv of G.
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4 Defining Antifragility Metric

In this section, we present our new network measure called connectivity an-
tifragility (CA). We define our proposal as the level of avoiding criticality in
connections of a network under disruptions. By criticality, we consider the
probability a network disconnection that can result from disruptions, caused
by attacks, accidents, or failures. Our main goal lies in providing knowl-
edge to assist the network to learn from its damaging conditions or to be
prepared to deal with them. We founded our metric on the antifragility con-
cept that goes beyond resilience and robustness and promotes self-learning
and self-adaptation of the network, when enduring failures, in order to apply
cost-effectively mechanisms that are able to address them [Tseitlin 2013].

We employ minimum cut tree and clustering techniques. Based on these
techniques, the connectivity antifragility metric is designed to identify the
most vulnerable connections and quantify the robustness in the network.
The two techniques provide information composing the connectivity an-
tifragility metric. This metric offers knowledge to the network, then it can
autonomously learn, change, and predict connection conditions. If applied
partially, the metric can identify the most fragile connections using Gomory-
Hu, a minimum cut tree algorithm, and it can also assess the correlation
among the devices. In the next subsections, we present two partial and
complementary measures respectively calculated based on the mimimum cut
tree algorithm and the cluestering coefficient. We correlate them these two
measures into the CA metric.

4.1 Gomory-Hu tree

A Gomory-Hu tree consists in a weighted tree Tc = (VT , ET ). Weights in
Tc correspond to all mincutuv between the pairs of vertices u, v ∈ VT , being
VT ≡ VG, given a graph G = (VG, EG) and representing a network topology at
an instant t. The minimum cut tree Tc for a heterogeneous network G results
from the following procedure. Given G, for each pair of nodes u, v ∈ VG, the
mincutuv is identified by the minimum d(u, v), corresponding to the lowest
number of connections that, if under disruption, can disconnect the network.
Based on the minimum d(u, v), G is separated into two components (new
graphs) X, Y , where u ∈ X and v ∈ Y . This procedure repeats recursively
for each resulted component until X and Y own a unique node. In our
application of the algorithm, it provides the outcomes Tc and a set Wc of Tc
weights.

Figs. 1 and 2 illustrate a graph G representing a network topology and a
Gomory-Hu tree extracted from G. In Fig. 2, weights represent how many
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edges between the indicated vertices are necessary to disconnect G. For
instance, in Tc, the highlighted dashed edge between vertices 4 and 101 owns
a weight of value 6, meaning that if 6 edges in the paths between vertices
4 and 101 are removed, the network is disconnected. This logic is employed
for the different edges in Tc.
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Figure 1: A graph G for a net-
work topology
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Figure 2: Gomory-Hu tree for
G

From the mimimum cut tree Tc and the set Wc, we calculate a partial
measure called network fragility (NF). Following the concept that it never
pays to make any link of a chain stronger than the weakest link [J. and
M’Räıhi 1999], the network fragility is calculated by the ratio between the
minimum weight and the maximum weight in Tc among all the weights of
ET . Eq. 1 represents the NF calculation.

NF =
min{w|∀w ∈ Wc}
max{w|∀w ∈ Wc}

(1)

In order to illustrate this, we take Fig. 2 as example to represent the
minimum cut tree Tc for a network topology modeled by a graph G. Among
all the edges of Tc, the minimum weight is 6 and the maximum is 17. Hence,
the NF for this network is approximately 0.35, meaning that the level of
fragility for this network is 35%. Also, taking this figure as example, we
highlight that the minimum cut involves six different edges in the network
topology represented by G. These six edges, called critical links, are in the
paths between 4 and 101, as shown in Fig. 19 by dashed lines. Similarly, we
call critical vertices as those connected by critical links. In the figure, critical
vertices are 3, 4, 5, 21, 100, 101, and 102.
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Figure 3: Critical links highlighted by dashed lines

4.2 Clustering coefficient

Another important aspect that can compromise connectivity in networks is
transitivity or vertices’ relationships, particularly, critical vertices. Given
a vertex v directly connected to another u, these vertices are considered
neighbors. The degree of v corresponds to the sum of its neighbors, denoted
by dv. The clustering coefficient of v ∈ VG implies the amount of edges that
the neighbors of v have between them, divided by the total amount of edges
v could have.

Through dv, we can also indicate the largest number of edges that v can
have given by B =

(
dv
2

)
. Being Ev the real number of edges that v has, i.e., its

current number of neighbors, it is possible to define the clustering coefficient
of v, Cv, as shown by Eq. 2. In our context, the clustering coefficient indicates
the level of redundancy that a node can have in terms of connections. This
measure is also the number of cliques, size 3, in a graph.

Cv =
Ev

B
=

2 · Ev

dv · (dv − 1)
(2)

The clustering coefficient of the vertices can be employed to calculate a
global clustering coefficient (CGlobal) to the network as the lowest Cv among
all vertices in G, as shown in Eq. 3

CGlobal = min{Cv|∀v ∈ VG} (3)

Based on these definitions, we calculate another partial measure called
fragility degree (FD), given by Eq. 4. We also follow the concept that it
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is most important to focus on the weakest links and vertices of a network.
Hence, we take (as reference) the set of critical vertices (CV), composed of
all vertices in the paths related to the lowest mincutuv of Tc. We calculate Cv

for all those vertices. Then, FD lies in the ratio between the minimum and
the maximum Cv calculated.

FD =
min{Cv|∀v ∈ CV }
max{Cv|∀v ∈ CV }

(4)

As an example, for a network represented by G, Fig. 4 and 5 respectively
show the clustering coefficient for each vertex and the value global clustering
coefficient CGlobal 0.82, indicated in vertices with a bold border.
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Figure 4: Clustering coeffi-
cients for each vertice
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Figure 5: Global clustering co-
efficient

4.3 Correlating minimum cut and clustering coeffi-
cient into the antifragility metric

The partial measures NF and FD obtained by Gomory-hu and clustering
coefficient techniques are complementary since the first one indicates and
quantifies the most vulnerable connections in the network by Tc and Wc,
and the second one calculates the fragility in the neighborhood of the most
vulnerable vertices. The quantification and location of critical links, that
(if removed) can disconnect the network is fundamental to the development
of countermeasures for prevention and resilience to failures in connectivity.
In order to take advantage of these two kinds of knowledge, we propose a
connectivity antifragility metric defined by Eq. 5.
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CA = 1− (α×NF + β × FD) (5)

The constants α and β represent the importance given to NF or FD.
Since NF is the starting point for all posterior analyses, we consider that NF
has a greater impact on calculating the level of antifragility in connections.
NF indicates the most vulnerable connections of the network, and based
on that connection, redundancies (provided by vertices) neighbors can be
calculated. Hence, we believe that α tends to always have greater values
than β. However, α + β = 1.

5 Case study 1: Antifragility over heteroge-

neous mesh networks

We show the application of the connectivity antifragility metric on a hetero-
geneous wireless network as case study 1. We employ it over real traces from
the MeshNet1 project performed in 2007 at the University of California in
Santa Barbara (UCSB) and available on the CRAWDAD web repository2.
Next, we detail the methodology and numeric results. The network of the
MeshNet project is comprised of 19 mesh nodes operating in two different
standards, 802.11a/b, creating a heterogeneous network in terms of a com-
munication pattern. A set of 900 files composes the traces, each one repre-
senting different instants t with various connectivity conditions and network
topology. We have filtered the files in order to identify instants in which the
network was fully connected, resulting in 577 files. Each line of the traces
determines a connection between nodes. The first column of the trace con-
sists in the IP address of a specific node, followed by columns containing IP
addresses of each node connected to it.

A graph was created for each trace file, representing a graph for each
instant t. Fig. 1 also gives an example of a graph for a specific instant t for
this network. Over these graphs, we have applied the Gomory-Hu algorithm,
and we have calculated the clustering coefficient. Also, we calculated the
value of NF, FD, and CA metrics for each one. For the Gomory-Hu algorithm
application, we have employed the implementation provided by the LEMON3

library. A Python script was implemented to automatically filter the trace
files and process the graphs. The application of the Gomory-Hu algorithm
identifies the lowest cutuv for each graph and the critical vertices.

1http://moment.cs.ucsb.edu/meshnet/
2http://crawdad.cs.dartmouth.edu/meta.php?name=ucsb/meshnet
3http://lemon.cs.elte.hu/trac/lemon
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In our analysis, we considered high fragility as the network topology that
presents a lower number of links to disconnect it. Low fragility means a
high the number of links to disconnect it. We also calculate the clustering
coefficient to identify the relationships between the neighbors of a given
vertex and determine its connectivity robustness.

5.1 Results

Fig. 6 presents the results for the connectivity antifragility metric over het-
erogeneous mesh networks with a variation in α and β values. As explained,
NF indicates the level of network fragility from the most vulnerable network
connections. Hence, we consider that this measure has a greater impact on
the calculation of the antifragility level. Thus, we performed a variation of
the weights assigned to NF and FD, in which values for α are always higher
than β. For α = 0.6 and β = 0.4, CA ranges from 0.4 and 0.5 observed
during all instances. For α = 0.9 and β = 0.1, we observe an oscillation
during all instants, however CA ranges from 0.5 to 0.6. From the results, we
observe that the values of α and β have a strong influence on the CA result.
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Figure 6: Connectivity antifragility for heterogeneous mesh network

Fig. 7 shows the values of NF and FD measures for the 577 different
instants of time for the network. We label time varying from 0 to 600 unities
of time. NF values range from 0.3 to 0.45, which correspond to a fragility
index between 30% and 45% over the network connectivity. FD values for
all instants of network operation range between 0.75 and 0.85. These re-
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sults indicate that critical vertices present a high relationship among their
neighbors.
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Figure 7: Analyzing NF and FD on different instants of the network

Fig. 8 represents the variations (mean and confidence interval) of the
number of neighbors for each node during all instants t. It shows network
dynamics. In the figure, we present a minimum, average, and maximum
number of neighbors for each node for each instant. Node 25 has the highest
number of neighbors and node 4 the smallest one, considering analyses for
a given instant of the network. Fig. 9 shows the frequency of the three
minimum cut sizes in the network to every t.
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Figure 8: Node degree variation at all instants

The network is dynamic, making it difficult to guarantee connectivity
at all times. However, in this case study, there is certain stability for the
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Figure 9: Frequency of the minimum cut sizes

values of minimum cut size, ranging from 6 to 8. Another point identified
by the results is the existence of specifics links constantly appearing in dif-
ferent groups of links with higher fragility. This indicates that these links
are regularly indicated as the weakest ones in the network, as shown in Fig.
10, set A. Table 1 correlates edges and sets, and Fig. 10 shows that the
edges belonging to the set A show up repetitively between the links of higher
fragility.
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Figure 10: Set of fragile edges

Table 1: Set of the most vulnerable edges
Sets Edges

A 4, 101 3, 4 4, 100 4, 5 4, 21 4, 102 - -
B 4, 101 3, 4 4, 100 4, 5 4, 21 4, 25 - -
C 4, 101 3, 4 4, 100 4, 5 4, 21 4, 25 4, 102 -
D 4, 101 4, 8 3, 4 4, 100 4, 5 4, 21 4, 102 -
E 4, 101 4, 8 3, 4 4, 100 4, 5 4, 21 4, 25 4, 102

In order to evaluate the robustness in critical vertices’ connections in the
network, the clustering coefficient is presented. The cluster establishes a
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number of connections between the neighbors of a node. These connections
can define the number of alternative paths. For each instant t, we calculate
clustering coefficients for each vertex and also for the network. After the
individual instant analyses, the evaluation for the entire period is performed
in order to find the variation of the clustering coefficients and global clustering
coefficient.

Fig. 11 shows Cv variation (mean, median, quartiles) for each node along
all 577 instants. The vertex 4 keeps its rate constant for C4 during every
moment of network observation and with a value equal to 1.0, indicating the
existence of different links between its neighbors, that provide alternative
ways to reach them.
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Figure 11: Clustering coefficient variation

Fig. 12 shows the CGlobal variation for the network. From the results, we
identify a small variation in the rates of the network clustering coefficient,
ranging from 0.65 to 0.85. The point highlighted in the figure indicates the
instant used in the examples presented in the analysis of clustering coefficients
and minimum cut size.

Analyses also help to identify which nodes have a clustering coefficient
with the same value as the CGlobal of the network. In the results, we observed
that nodes owning identifiers 25, 100, 101 and 102 presented clustering coeffi-
cients as the same value as the CGlobal. Fig. 13 shows the frequency that each
node achieved the same value as the CGlobal. Node 101 has presented more
than 300 times the same value that CGlobal has for a clustering coefficient.

By these results, we observe the network dynamicity and the behavior of
our proposed metric in relation to it. We identify that the metric can indicate
individually the most vulnerable links in the network, but instead of using
this information as absolute measure, the connectivity antifragility metric
also ponders the existence of good connections between critical nodes and
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their neighbors. This work pioneers by considering these two characteristics
simultaneously and the results of this case study point out its potential.

6 Case study 2: Celular networks analyses

This section presents case study 2 applying the connectivity antifragility
metric on a heterogeneous wireless network. In this case, we employ the
metric over real traces from a heterogeneous cellular network. The trace files
contained a list of latitude and longitude coordinates of each Base Transceiver
Stations (BTSs). We developed a Python script for filtering and converting
coordinates to fixed points in the network. The network is comprised of 191
BTSs scattered throughout Curitiba city’s perimeter, South Brazil. Traces
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are available at a public repository4 by the Brazilian National Agency of
Telecomunications (ANATEL). Five different service operators compose the
network and they can employ different communication technologies, such as
CDMA, WCDMA, 3G, and LTE to offer services for their users.

Fig. 14 shows the map of the city with the network formed by BTSs
from different operators. Since different BTSs can employ heterogeneous
technologies, each one results in diverse coverage areas. However, in this
study, we investigate a scenario in which all BTSs have the same transmission
radius of 2 KM, without lost in generalization for results and considering its
coverage area modeled by a circle. The precise location of each BTS is
indicated in the figure by the red mark, and colored circles represent its
transmission coverage area. Each color represents a BTS from a specific
service operator.

Figure 14: Celular BTSs location in Curitiba, South Brazil

From BTS locations and based on their coverage areas, we modeled the
network by a graph in which BTSs are vertices and intersections between
their coverage areas are edges. Differently from the case study 1, the graph
representing the network is the same for different instants of time t, since
BTSs are fixed. Fig. 15 shows the graph corresponding to the network.
Furthermore, Fig. 16 shows the density of BTS by the physical area of the
city. We observe that the network is very dense in downtown, represented in
the figure by the dark region.

4http://sistemas.anatel.gov.br/stel/consultas/ListaEstacoesLocalidade/tela.asp?pNumServico=010
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Figure 15: Cellular network graph
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Figure 16: Density of vertices by the city perimeter

Fig. 17 presents the distribution of vertices’ degree for the cellular net-
work. Vertices’ degrees vary from 3 to 80, and the average is about 58.19.
We fit the vertices’ degree behavior by a Poisson and Bernoulli probability
density distribution with µ equal to 1.91. The observed behavior shows a
small amount of vertices with a high degree and a huge amount of vertices
with a very low degree. This degree distribution is the same found on dif-
ferent complex networks, including the degree distribution in the core of the
Internet topology [Crespelle and Tarissan 2011].
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6.1 Results

For the graph presented in Fig. 15, we calculated Tc, the minimum cut tree,
as shown in Fig. 18. In this graph, we want to highlight the great concentra-
tion of connections with a small amount of nodes, reinforcing observations
performed by Fig. 16 and Fig. 17. Also, the zoomed part of the figure shows
the minimum cut of Tc, presenting a size of 3. The edges in the minimum
cut correspond to the dashed links in the graph of Fig. 15. We emphasize
the fact that the minimum cut edges are in the periphery and not in the core
of the network topology.
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Figure 18: Minimun cut edges
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Fig. 19 shows the CA calculated for the heterogeneous cellular network,
varying the values of α and β. In this case study, the values of α are always
higher than β, since we consider that the network fragility measure has a
great impact in connectivity antifragility. Results show that CA increases as
the value of α increases. On the scenario in which the value of α is 0.9 and
β is equal to 0.1, the connectivity antifragility of the network is higher than
0.75, representing 75% of connectivity antifragility in the network. For the
scenario in which the value of α is 0.6 and β equal to 0.4, the CA is up to
60%. Hence, we observe that the connectivity antifragility for the network
varies from 60% up to 75%. We consider this behavior as result of the high
connectivity among existing nodes composing the nodes highly connected in
the network (the core of the network), what provides alternative paths to
nodes communication.
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Figure 19: Connectivity antifragility of the heterogeneous cellular network

Table 2 shows the values of NF, FD, clustering and minimum cut calcu-
lated for the heterogeneous cellular network. We observe a small amount of
minimal cutting size compared to the total amount of edges in the network.
This situation results from the low density of edges in the network periphery,
and different from the central region, that presented a high density, as illus-
trated in Fig. 16. As mentioned, the minimum cut of the network is located
in the peripheral region, observed in Fig. 15. FD is calculated by the ratio
between the minimum and maximun Cv belonging to the critical vertices in
network. Its result indicates that, despite the unequal distribution of edges in
the graph, the critical nodes present a high connectivity with their neighbors
assisting in the network antifragility.

Table 2: Reults for cellular network
NF FD Clustering Minimum Cut

0.15 0.75 0.5036 3

18



7 Conclusion

Complex networks and graph theory have been applied to different areas
such as sociology, biology, physics, and computer science in order to under-
stand the characteristics of non-uniformly random connectivity in real world
networks. However, they have not been employed to analyze connectivity
aspects in heterogeneous wireless networks considering the possibility of fre-
quent disconnections of mobile terminals and availability issues. In this work,
we proposed an innovative network measure called connectivity antifragility
that describes the impact of each node or failure in network connectivity, pro-
viding the knowledge to learn from them and redesign network connections on
real time. This measure allows the identification of the most vulnerable con-
nections under failure or other disturbances. The metric was applied in two
case studies, considering real traces from heterogeneous wireless networks.
The first one considers a heterogeneous wireless mesh network, whose traces
were available at the CRAWDAD web repository, whereas the second one ad-
dresses a real cellular network composed by base stations from five different
providers. Results showed that the metric assists in identifying vulnerable
connections in the network and provide knowledge that can be employed in
solutions’ proposals in order to keep the network resilient to disturbances. In
future works, we envision applying this metric as a criterion for base station
selection in mobility management and also based on it, to investigate the
impact of network dynamism and mobility in network resilience.
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