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Our Research at the ViDA Center!
•  Empower a wide range of users to explore the vast 

repositories of urban data 
•  Data-savvy analysts, domain experts, policy makers and citizens

•  Address issues at the different stages of the data lifecycle
•  Key ingredients (that we work on)

•  Finding information on the Web, hidden, dark and surface
•  Information integration
•  Data analysis
•  Visualization and visual analytics 
•  Data and provenance management

•  Focus on usability – tools must be powerful and easy to use
•  From concepts and algorithms to deployed systems



Visualization and Data Analysis @NYU!

Over 30 active members
•  3 TT faculty members
•  3 Research faculty
•  3 Postdocs
•  2 Research engineers
•  15+ PhD  students
•  Constant stream of  visiting researchers and students
Over 50 people since 2011


50+ papers  
(since 2011)	




Moore-Sloan Data Science Initiative!

•  News, what it is

A 5-year, $37.8 million cross-institutional collaboration



Moore-Sloan Data Science Initiative!
At a time when … sciences are all producing data with 
relentlessly increasing volume, variety and velocity, capturing 
the full potential of a progressively data-rich world has become 
a daunting hurdle for researchers. …, data (intensive) science 
is already contributing to scientific discovery, yet substantial 
systemic challenges need to be overcome to maximize its 
impact on academic research.

http://www.moore.org/programs/science/data-driven-discovery/data-science-environments	




Moore-Sloan Data Science Initiative!
•  Develop meaningful and sustained interactions and collaborations 

between researchers from different disciplines to move science 
forward;

•  Establish career paths that are long-term and sustainable to retain 
scientists whose research focuses on the multi-disciplinary 
research and the development of the tools that enable this 
research; and

•  Build an ecosystem of analytical tools and research practices that 
is sustainable, reusable, extensible, learnable, easy to translate 
across research areas and enables researchers to spend more 
time focusing on their science.

Do breakthrough science, and enable 	

breakthrough science	




Moore-Sloan Data Science Initiative!
•  Do breakthrough science

•  In scientific theme areas
•  In data science methodology areas
•  Establish a research program in the science of data science


•  Enable breakthrough science

•  Through new tools and methods
•  Through changing the process of discovery and driving cultural changes
•  Foster the adoption of reproducible research
•  New career paths for researchers at universities
•  Establish graduate programs in data science

•  Establish a “virtuous cycle”



Join us!!
•  If you are passionate about data,
•  Like challenges, and
•  Want to have real impact

•  Open positions:
•  Post-docs  
•  Research engineers 
•  Programmers

•  And we always welcome great students!



CUSP and Urban Science!
“Research center that uses New York City as its laboratory and 
classroom to help cities around the world become more productive, 
livable, equitable, and resilient. CUSP observes, analyzes, and 
models cities to optimize outcomes, prototype new solutions, 
formalize new tools and processes, and develop new expertise/
experts”

• Multisector collaboration: universities, industry, national labs and city 
agencies
• Multidisciplinary collaboration
• Acquire, integrate, explore large diverse datasets while respecting 
privacy
•  Training students who will create the new discipline

http://cusp.nyu.edu/	




Students: Admissions Summary, MS Applied Urban Science!
Cycle Dates: December 18, 2012 through June 30, 2013  (~6months)!

24 21% 27 36% 3.5 
Inaugural Class Selectivity Years 

Average Age 
Female Average 

Undergraduate GPA 

20 48% 9 4 28% 
Undergraduate 

Disciplines 
International  Countries Represented Years Average 

Work Experience 
With Graduate Degree 



Big Data: What is the Big deal?!

http://www.google.com/trends/explore#q=%22big%20data%22!
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Big Urban Data: What is the Big deal?!
•  Cities are the loci of economic activity
•  50% of the world population lives in cities --- by 2050 the 

number will grow to 70%
•  Growth leads to problems, e.g., transportation, 

environment and pollution, housing
•  Good news: Lots of data are being collected from 

traditional and unsuspecting sensors
•  Census, crime, emergency visits, taxis, public transportation, real estate, 

noise, energy, Twitter, …

     
Opportunity: Make cities more efficient 
and sustainable, and improve the lives 

of their citizens 	




Big Urban Data: Success Stories!

•  Real-time arrival predictions
•  94% reported increased or 

greatly increased satisfaction 
with public transit

•  Significant decrease in actual 
wait time per user, and an 
even greater decrease in 
perceived wait time

•  78% of riders reported 
increased walking --- a 
significant public health benefit

http://onebusaway.org	




Big Urban Data: Success Stories!
•  Michael Flowers @ NYC
New York City gets 25,000 illegal-
conversion complaints a year, but it has 
only 200 inspectors to handle them. 
Flowers’ group: (1) integrated information 
from 19 different agencies that provided 
indication of issues in buildings

•  E.g., Late taxes, foreclosure proceedings, service 
cuts, ambulance visits, rodent infestation, crime

(2) Compared with 5 years of fire data
(3) Created a prediction system
Result: hit rate for inspections went from 
13% to 70%





Big Urban Data: Success Stories!
•  The NYU Furman Center

•  Analysis of the impact and 
benefits of subsidized housing on 
the surrounding neighborhoods 
à influenced city spending 
decisions

•  Assessment of crime data and 
property-level foreclosure data led 
to the finding that neighborhoods 
with concentrated foreclosures 
see an uptick in crime for each 
foreclosure notice issued            
à updates to  policing strategies


http://furmancenter.org/	




Big Urban Data: What is hard?!

•  City components interact in 
complex ways

•  Need to look at the city data 
exhaust to understand these 
interactions



Environment 

Meteorology, pollution,  
noise, flora, fauna 

People 

Relationships,  
economic activities, health, 

nutrition, opinions, … 

Condition, operations 

Infrastructure 



Big Urban Data: What is hard?!

Environment 

Meteorology, pollution,  
noise, flora, fauna 

People 

Relationships,  
economic activities, health, 

nutrition, opinions, … 
Infrastructure 

Condition, operations 

city = program	
 data = output	
?	




Big Urban Data: What is hard?!
•  Scalability for batch computations is not the biggest 

problem
•  Lots of work on distributed systems, parallel databases, …
•  Elasticity: Add more nodes!

•  Scalability for people is! 




regardless of whether data are big or small

algorithms 

visual encodings 

provenance 

data curation 

data integration 

statistics 

data management  

machine learning 

interaction modes 

math 

data	
 knowledge	




Urban Data Analysis: Desiderata!

•  Scalable tools and techniques that aid data enthusiasts to 
find, integrate, and interactively explore data

•  Automate tedious tasks as much as possible 
•  Guide users in the exploration process

•  Many different kinds of users with little or no CS training
•  Social scientists
•  Government employees
•  Citizens

•  Ask questions about the past, present and future





Outline!

•  A short story …
•  Understanding the past and present
•  Predicting the future
•  Confessions
•  Conclusion





Getting Data about NYC Taxi Trips!

How can I get	

the taxi data	


I don’t know, 
ask Mitch	


David Yassky 
will speak at 
the Rudin 
Center!	


http://vimeo.com/31298658	




Getting Data about NYC Taxi Trips!

Can I have the 
taxi data?	


Sure, bring a 
HD!	




Getting Data about NYC Taxi Trips!
10/6/2014 Google Maps

https://www.google.com/maps/dir/2+Metrotech+Center,+Brooklyn,+NY+11201,+USA/NYC+Taxi+%26+Limousine+Commission,+33+Beaver+St,+New+York,+N… 1/1

York St

Map data ©2014 Google 200 m 

And the ViDA Center lived happily ever after…	




Understanding the  
Past and Present!



Exploring Urban Data: NYC Taxis!

•  Taxis are sensors that can provide unprecedented insight into city life: 
economic activity, human behavior, mobility patterns, …

“How the taxi fleet activity varies during weekdays?’’
“What is the average trip time from Midtown to the airports during 
weekdays?'’ 
“How was activity in Midtown affected during a presidential visit?'’
“How did the movement patterns change during Sandy?”
“Where are the popular night spots?”



Exploring Urban Data: NYC Taxis!

8-9am	
 9-10am	
 10-11am	
7-8am	




Urban Data Analysis!
•  Common practice: 

•  Domain scientists and policy makers formulate hypotheses
•  Data scientists select data slices, perform analyses, and derive plots

•  Issues:
•  Analyses are mostly confirmatory (Tukey, 1977) -- batch-oriented analysis 

pipeline hampers exploration 
•  Data are complex -- often multivariate spatio-temporal
•  Queries are expensive
•  Tools are not scalable, e.g., Excel, GIS, SAS, …
•  Dependency on data specialists distances domain experts from the data



Exploring Taxi Data: Challenges!

•  Data are big: ~500k trips/day - 780 million trips in 5 years
•  Government, policy makers and scientists are unable to 

explore the whole data
•  Data are complex: 

•  spatio-temporal: pick up + drop off
•  trip attributes: e.g., distance traveled, cost, tip

•  Too many data slices to examine
•  Our goals: Design a usable interface, efficiently support 

interactive + exploratory queries



TaxiVis: Visually Exploring NYC Taxi Data!
•  New model  that allows users to visually query taxi trips, 

easily select and compare different spatial-temporal slices
•  Data selection through visual manipulations
•  Use visualization to explore selected data

•  Support for origin-destination queries that enable the study of 
mobility across the city

•  Use multiple coordinated views to allow comparisons, and 
brushing to support query refinements

•  Use of adaptive level-of-detail rendering and heat maps to 
generate clutter-free visualization for large results

•  Scalable system that provides interactive response times for 
spatio-temporal queries over large data

 [Ferreira et al., IEEE TVCG 2013]	




TaxiVis in Action!



Usability through Visual Operations!

SELECT  *"
FROM    trips"
WHERE pickup_time in (5/1/11,5/7/11)    

           AND  "
    dropoff_loc in “Times Square”"
 AND  "
    pickup_loc in “Gramercy”"


Data selection and result 

exploration are unified

Users select a data slice by specifying spatial, temporal 
and attribute constraints



Data Exploration: A Two-Phase Process!

Data selection

• Specify query 
constraints!

Visual analysis

•  Investigate selected 
data through 
visualization!

• Discover regions of 
interest!

• Define new data 
selections for further 
exploration!

TaxiVis unifies the two phases of the process through visual 
operations!

Data selection Visual analysis

•  Specify query constraints •  Investigate selected data 
through visualization

•  Discover regions of 
interest

•  Define new data selections 
for further exploration





Selecting Regions – Spatial Constraints!

Predefined polygons, e.g.,	

zip, neighborhoods, etc 	


Free	

selection	


Group	

regions	




Selecting Time – Temporal Constraints!

Time interval	


Recurrent time patterns	




Selecting Attributes!

� �



Peuquet’s Triad for Spatio-Temporal Data!
Classes of questions: 
•  when + where ➔ what:	  “What is the 

average trip time from Midtown to 
the airports during weekdays?'’ 

•  when + what ➔ where: “Where are 
the hot spots in Manhattan in 
weekends?”

•  where + what ➔ when: “When were 
activities restored  in Lower 
Manhattan after the Sandy 
hurricane?”

attribute

spatial temporal



Query Expressiveness!
•  Our models supports these 3 
classes of queries

•  when + where → what
•  when + what → where
•  where + what → when

•  And more:
•    when → what + where
•    where → when + what
•    what → where + when

attribute

spatial temporal



When + Where à What 
“What is the average trip time from Midtown to the airports during weekdays?!



When + Where à What 
“What is the average trip time from Midtown to the airports during weekdays?!

When?	




When + Where à What 
“What is the average trip time from Midtown to the airports during weekdays?!

When?	


Where?	




When + Where à What 
“What is the average trip time from Midtown to the airports during weekdays?!

When?	


Where?	


What	




Composing Queries!

A query is associated with the 
set of trips contained in its 
results – queries can be 

composed.

Lines in plot are linked to the 
queries by their color. 

Different visualizations
can be applied to query 

results



TaxiVis: Studying Mobility!



TaxiVis: Comparing Neighborhoods!



Exploring the Effect of Major Events: Sandy!



Night Life in NYC: Saturday vs. Monday!



Visualizing Lots of Data!

trips in an hour
trips in a day

too much information!

trips in a day
using level of detail and heat maps



TaxiVis: The Plumbing!

•  Requirement: support interactive 
queries

•  Raw data: 
•  3 years
•  150 GB in 48 CSV files
•  520M trips
•  12 fields, 2 spatial-temporal attributes

•  After ETL: 50 GB in binary format



 	   SQLite	   Postgre
SQL	  

Our 
Solution	  

Storage 
Space in 

GB	  
100	   200	   30	  

Building 
Indices in 
Minutes

(One Year 
of Data)	  

3,120	   780	   28	  

1K Items 
Query in 
Seconds	  

8	   3	   0.2	  

100K 
Items 

Query in 
Seconds	  

85	   24	   2	  



Supporting Interactive Queries!

Solution 1: In-memory spatio-
temporal index based on kd-trees

•  Can index multiple attributes!
•  Tree nodes store kd-tree
•  A leaf node represents a k-dimensional 

node that satisfies the path constraints
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Space in 
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100	   200	   30	  
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Supporting Interactive Queries!

Solution 2: Spatio-temporal index based on out-of-core kd-tree 
using GPUs (work in progress)

•  Can index multiple attributes!
•  Tree nodes store kd-tree
•  Leaf nodes represent a set of k-dimensional nodes

•  Point to a leaf block containing records that satisfy the path constraints
•  Store the bounding box for the records






Supporting Interactive Queries!

Solution 2: Spatio-temporal index based on out-of-core kd-tree 
using GPUs (work in progress)

•  Can index multiple attributes!
•  Tree nodes store k-d tree
•  Leaf nodes represent a set of k-dimensional nodes

•  Point to a leaf block containing records that satisfy the path constraints
•  Store the bounding box for the records


•  Two orders of magnitude speed up



(a) Small query (b) Large query

Fig. 11. Scalability of multiple GPUs for out-of-core queries. We obtain close to 60-fold speedup using three GPUs.

db.trips.find(
{ $or : [ { pickup time : {$gt: start1, $lt: end1 } }, { pickup time : {$gt: start2, $lt: end2 } }

{ pickup time : {$gt: start3, $lt: end3 } }, { pickup time : {$gt: start4, $lt: end4 } } ],
$pickup : { $geoWithin: {$polygon: [ [mx1,my1], . . ., [mxn,myn], [mx1,my1] ]} },
$dropoff : { $geoWithin: {$polygon: [ [ jx1, jy1], . . ., [ jxk, jyk], [ jx1, jy1], [lx1, ly1], . . ., [lxp, lyp], [lx1, ly1]]} } }

)

Fig. 13. MongoDB query to find all trips from lower Manhattan to JFK and LGA airports during all Sundays of May 2011. In this query, the time intervals
corresponding to the four Sundays are specified using the $or identifier. The taxi data stores the time using the Unix time format. So it is represented as a
number. The polygon corresponding to lower Manhattan is given by the vertices {(mx1,my1), . . . ,(mxn,myn)}. The polygons corresponding to JFK and LGA
airports are specified by the vertices {( jx1, jy1), . . . ,( jxk, jyk)} and {(lx1, ly1), . . . ,(lxp, lyp)}, respectively.

(a) Small query (b) Large query

Fig. 14. Scalability of multiple GPUs for queries on the 64-bit index. We obtain speedup of around 30 times using three GPUs.

Query MongoDB (1 GPU) MongoDB (3 GPUs) PostgreSQL ComDB
Time(sec) Time(sec) Time(sec) Speedup Speedup Time(sec) Speedup Speedup

(1 GPU) (3 GPUs) (1 GPU) (3 GPUs)
1 0.237 0.103 141.8 598 1376 136.9 578 1329
2 0.199 0.065 129.2 649 1987 119.6 601 1840
3 0.202 0.093 97.1 480 1044 39.4 195 423
4 0.183 0.069 103.7 566 1502 25.6 140 371
5 0.361 0.159 106.3 294 668 23.8 66 149
6 0.325 0.174 102.6 315 589 28.9 89 166

TABLE I
COMPARISON OF QUERY EXECUTION TIMES OF SPATIO-TEMPORAL QUERIES ON DIFFERENT DATABASE SYSTEMS. USING THE KD-TREE INDEX ON

MONGODB, WE OBTAIN ATLEAST TWO ORDERS OF MAGNITUDE SPEEDUP WITH ONE GPU. QUERIES 5 AND 6 DO NOT HAVE A CONSTRAINT ON THE
DROPOFF LOCATION. NOTE THAT WITH INCREASING CONSTRAINTS, THE PERFORMANCE OF THE KD-TREE INDEX IMPROVES, AND WE OBTAIN UPTO

THREE ORDERS OF MAGNITUDE SPEEDUP.

2 orders of magnitude faster than RBDMSs	
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Solution 2: Spatio-temporal index based on out-of-core kd-tree 
using GPUs (work in progress)
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Why are RDBMS so slow?!
•  Designed for batch queries, not 

very good for interactive queries 
[Fekete & Silva, IEEE DEB 2012]

•  R-trees and R*-trees are limited 
to a single spatial attribute

•  Taxi data has origin + destination
•  Needs a join!

•  Lots of point-in-polygon tests
•  Filter location before other query 

constraints
•  Too many intermediate results






TaxiVis: Status!
•  Demoed to NYC DOT and TLC

•  They are currently using the prototype!

Juliana Freire <freire.juliana@gmail.com>

Fwd: NYC taxi data
7 messages

Claudio T. Silva <csilva@nyu.edu> Thu, Oct 24, 2013 at 6:27 PM
To: Katepalli Raju Sreenivasan <krs3@nyu.edu>
Cc: "juliana.freire@nyu.edu" <juliana.freire@nyu.edu>

Here is the feedback from the Taxi & Limousine Commission about our work...

Among other things: "We were truly blown away!"

---------- Forwarded message ----------
From: Stiles, Rodney (TLC) <Stilesr@tlc.nyc.gov>
Date: Thu, Oct 24, 2013 at 4:58 PM
Subject: NYC taxi data
To: "Claudio Silva (csilva@nyu.edu)" <csilva@nyu.edu>, "Huy Vo (huy.vo@nyu.edu)" <huy.vo@nyu.edu>,
"Caryn Joy Knutsen (caryn.knutsen@nyu.edu)" <caryn.knutsen@nyu.edu>, "Kim Alfred
(kim.alfred@nyu.edu)" <kim.alfred@nyu.edu>
Cc: "Chhabra, Ashwini (TLC)" <Ashwini.Chhabra@tlc.nyc.gov>, "Johns, Richard (TLC)" <johnsr@tlc.nyc.gov>

Hi all,

 

First, I would like to thank you all for coming to TLC on Monday to share the work you’ve done with our taxi
data.  We were truly blown away!  In fact, we had been talking with City DOT about how we would love a
product like the one you’ve demonstrated to us.  After seeing the program on Monday, we told DOT about
how closely the application you’ve built comes to one we’ve envisioned.  Staff at DOT—particularly those
working on modeling traffic with the use our taxi data—would love to see a demo similar to the one you gave
for us on Monday.  We think that could be a great springboard to a discussion of what we see as the potential
future use for our data in combination with other available sources of data.

 

Is there any way we could set up a time next week to all meet over at DOT?  Let me know what you think, and
I’d be happy to make the arrangements.

 

Cheers,

Rodney

 

Gmail - Fwd: NYC taxi data https://mail.google.com/mail/u/0/?ui=2&ik=ef235e8a6c&view...

1 of 7 4/30/14, 7:14 PM



TaxiVis: Status!
•  Demoed to NYC DOT and TLC

•  They are currently using the prototype!

•  Applying to different data sets
•  Bikes, energy consumption, property 

ownership,  etc.
•  Improving scalability by leveraging 

multiple cores
•  Vision: the GIS of the future

•  Scalable
•  Powerful analytics



Taxi Data: Too Many Slices!

•  170 Million trips / year
•  Spatial context

•  pick-up and drop-off locations
•  Temporal attribute

•  pick-up and drop-off times

•  Which slices are interesting? 
•  Can we guide users to interesting 

features in the data?



Reducing the Number of Slices!

•  Aggregate over 
space

•  Aggregate over time



Miss Interesting Slices!

May 1 (8-9am)



Finding Events at Multiple Granularities!
•  Goal: guide users towards interesting data slices
•  Use topology-based techniques to efficiently identify potential 

events
•  Use a simple visual interface to explore and query the events 

of interest
•  Efficient search for similar event patterns

•  Flexible definition of events
•  Arbitrary spatial structure
•  Different types of events
•  Multiple temporal scales



[Doraiswamy et al., IEEE TVCG 2014]	




Our Approach: Overview!

[Doraiswamy et al., IEEE TVCG 2014]	




•  Model data as a time-varying scalar function defined on 
a graph

•  Graph = road network
•  Function = density of taxis



Identifying Potential Events!



Identifying Potential Events!
•  Compute the regions corresponding to the set of maxima and 

minima – the set of potential events
•  Intuition: a region is interesting if its density is different from that of its 

neighborhood

•  Join and Split tree can be used to efficiently represent regions
•  Trees can be simplified to remove noise

Join 
Tree	


Online Submission ID: 127

(a) (b) (c) (d) (e)
Fig. 3. Topology of scalar functions. (a) The height function defined on a line segment. The super-level set at a function value is the set of line
segments above the given value. The super-level set at f1 consists of four components, while the super-level at at f2 consists of three components.
(b) The labeled points form the set of maxima (red) and minima (blue). pi denotes the persistence of maximum vi. Intuitively, the persistence of
each maximum is equal to the height the corresponding peak. (c) Join tree tracks the evolution of connected components of the super-level set of a
function with decreasing function value. The features of the input are defined based on the edges of the join tree. The edges are colored the same
as the corresponding features in (b). (d) The simplified join tree obtained from removing the maximum v6. (e) The resulting smoothed function.

related to spatial scan statistics [35] and anomaly detection [18], al-
beit exploiting the spatio-temporal nature of the domain and focus-
ing on the discovery of “interesting” contiguous regions in space and
time. Previous work examined multiple overlapping spatio-temporal
subsets of data and identified significant deviations from a baseline,
e.g., an expectation over time, via a frequentist likelihood ratio test or
a Bayesian posterior probability distribution over events [43]. How-
ever, the majority of the literature has focused on either purely spatial
data or has accounted for temporal variations and effects via simplistic
approaches such as exponentially weighted linear regression or data
partitioning based on day-of-week or season. Furthermore, the time
complexity for these approaches is exponential O(2N) in the number
of pre-defined space-time partitions, with polynomial approximations
(non-exhaustive search) available only for the frequentist hypothesis
tests that require extensive randomization [40] for p-value estimation.
In contrast, our technique allows for detection of events that can have
arbitrary spatial geometry, scales up with polynomial time complex-
ity of O(n2) in the number of events, and enables user exploration of
urban data sets via efficient event querying. The latter ensures flexibil-
ity of the technique across applications and domains, where users can
define and query “interesting” events based on prior knowledge and
different spatio-temporal properties of the data.

3 BACKGROUND

The topological representation of large data sets provides an abstract
and compact global view that captures different features and leads to
enhanced and easier analysis across applications [28, 45]. In this sec-
tion, we briefly introduce concepts from computational topology that
serve as the basis of the proposed technique. Comprehensive discus-
sions on this topic can be found in [24, 30, 41].
Scalar functions. A scalar function maps points in a spatial domain
to real values. Fig. 3(a) shows an example of a scalar function defined
on a line segment. The function value at each point on this line is
equal to the point’s y-coordinate. A super-level set of a real value a
is defined as the pre-image of the interval [a,+•). It is the set of all
points having function value greater than or equal to a. Similarly, the
sub-level set of a is the pre-image of the interval (�•,a]. Fig. 3(a)
highlights two super-level sets at function values f1 and f2.

The spatial domain of interest in this work is a graph G represent-
ing a particular aspect of an urban environment like the road network.
The scalar function is represented using the graph G, together with a
piecewise linear (PL) function f : G ! R. The function is defined on
the vertices of the graph and linearly interpolated within each edge.
Critical points. The critical points of a smooth real-valued function
are exactly where the gradient becomes zero. Points that are not crit-
ical are regular. We are interested in the evolution of super-level sets
(sub-level sets) against decreasing (increasing) function value. Topo-
logical changes occur at critical points, whereas topology of the super-
level set (sub-level set) is preserved across regular points [41].

The critical points of a PL function are always located at vertices of
the mesh [12, 25]. Consider a sweep of the function f in decreasing
order of function value. The nature of topological change to the super-
level sets of f when the sweep passes a vertex determines the type

of that vertex. A new super-level set component is created at a max-
imum, while two super-level set components merge into one at either
a join saddle or a minimum Similarly, during the sweep of the input
in increasing order of function value, a new sub-level set component
is created at a minimum, while two sub-level set components merge
into one at either a split saddle or a maximum. A 1-dimensional input,
as shown in Fig. 3(a), does not contain a saddle. The scalar function
shown in Fig. 3(a) has 4 maxima and 5 minima (see Fig. 3(b)).

Different types of critical points of a scalar function capture dif-
ferent types of features. In particular, a maximum captures a peak
of the function, where the function value is higher than its neighbor-
hood. Similarly, a minimum captures a valley of the function. The set
of peaks and valleys are the natural features of a given function, and
are therefore of interest in this work. We use the set of minima and
maxima to represent features (events) of the given data.
Topological persistence. Consider the sweep of the input function
f in decreasing order of function value. As mentioned above, the
topology of the super-level sets change when this sweep encounters
a critical point. A critical point is called a creator if a new compo-
nent is created, and a destroyer otherwise. It turns out that one can
pair up each creator vc uniquely with a destroyer vd that destroys the
component created at vc. The persistence value of vc is defined as
pc = f (vc)� f (vd), which is intuitively the lifetime of the feature cre-
ated at vc, and is thus a measure of the importance of vc. The tra-
ditional persistence of the global maximum is equal to • since there
is no pairing destroyer for that maximum. In this paper, we use the
notion of extended persistence [6] which pairs the global maximum
with the global minimum. For the height function shown in Fig. 3(a),
the persistence of each feature corresponds to the height of the corre-
sponding peak, highlighted in Fig. 3(b). Given an input domain of size
n, the persistence of the set of minima and maxima can be computed
efficiently in O(n logn) time [23, 26].
Join tree and split tree. The join tree and split tree abstracts the topol-
ogy of a scalar function f , and are useful for extracting and represent-
ing features of f (the regions corresponding to maxima and minima).
The join tree tracks the changes in the connectivity of super-level sets
of an input function f with decreasing function value. Fig. 3(c) shows
the join tree corresponding to the function shown in Fig. 3(a). The
split tree of f is defined similarly, and tracks the connectivity of the
sub-level sets of f with increasing function value. Nodes of the join
tree and split tree correspond to the set of critical points of f .

Regular points are often inserted into the join/split tree as degree-2
nodes to obtain an augmented join tree/augmented split tree. We use
the subgraph of the input mesh induced by the regular vertices that are
part of an edge in the augmented join/split tree to represent the feature
corresponding to the maximum/minimum. The colors of the different
features of the function in Fig. 3(b) correspond to the colors of the
edges of the join tree shown in Fig. 3(c). Optimal algorithms exists to
compute join and split trees of a PL function [15, 20, 38, 44].
Simplification. The input is often simplified to remove noise. This
is accomplished by removing low persistent features. The join and
split trees provide an efficient mechanism to perform this simplifi-
cation [16]. Removing an edge in the join/split tree corresponds to

3



Potential Events – Taxi Data!
•  Compute events based on the scalar function
for each time step

•  Density of taxis in 1-hour intervals
•  Minima: lack of taxis

•  Region where density is lower than local neighborhood
•  Could denote road blocks, e.g.,  Macy’s parade

•  Maxima: popular taxi locations
•  Region where density is higher than local neighborhood
•  Could denote tourist locations, train stations

•  Too many events: group similar events and  
create an index

•  Geometric and topological similarity

The scalar function 
corresponding to the 
time step 10 am-11 
am on 24 November 

2011



Visual Exploration Interface!
•  Too many event groups 

•  Many not interesting

•  Visual interface to guide users
•  Filter based on group size, event size,
event time, spatial region

Macy’s parade	
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Minima Events - Hourly!

•  October
•  Halloween Parade



Minima Events - Daily!

•  October
•  No. of Days = 2
•  Hispanic Day Parade – Oct 9th
•  Columbus Day Parade – Oct 10th



Minima Events - Weekly!

•  August
•  No. of weeks = 3
•  NYC Summer Streets: 3 consecutive 

Saturdays



Maxima Events!

General trends Night time trends 



Event Guided Exploration!

5 Borough Bike 
Tour 2011 

(1 May 2011) 

Go to 
Time 
slice 



Querying Events!

5 Borough Bike 
Tour 2011 

(1 May 2011) 

Query 

5 Borough Bike Tour 2012 
(6 May 2012) 

Dominican Day Parade 2011 
(14 August 2011) 

Dominican Day Parade 2012 
(12 August 2012) 

Gaza Solidarity Protest NYC 
(18 November 2012) 



Understanding Events!

•  What happened around March/April 2011?

Work in progress	




Understanding Events!

•  What happened around March/April 2011?



Understanding Events!

•  What happened around March/April 2011?
•  Gas prices went up
•  How do gas prices affect taxi availability?

•  What happened in Aug 2011 and Oct 2012?
•  Hurricanes Irene and Sandy
•  How does weather affect taxi service and mobility in a city?

Need to combine different data sets!



Combining Multiple Data Sets!



Integrating Urban Data!
•  Many data sets available
•  Trend: cities are opening their 

data
•  Study: 20 cities in North 

America, 9,000 data sets
•  Investigated

•  Nature of the data
•  Opportunities for integration

[Barbosa et al., Big Data 2014]	


Abstract

A growing number of cities are now making urban data freely available to the public. Besides promoting trans-
parency, these data can have a transformative effect in social science research as well as in how citizens participate
in governance. These initiatives, however, are fairly recent and the landscape of open urban data is not well known.
In this study, we try to shed some light on this through a detailed study of over 9,000 open data sets from 20 cities
in North America. We start by presenting general statistics about the content, size, nature, and popularity of the
different data sets, and then examine in more detail structured data sets that contain tabular data. Since a key
benefit of having a large number of data sets available is the ability to fuse information, we investigate oppor-
tunities for data integration. We also study data quality issues and time-related aspects, namely, recency and
change frequency. Our findings are encouraging in that most of the data are structured and published in standard
formats that are easy to parse; there is ample opportunity to integrate different data sets; and the volume of data is
increasing steadily. But they also uncovered a number of challenges that need to be addressed to enable these data
to be fully leveraged. We discuss both our findings and issues involved in using open urban data.

Introduction

For the first time in history, more than half of the
world’s population lives in urban areas1; in a few decades, the
world’s population will exceed 9 billion, 70% of whom will
live in cities. The exploration of urban data will be essential to
inform both policy and administration, and enable cities to
deliver services effectively, efficiently, and sustainably while
keeping their citizens safe, healthy, prosperous, and well-in-
formed.2–4

While in the past, policymakers and scientists faced signifi-
cant constraints in obtaining the data needed to evaluate their
policies and practices, recently there has been an explosion in
the volume of open data. In an effort to promote transpar-

ency, many cities in the United States and around the world
are publishing data collected by their governments (see, e.g.,
refs.5–8).

Having these data available creates many new opportunities.
In particular, while individual data sets are valuable, by in-
tegrating data from multiple sources, the integrated data are
often more valuable than the sum of their parts. The benefits
of integrating city data have already led to many success
stories. In New York City (NYC), by combining data from
multiple agencies and using predictive analytics, the city in-
creased the rate of detecting dangerous buildings, as well as
improved the return on the time of building inspectors
looking for illegal apartments.2 Policy changes have also been
triggered by studies that, for example, showed correlations

1IBM Research, Rio de Janiero, Brazil.
2Department of Computer Science and Engineering, NYU School of Engineering, Brooklyn, New York.
3NYU Center for Urban Science and Progress, Brooklyn, New York.
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Key Findings!
•  75% of the data sets are available in tabular formats, e.g., 

CSV
•  Many topics are coveredFigure 5: Tag clouds from keywords associated with all datasets.
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Figure 6: Tag clouds from keywords associated with the datasets in 4 cities.

low the same pattern, thus they are omitted. When the
similarity value is 1 (a perfect match), the algorithm
joins two tables with the exact same schema’s names.
After this point, the algorithm starts joining schemata
with smaller overlaping.

The schemata of tables in Boston are the most di-
verse: when similarity is 1, 83% of the initial clusters
remained; and when the similarity went down to 0.1,
72% of the initial clusters remained. The schemata of
Raleigh’s tables, on the other hand, are the most ho-
mogeneous ones. Only 11.5% of the initial clusters re-
mained with similarity 1, and 5% with similarity 0.1.
Baltimore and NYC also have small percentages of ini-
tial clusters for similarity 1 (38% and 46%, respectively).
The main reason for this is that these datasets contain
many variations (e.g., di↵erent views and slices) of pop-
ular tables, for instance NYC’s 311.

Another interesting observation from Figure 8 is that
the variation Kien: [is the word ”di↵erence” easier to
understand than ”variation”] of percentage of initial
clusters (from similarity 1 to 0.1) provides an idea about
smaller schemata overlaps. The curves of Figure 8 show
small variations for the di↵erent similarity values, indi-
cating that the overlap across tables is small. The NYC

datasets are the ones that present the highest variation
(26%), which indicates their schemata might be more
easily integrated because there is a good overlap with
respect to attribute names.

A main conclusion from this discussion is in these
datasets either the names of columns are the same or
totally di↵erent.

Figure 8: Schema diversity of tables in 5 cities.

To get better view of this phenomena, we clustered



Key Findings!
•  Most data are available in tabular formats, e.g., CSV
•  Many topics are covered
•  Number of data sets is growing

•  In 2013, more data sets were added than in the 3 previous years combined

•  Data is small: 70GB for all cities
•  Compare against 1 year of taxi data: 50GB/year

•  There is ample opportunity for integration – significant overlap 
across tables: schema and spatial!



(a) Boston (b) 4 largest NYC clusters (c) NYC without 311 data set (d) Similarity Scale

Figure 9: Similarity among datasets taking into account their schemata and overlap of attribute names

Juliana: [we need deeper insights about this – the
analysis is i superficial; we also need to explain why
do types matter...] Kien: [Results from type detector
reflect the integration potential because we could only
join two columns with the same type] Juliana: [is the
fact that there are a lot of number due to our detectors’
inability to identify all types? or are these real num-
bers? Maybe we should have two plots: one that shows
numeric vs. strings, and another for the specific types]
Kien: [There are various specific kinds of number, we
can detect some of them by looking at their ranges and
the attribute name. However here I only consider the
most common types. ]

Seattle is the city which has highest rate of spatial
and temporal attributes. New York, a city with largest
number of datasets, has the relatively high rate in al-
most types. Although Lat/Lon and Address are not
the types with top rate, they could be considered as
a second highest rate type if they are merged. Ju-
liana: [We should merge the types and talk about the
high-level ones, “spatial”, temporal, instead of zip, lat-
itude/longitude, etc. This would make the plot more
readable, and it would also make the nature of the at-
tributes clearer to the reader – right now, one has to
try and ’imagine’ the aggregation of the di↵erent at-
tributes’]

4.4 How Sparse are the Tables?
Table sparseness is the proportion of non-specified or

null values in a table. A high proportion of null values
might indicate problems in the data. Columns rarely
used, or not used at all, create issues such as storage
overhead and increasing of index size [1]. We consid-
ered as a null value a field with the following values:
“Unspecified”, “Unknown”, “N/A” and “null”. These
are common values we observed in these tables to in-
dicate no specific value. In Figure 11, we plotted the
distribution of table sparseness for all tables. The first
thing to note is the great majority of the tables have
very low sparseness, e.g., 63% of them have sparseness
between 0 to 0.1. There are, however, cases in which

tables have many null columns. For instance, the San
Francisco’s table “p4sp-es3b”5 has 71 null columns out
of 86 (82.6%).

0−0.1 0.1−0.2 0.2−0.3 0.3−0.4 0.4−0.5 0.5−0.6 >0.6
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Figure 11: Distribution of table sparseness.

4.5 How descriptive are the attribute names?
Another data quality aspect we analyzed was how

informative the attribute names are. This aspect is im-
portant to understand the semantics of the tables in
case there is no formal definition of the semantic of
the columns. We assume that a column name is in-
formative if it contains words in the English dictionary.
Thus, for each table we measure the proportion infor-
mative columns, which we called degree of informative-
ness. To do that, we tokenized the column names with
underline character and check if the tokens with more
than 2 characters matched a English dictionary. We
use the Wordlist dictionary6 with almost 300K words.
Figure 12 presents the distribution of the degree of in-
formativeness for all tables. Interestingly, most of the
tables present a high degree of informative fields: about

5
This dataset includes all itemized contributions of $100 or

more e-filed on Fair Political Practices Commission (FPPC)

Form 496 “Part 3” Contributions of $100 or More Received

from 2009 to the present.

6
Wordlist dictionary: http://wordlist.sourceforge.net/pos-

readme

Integration Opportunities!

Attribute overlap	




Integration Opportunities!

Geographical coverage and overlap	




Challenges!
•  The old data integration problem: heterogeneity
•  But also: dirty data, lack of schema and type information
•  Data are available, but can be hard to find – they are spread 

over many different sites
•  How to find data sets?

•  Search interfaces are primitive, e.g., keyword-based search 
over meta-data

•  Need to support more complex queries, e.g., find all data sets that cover 
Lower Manhattan from Jan – March 2013.

•  Too many data sets
•  How to find related sets?
•  How to integrate them?

Need support for task-guided 	

data integration	




Planning for the Future  
and Inferring Unknown 

Information!



Find-a-Cab App!

Querying the future!	




Cab Ride Sharing!
•  Traffic and pollution are major problems in big cities
•  NYC: 13,000 cabs, 500k+ trips/day
•  Ride sharing can attenuate these problems – but it has never 

been widely adopted
•  Very controversial issue

•  Challenge: Different and conflicting interests
•  Government: reduce traffic and pollution
•  Cab companies: maximize profits
•  Passengers: reach their destination quickly and cheaply

•  Solution: use historical data to study and better understand 
the trade-offs



Our Approach: Data-Driven Simulation!
•  Real-time ride sharing
•  Enables the study of 

different scenarios
•  Passenger preferences, e.g., 

max number of addl. stops, 
wait time

•  Vendor constraints: cab 
capacity, max number of 
shared trips

•  Challenge: assigning trips 
to taxis is computationally 
expensive
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[Ota and Vo, work in progress]	




Our Approach: Data-Driven Simulation!
•  Optimization algorithm that is linear wrt the number of trips, 

and uses an efficient index to support shortest-path 
computations

•  Compute sharing costs in parallel
•  Simulate different days in parallel
•  One simulation using over 150 million trips can be run in 

under 10 minutes using a 1200-core cluster
•  Some results:

•  If each taxi is allowed to share up to 2 and 3 trips, the total travel distance 
is saved by 30% and 37% with less than 4 and 5 minute delay on average

•  Sharing with at most 1 trip leads to 19% saving with the average delay 2 
minutes. 

[Ota and Vo, work in progress]	




How does Traffic Move in Manhattan?!
•  There are sensors spread over the city, e.g., speed cameras, 

E-Zpass readers
•  But coverage is very sparse
•  Can we use the taxi data to infer the missing information?
•  Challenge: taxi data contains only start and end positions of a 

trip



How does Traffic Move in Manhattan?!
•  Our approach:

•  Identify plausible routes for every trip
•  Use routes to infer traffic speed along the various roads – leverage the power 

of big data
•  Validated results against E-Zpass data
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How does Traffic Move in Manhattan?!
•  Our approach:

•  Identify plausible routes for every trip
•  Use routes to infer traffic speed along the various roads – leverage the power 

of big data
•  Validated results against E-Zpass data
•  Use visualization to explore traffic patterns
Fig. 10. Pathlines at four different time periods showing the most probable flow of taxis. Note that the pathlines tend to cross into Upper Manhattan
as the day progresses, indication relatively low movement of taxis towards Upper Manhattan during the day. The direction is color encoded from
yellow to red.

Fig. 11. Short 1 minute pathlines are used to identify direction of high speed traffic flow. Red pathlines indicate northward direction, while blue
pathlines indicate southward movement. Note that the direction of high speed is upward during the day, and reverses at 5 pm.

at 8 pm in parts of lower Manhattan, which hosts a lot of restaurants.
We also observe that the speed of traffic in and around Time Square
(green rectangle) is slow at this time.

High speed traffic flow. Path lines of short time duration can be used
to indicate the general direction of traffic flow. In this example, we are
interested in identifying the variation in speeds between north-bound
and south-bound traffic between Upper Manhattan and Lower Manhat-
tan, respectively. We accomplish this by visualizing short path lines,
where the choice of direction was based on highest speed. Fig. 11
shows high speed traffic flow at different times of the day. In particu-
lar, direction of high speed is usually northwards during the day. This
can be seen by the number of red pathlines at 8 am and 1 pm. Inter-
estingly, the direction of high speed traffic flow reverses at 5 pm. This
is the time people usually return home from work, thus resulting in
slower northward moving traffic. We found such a pattern only during
this period, and the direction of high speed was evenly spread towards
both directions later during the night.

We also observe that the direction of high speed traffic flow is usu-
ally along the avenues (vertical), and the direction of low speed traffic
is along the streets (horizontal). This is illustrated by the pathlines in
Fig. 1(c) and 1(e). This is because the traffic signal is longer along the
streets than avenues.

6.4 Simulating Road Blocks
Analysts at the DoT are also interested in understanding traffic pat-
terns around road blocks. In particular, how the speeds vary, and how
they effect the flow. Such road blocks are common in Manhattan,e.g.,
during parades. To support the study of what-if scenarios and help de-
cision makers plan for upcoming events, we can simulate road block-
age by setting the distance of the corresponding edges in the graph of
the road network to infinity during the duration of the event. The traf-
fic function for the time period of the blockage is computed using this
modified graph.

For this experiment, we chose to simulate the road block that hap-

8

[Poco et al., work in progress]	




Confession 1!
There are lots of data, but some are not easy 

to get…



Need connections!




Confession 2!
Why is TaxiVis so fast?


Not everybody knows what an index is…or can 

appreciate the intricacies of DB plumbing 


My analogy: If the Yellow pages were not 
sorted alphabetically, how long would it take 

you to find a business phone number?


They got it!





Confession 3!
Solving a real problem takes time


An end-to-end solution often requires expertise 

in different areas: data management, 
visualization, machine learning…


Need to collaborate!


If you collaborate with Vis folks, your papers will 

be beautiful and your plumbing will be more 
attractive 





Confession 4!
Building systems takes time


Building systems that others will use takes 

even more time


The impact of your work can be greatly 
magnified, but you can also waste a lot of time




Select carefully




Confession 5!
I talked about many problems and cool 

solutions…
That others came up with!


 I am just a supporting cast member


Building systems and solving real problems 

requires a great team


Select your people carefully




Conclusions!
•  Data exploration is challenging for both small and big data –  

need tools that are easy to use
•  The issue is not just size, but complexity
•  Need to enable domain experts to analyze data

•  Visualization is a powerful tool for data exploration
•  Pictures help us think – substitute perception for cognition
•  To support interactive visualizations, need more synergy between Vis 

and Data Management
•  Vis community is building their own database solutions [Fekete & 

Silva, IEEE DEB 2012]
•  Can we do better?

•  A way to get more visibility for our plumbing work ;-)



Conclusions (cont.)!
•  Lots of open data available – opportunity to better understand 

how cities work
•  Need the ability to freely weave together multiple data sets

•  Need to guide and support users more effectively explore data
•  Event-guided exploration

•  Great potential for data-driven simulation
•  Need scalable techniques to handle large and complex data

•  Many open problems around spatio-temporal data
•  Integration, querying, modeling
•  Querying the present: streaming data

•  DB community is well positioned to contribute and have 
tremendous practical impact – both in technology and 
education



 
 

ध"यवाद  
Thank you  
Obrigada 

Danke  
Merci  

Ευχαριστω!


