
Data quality assessment of very large database through
visualization system

João Marcelo Borovina Josko1, João Eduardo Ferreira1 (Advisor)

1Department of Computer Science
Institute of Mathematics and Statistics (IME)

University of São Paulo (USP)
São Paulo - SP - Brazil

{jmbj,jef}@ime.usp.br

Level: PhD
Enrollment in the program: February, 2011
Qualification Evaluation: September, 2013

Expected Completition: June, 2015
Steps completed: Taxonomy submitted as a paper and preliminary

framework structure
Future steps: Full framework and respective case study

Abstract. Data Quality Assessment outcomes are essential to improve data
quality and are required condition to support analytical processes. There are
several successful approaches to automate this support to syntactic data defects.
In contrast, the dependence of semantic data defects on data context knowledge
implies on human supervision. The visualization systems belong to a class of
supervised tools that can turn data defects into visual items. However, there
is no design support for this purpose. Hence, this paper presents a framework
to assist the design of these systems fitting the visual quality assessment of se-
mantic data defects. Such an approach is based on data defects structure, data
characteristics and user-centered tasks.

Quality in Big Data, Visual Data Quality Assessment, Semantic Data De-
fects, Visualization Design, Systematic Design, Information Visualization

1. Introduction
New technologies enable industry and scientific organizations to collect, store and dis-
tribute large databases to address their analytical processes. More than data processing
capacity, such a knowledge-intensive processes depend on reliable data to produce useful
outcomes. Improving and keeping data quality at desired level requires to reach out an
alternative based on numerous methods, techniques, procedures, processes and techno-
logical approaches. However, determining which the more effective resources are and
how to apply them implies knowing the current data quality state of databases; this is the
aim of the Data Quality Assessment process.

Relevant computational models support this process, specially for syn-
tactic data defects which have precise rules, like Functional Dependency Vi-
olation [Borovina Josko et al. 2014]. These models are based on quantitative
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[Alpar and Winkelsträter 2014] or constraint [Liu et al. 2012] functionalities and share a
non-interactive approach through data quality evaluation. In others words, they restrict
the human role to the interpretation of their outcomes [Dasu 2013].

However, the Data Quality Assessment process strongly depends on data con-
text knowledge since it is impossible to confirm or refute a defect based only on data
[Lee et al. 2009], [Dasu 2013]. The context specifies the structure of meaning between
data and an environment (e.g., a department of an organization). Hence, human super-
vision through this process is essential, even more to semantic data defects due to their
difficult rule specification (e.g. False Tuple) [Borovina Josko et al. 2014].

Visualization systems belong to a class of supervised approach that combines
computational capacities to pattern-finding and semantic distinctions innate to the hu-
man beings. There has been a huge literature in regard to design of these systems, such
as the relevant works by [Bertin 1983] and [Ware 2004]. However, such literature does
not provide adequate support to the design of visualization systems for the tasks of data
quality assessment.

Having set the problem, this work presents an approach to assist the design of vi-
sualization system for visual data quality assessment of large databases. Such an approach
is based on a systematic framework that encodes visualization system properties based on
data defects structure and data characteristics. Our hypothesis is: each data defect may be
connected to certain visualization system properties which enable the tasks of data quality
assessment.

The work reported here is organized as follows: Section 2 introduces some basic
foundations related to this work, while Section 3 reviews all related works. Section 4
describes this work’s main contributions. Section 5 draws the first results, while Section
6 presents the current work and future directions.

2. Foundations

2.1. Data Quality
Inadequate data quality directly affects the outcomes and costs of different working pro-
cesses, especially the knowledge-intensive ones [Redman and Blanton 1997]. Moreover,
such an inadequacy also leads to enormous effort towards the required needs of relevant
projects (e.g., Data Warehouse, Re-engineering) and prevents organization to provide re-
liable data to customers and partners.

However, the consequences aforementioned correspond to impurities that arise at
any point of the data life cycle [Redman and Blanton 1997]. The life cycle is a model that
exposes the various activities (data acquisition, maintenance, use, disposal) on data as
well as the elements (software, hardware, working processes, people) in charge of these
activities. Gathered, they determine multiple ways to affect data quality.

2.2. Data Quality Assessment
The Data Quality Assessment process involves inspecting and understanding prioritized
data regions, according to the Data Quality Dimensions (e.g., completeness and accuracy).
It is a collaborative process that provides practical inputs for choosing the most suitable
alternative to solve inadequate data [Lee et al. 2009].
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Besides the data context (Section 1), performing a data quality assessment re-
quires to consider additional key issues (organizational, cultural and technical) to ensure
its final cost lower than the benefits [Lee et al. 2009]. Particularly, data defects are rel-
evant technical issues because they occur in different granularities (e.g. attribute, tuple,
relationship) and share complex relationships chains that requires assessing all grains to
ensure their absence. For all these reasons, automation of the Data Quality Assessment
process is essential to its efficiency and efficacy [Rahm and Do 2000], [Dasu 2013].

2.3. Visualization and Visual Analytics
The visualization research area investigates the use of computational resources to syn-
thesize visual interactive metaphors to enable interpretations of special facts within large
amounts of data [Ware 2004]. Thus, its purpose is to make the corresponding behavior
of data perceptible to the human mind. Historically, visualization has two interrelated
disciplines: scientific visualization deals with physical references inherited from data; in-
formation visualization is concerned with visual mapping of abstract and non spatial data.
This work is naturally related to the latter.

The increasing data volume prevents data analysis to be addressed only by visual
or computational models. Visual Analytics represents an interdisciplinary effort (involv-
ing human-computer interaction, cognitive science, among others) to combine human,
computational and visual communication capacities to enable reasoning in large data vol-
umes [Thomas and Cook 2005]. Gathering the best of all worlds, Visual Analytics is an
important support to detect inadequate quality of data.

3. Related Works
Knowledge concerning the design of visualization systems is encoded in different forms
that offer distinct levels of depth and primary foci. Due to the huge literature and space
restrictions, only certain papers are introduced.

Taxonomies organizes core concepts about visualization system, such as
[Shneiderman 1996]. Guidelines describes recommendations to design visualizations
systems in given conditions. While certain guidelines provide directions for particu-
lar issues [Baldonado et al. 2000], others assume a broader picture of visualization sys-
tems [Tang et al. 2004]. In contrast, implementations offers design examples through
the description of visualization systems for data quality assessment. Such imple-
mentations reveals certain visual or systemic appeal to address syntactic data defects
[Rundensteiner et al. 2007], [Kang et al. 2008], [Kandel et al. 2012].

Reference Models is the most robust support to visualization system design, which
is driven by different theoretical perspectives and purpose. Certain models are based
on theories as psychophysics [Csinger 1992], visual perception [Ware 2004] or cogni-
tive psychology [Patterson et al. 2014]. In terms of purpose, certain models are con-
cerned with automatic visualization generation [Casner 1991], [Zhu et al. 2009], rules for
graphic construction [Bertin 1983], [Wilkinson et al. 2006] or activities involved with vi-
sualization design [Card et al. 1999].

Close to this study, the Spatial Data Quality (SDQ) and the Uncertainty Visual-
ization (UV) explore the relationship between the data quality and the decision-making
processes [Devillers et al. 2006]. Both research areas systematically describe models and
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classifications combining data characteristics, space and time to determine the visual sym-
bols [Potter et al. 2012] or visual variables [Thomson et al. 2005] to expose uncertainties.

Knowledge Encodings Main Characteristics
Taxonomy - Describes visualization properties. Little support on designing
Guideline - Does not address the Data Quality Assessment process

- Does not provide a systematic approach for designers
- Proposals are unrelated, unstructured and susceptible to contradiction

Implementation - Does not describe how visual data quality assessment was considered
- Does not describe how data defects structures was considered
- Does not provide a systematic approach for designers
- Visualization is a Quality-aware media
- Addresses some syntactic defects, mostly

Reference Model - Does not address the Data Quality Assessment process
(All the others) - Driven to a limited repertoire of visual attributes and techniques (Automation)
Reference Model - Shares a mathematical and statistical basis for data quality assessment
(SDQ and UV) - Visualization is a Quality-aware media (expose data uncertainties)
This study’s Approach - Driven to the Data Quality Assessment process

- Visualization is media for extracting and correlating relevant information,
until gathering a set of evidences to confirm or refute a data defect
- Provide a systematic approach for designers
- Strongly based on semantic data defects structure

Table 1. Brief Comparison between Approaches (Source: The authors)

Although such literature offers a seminal knowledge, it can not assist the design of
visualization systems for assessment of the semantic data defects. Among the reasons (see
Table 1), such literature does not address a key element of the Data Quality Assessment
process: the structures of the data defects. These structures disclose the data behavior and
relationships toward which reasoning and actions are directed. In other words, these are
the information to be extracted from the visual stimuli for subsequent cognitive process-
ing. Hence, the design must use this knowledge to align visualization systems properties
to the demands of the tasks of visual data quality assessment [Patterson et al. 2014].

There has been much literature describing data defects. Certain relevant litera-
ture has used the hierarchical model [Rahm and Do 2000] or mathematical formalization
[Oliveira et al. 2005] to explain defects in a broad sense. More recently, such defects
have also been analyzed using data warehouse [de Almeida et al. 2013] and temporal
[Gschwandtner et al. 2012] perspectives. However, an analysis of such literature shows
remarkable discrepancy in terminology, nomenclature, description, defects coverage and
granularity of defects nomination.

4. Contributions
Due to the related works limits, the contributions of this work are as follow: a more
representative defects taxonomy of atemporal and structure data; a framework that sys-
tematically encodes data quality assessment characteristics to core visualization systems
properties. They represent the first systematic support to the design of visualization sys-
tems for visual data quality assessment.

4.1. A Data Defects Taxonomy based on a Formal Framework
The limitations of the data defect literature (see Section 3) make difficult to answer ques-
tions about data quality assessment process: What is the problem structure behind each
defect? What is the representative set of defects related to the quality dimensions of ac-
curacy, completeness and consistency? Which defect subset requires human supervision?
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The taxonomy proposed to answer these questions resulted from applying three
steps in sequence. The review step used a theoretical approach to the identification of
data defects through re-examining topics, such as conceptual data modeling, transfor-
mation decisions between conceptual and logical models, and relational theory based on
[Maier 1983], [Elsmari and Navathe 2010]. This review also determined the terminology
and mathematical formalism.

Granularity
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Semantic

Atypical Tuple - - • - -
Contradictory Attribute - - - - •
Contradictory Circular Reference - - - • •
Duplicate Tuples - - - • •
False Tuple - - • - -
Heterogeneous Granularity - • - - -
Heterogeneous Measurement Unit - • - - -
Homonymous Values - • - - -
Incorrect Reference - - - • •
Incorrect Value • - - - -
Missing Reference - - - • •
Missing Tuple - - • - -
Overloaded Tuple - - • - -
Synonymous Values - • - - -

Table 2. Classified Data Defects (partial list) [Borovina Josko et al. 2014]

The subsequent step classified each data defect according to the nature of the
efforts involved in its detection. Semantic nature indicates that a defect diagnosis requires
data domain knowledge due to the impossibility of rule delimitation, which eliminates the
use of fully computational solutions. Syntactic nature suggests that a defect has precise
rules, allowing purely computational models to contribute.

The final step classified each data defect based on its place or granularity of oc-
currence, including attribute value, single attribute, single tuple, single relation or inter-
relation (binary relationship), which involves one or more database instances. The result-
ing classes from the last two procedures are the basis to classify the data defects listed in
Table 2.

4.2. A Framework based on visualization system properties for Data Quality
Assessment

Only the integration of certain visualization properties can provide appropriate support
to the tasks of visual data quality assessment [Ware 2004], [Casner 1991], [Bertin 1983].
However, the related works can not guide the visualization designer to such goal (see
Section 3). The systematic framework proposed to address this situation resulted from
applying three steps in sequence. In all of them, the interactive visualization prototypes
used are based on R environment and its graphical libraries [Chambers 2008].

The first step represents the framework preliminary formulation, illustrated at Fig-
ure 1. An user-centered task set establishes the visualization system requirements for data
assessment purpose. These requirements are mapped to visualization properties (design
domain), such as the analytical visual perception [Rodrigues et al. 2007]. The character-
istics of these tasks are determined by the problem domain elements. The manipulated
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Figure 1. Framework Structure (Source: The authors)

data specify the attributes and data resolution. Data defects are essential to determine
kinds of data patterns, relationships among values or granularity to look for through a
task, while task class is related to a three-level analytical process: overall, characteriza-
tion and assessment.

The subsequent step intends to enhance the framework’s structure through a ex-
ploratory case study. Such method is used to comprehend which and how the properties
of visualization system may favor (or not) the detection of each semantic defect, accord-
ing to its structure. The analysis units of this case comprise of visualization techniques
with different characteristics (planar or visual) and certain interaction techniques, such as
sorting, attributes arrangement, filtering and zooming. The synthetic databases to be used
will range from 1000 to 50000 tuples, which about 1% are defective.

The third step is a thoughtful exploration of the framework in practice. A case
study will show the viability of the framework to assist the design of a interactive vi-
sualization prototype capable to support the tasks regarding to the assessment of certain
semantic data defect. Such a prototype has visual resolution reduction capacities through
filters because it is intended to use a synthetic database with near 50 millions tuples, which
about 5% are defective.

Although the framework provides the core guiding for visualization systems de-
sign for visual data quality assessment, it does not represent exhaustive rules. To leverage
the interpretation of data defects, the framework must treat the cognitive theories and the
social collaborative interactions. These issues represent one of the future work directions.

5. First Results

The taxonomy (see Section 4.1) has been submitted to JDIQ (Journal of Data Quality and
Information). It provides a greater coverage of data defects mathematically formalized
and satisfies different data quality assessment needs, as guiding the basic design decisions
of supervised systems. The example below is an fragment of such a taxonomy.

Definition (Incorrect Value): Let Σ be the work tape alphabet of an OTM, such that Σ = R(A). Let Γ be
the oracle tape alphabet of an OTM, such that Γ = {0, 1}. Let A be the OTM oracle that contains all of the
attributes of relation R that faithfully represent facts about objects of the interest domain. An attribute has an
incorrect value iff ∃a ∈ R(A) : OA(a) = 0.
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An incorrect value is an unfaithful or contradictory representation of facts about objects of the interest domain.

Example 1: A customer’s birth date is 03/10/1970, but it was represented as 01/01/1980.
Example 2: A customer’s name is “Ridley Scott”, but it was represented as “Joan Ridley”.

In turn, the framework’s preliminary result shows the systematic encoding of a
core set of suitable visualization system properties, as illustrates the visual assessment of
atypical value defect in Figure 2. At upper left, the Task Set section represents the tasks
sequence in regard to such a defect. These tasks are mapped (one by one) to visualization
system properties, as seen in the Mappings section. The Final List section gathers all
these properties which are use to design a R interactive prototype using synthetic data
(shown at right).

Figure 2. Framework in practice - preliminary study (Source: The authors)

It is worth to mention that this work has explored the probability sampling as a data
volume reduction solution. The general idea is use the inference statistic to increase the
probability to sample suspicious data in regard to defect structure. Due to the complexity
and the impact on this work’s scope, such a subject was left as future work.

6. Current Work and Future Directions
The current effort executes the exploratory case study to collect qualitative information
about the relationship between each semantic data defect and visualization system proper-
ties. Subsequently, such an information will be basis for enhancing the framework prelim-
inary structure. Lastly, a case study will explore the framework in practice. Additionally,
a second paper will be produced to gather all these findings.
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