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Abstract Novel networking technologies such as massive Internet-of-Things and
6G-and-beyond cellular networks are based on ultra-dense wireless communications.
A wireless communication channel is a shared medium that demands access control,
such as proper transmission scheduling. The SINR model can improve the perfor-
mance of ultra-dense wireless networks by taking into consideration the effects of
interference to allow multiple simultaneous transmissions in the same coverage area
and using the same frequency band. However, scheduling in wireless networks under
the SINR model is an NP-hard problem. This work presents a bioinspired solution
based on a genetic heuristic to solve that problem. The proposed solution, called
Genetic-based Transmission Scheduler (GeTS) produces a complete transmission
schedule optimizing size, increasing the number of simultaneous transmissions (i.e.,
spatial reuse) thus allowing devices to communicate as soon as possible. Simulation
results are presented for GeTS, including a convergence test and comparisons with
other alternatives. Results confirm the ability of the solution to produce near-optimal
schedules.

1 Introduction

There is a noticeable trend in networking technologies towards ultra-density. Exam-
ples include cellular networks [8, 41], wireless sensor networks [7, 31] and massive
Internet-of-Things [19, 25]. As a wireless channel is a shared medium [43], inter-
ference among multiple transmissions must be taken into consideration to allow the
multiple devices to communicate efficiently. One of the most common ways to deal
with interference is to define a schedule for the transmissions, separating transmit-
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ting devices in space or time [39]. Scheduling has also to take into consideration
other characteristics of the communication channel, such as the fact that the power
of the transmitted signal decreases with the distance. Efficiently scheduling com-
munications over wireless links is essential to guarantee the latency and throughput
requirements of ultra-dense networks.

The SINR (Signal-to-Interference-and-Noise-Ratio) model has been used to rep-
resent the effect of cumulative interference on signal reception in wireless networks
[20, 21]. This model allows multiple simultaneous transmissions that do interfere
with one another, as long as the power level of an interfering signal transmitted from
one source is low enough not to prevent the proper receptions of signals transmit-
ted from the other sources. The so-called “spatial reuse” improves the efficiency of
ultra-dense networks by allowing multiple signals to be transmitted simultaneously
by devices that are within the coverage areas of each other and using the same
frequency spectrum. Spatial reuse is only possible if mutual interference does not
prevent the correct reception of the multiple simultaneous transmissions by their
respective destinations. The greater the number of simultaneous transmissions, the
greater the spatial reuse.

Thus, in the SINR model, it is necessary to schedule transmissions taking advan-
tage of spatial reuse as much as possible. Time is divided into slots, and devices are
scheduled to specific slots along with other devices with which mutual interference
does not damage signal reception. Informally, the objective is to obtain the minimum
schedule that allows all devices to communicate. This objective also implies having
the largest feasible subsets of transmissions that can be scheduled simultaneously
across all slots. Such a schedule that has (ideally) the minimum number of time slots
needed for all devices to communicate, also reduces the time each device has to
wait until it can communicate. The scheduling problem in SINR wireless networks
has been proven to be NP-hard [17]. For this reason, much of the work in this area
explores approximation algorithms [32, 18, 2, 4, 21, 5, 1]. Although those algo-
rithms are important from the theoretical point of view, they have little application
in practice [36]. The fact that there is still a need for practical and efficient schedul-
ing algorithms for SINR wireless networks has been the main motivation for us to
propose a novel strategy to solve the problem.

This work presents a bioinspired solution to the problem of scheduling in wireless
networks under the SINR model, which is called the Genetic-based Transmission
Scheduler (GeTS) [13]. The proposed strategy consists of a scheduling algorithm
for ultra-dense wireless networks that is based on the TDMA access mechanism
(Time Division Multiple Access). The strategy is based on the so-called “down-to-
earth heuristic” designed to improve spatial reuse: each device only communicates
with its closest device [11]. Genetic heuristics are inspired by Darwin’s principle
of natural selection [24]. They are probabilistic algorithms that have a parallel and
adaptive search engine based on the principle of the survival of the fittest. This search
technique does not require any prior knowledge. Therefore, they can solve complex
problems and obtain solutions close to the optimum in a reasonable execution time.

GeTS introduces a new evolutionary model for solving the SINR scheduling
problem. A population of individuals (each representing a candidate schedule to
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solve the problem) evolves over generations. To do so, we designed crossover and
mutation mechanisms that allow the efficient exploration and exploitation of the
search space. The objective is to find the schedules of minimum size, i.e., with
the minimum number time of slots possible. Besides presenting a convergence
test to show the feasibility of the proposed algorithm, we evaluated the ability of
GeTS to achieve near-optimal schedules for different numbers of devices, including
comparisons with two other alternative algorithms.

The remainder of this work is organized as follows. Sections 2 and 3 describe the
SINR model and the scheduling problem under the SINR model, respectively. Section
4 introduces GeTS, the Genetic-based Transmission Scheduler. Section 5 shows the
results of two experiments conducted to evaluate GeTS. Finally, conclusions are
presented in Section 6.

2 The SINR Model

The SINR (Signal-to-Interference-plus-Noise Ratio) model, also known as the phys-
ical interference model or physical model, is a wireless network model that considers
the effects of cumulative interference on signal reception and the effects of path loss
on the transmitted signal power. This model has been shown empirically [40, 29] to
provide a good approximation of real wireless communication environments.

The SINR model employs the signal-to-noise interference ratio metric to deter-
mine the quality of wireless communication links. This metric defines a criterion
to determine whether a given transmission can take place. Equation 1 shows how
the so-called SINR threshold y is employed to determine whether a signal sent by a
device i can be correctly received by a device j, and is described in this section. The
SINR threshold is computed based on three properties of wireless communications.
The first is a property related to signal propagation, the path loss, according to which
the power level of the transmitted signal Pr; fades as it travels through free space.
We assume that the devices are on the Euclidean plane and that the power of the
transmitted signal decreases according to the inverse of the distance between the
transmitter i and the receiver j, represented by d(i, j) raised to an exponent that
represents path loss, @. This particular signal propagation model has been called by
some authors the geometric SINR model [18, 23].
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The two other properties refer to noise and interference between signals. Noise
corresponds to spurious signals that cannot be avoided and are usually present in any
communication. Antennas and even the receiving circuit can be sources of noise.
Noise interferes with the transmissions. The SINR model represents all noise from
different sources as a single constant Ny called background noise.
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Interference occurs when multiple transmissions in the same frequency spectrum
take place simultaneously. A device in the coverage area of multiple transmitters
receives a composition of signals. Typically, a receiver is only responsible for de-
coding a single signal, which is the one with the highest power level, so that all
others are considered interfering signals [28]. Note that technologies such as CDMA
(Code Division Multiple Access) and MIMO (Multiple Input Multiple Output) allow
a single device to simultaneously receive signals from multiple transmitters, but they
are not employed in this work.

Next, we describe how a device determines the power level of its transmissions.
We assume each device i only makes a transmission to the closest device j. Consider
that i is the only device making a transmission. In this case, the minimum power level
Pr;, required by device i to communicate successfully with j is shown as equation
2 below.

Pr;
d@i.je _
No

However, in order to allow simultaneous transmissions, the transmission power
level must be set so that the SINR condition at each receiver is above the minimum
limit. We call this extra power the spare SINR level, ¥pqre. Thus the transmission
power Pr; adopted by device i is such that the resulting SINR at the receiver j is
Y + VYspare» s shown in equation 3.

Pri=vy+-No-d(i,j)* ()

d(i.j)*
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The spare power makes spatial reuse possible, under certain conditions. The
amount of interference power Pg supported by the receiver j, when considering the
reception of the signal transmitted by the device i, is given by the following equation,
where Pg; is the power level at the receiver j, given by fl(f,—T]?){l:
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It is necessary to properly schedule transmissions in order to enforce that they
are successful and also take advantage of spatial reuse and improve the performance
of the system as a whole. The next section presents an overview of the problem of
scheduling communications under the SINR model.

3 Scheduling in the SINR Model

Regardless of the particularities of specific models, all wireless networks rely on the
same basic technology: data is transmitted with radio waves over the air, a shared
communication medium. Any shared communication medium requires a protocol
to manage access, which coordinates the way the multiple devices communicate



A Genetic Scheduling Strategy with Spatial Reuse for Dense Wireless Networks 5

with each other. Those protocols fall into two broad types: contention-based and
contention-free. Devices running protocols of the first type employ a strategy based
on tries, which can either succeed or fail, for instance, due to collisions. On the other
hand, contention-free protocols try to prevent collisions by properly scheduling
the transmissions. TDMA (Time Division Multiple Access) is a widely adopted
contention-free strategy [12], described next.

TDMA allows multiple devices to share the same frequency channel by scheduling
the transmissions on different time intervals, called time slots. Data is transmitted in
packets, each of which requires a single time slot to reach the destination. A TDMA
frame consists of a number of time slots, that number is called the frame length.
Recall that the SINR model allows spatial reuse, i.e., multiple transmissions can
be scheduled to the same slot, thus improving the performance of the system as a
whole. The so-called Spatial- TDMA, or simply STDMA, is a TDMA model that
allows spatial reuse [35]. Figure 1 illustrates an example of an STDMA schedule
where n devices are scheduled over a frame of S time slots, each device is allowed
to transmit a single packet per frame.

Slot Slot Slot Slot Slot

1 2 3 4 e w S

alale @
= STDMA frame Time”

Fig. 1: A STDMA scheduling example.

An STDMA schedule must ensure that transmissions — including those that are
simultaneous — can be correctly received. This problem has been called the “link
scheduling problem” [32], which has the purpose to assign transmissions from a
specific source to a specific destination to the time slots. In this context, link € = (i, j)
represents a transmission, where i is the source and j is the destination. The length
of the link is defined as the Euclidean distance d(i, j) between the sender and the
receiver. A scheduling algorithm assigns links to time slots, establishing an order
for all the transmissions. The greater the number of simultaneous links in a given
time slot, the greater the spatial reuse. For this reason, the amount of spatial reuse
achieved is often employed as an evaluation metric for scheduling algorithms [16].
Note that the resulting system is multi-hop, i.e. it is not fully connected — there are
pairs of devices that are not connected by direct communication links. Thus in order
to allow an arbitrary device to send a message to another arbitrary device, another
step that consists of routing is required to allow an arbitrary device to communicate
with another arbitrary device.
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The scheduling problem has been considered under three main aspects [21]. The
first aspect is gain, which corresponds to how much power a signal loses along
the path until reaches some destination. The second aspect is power control, which
corresponds to the strategy adopted to determine the power level to transmit a signal.
Finally, the third aspect is the scheduling objective - the primary purpose to be
achieved by the algorithm. The scheduling problem for the SINR model can be
found in three main versions in the literature: One-Slot Scheduling Problem - OSSP,
Weighted One-Slot Scheduling Problem - WOSSP, and Multi-Scheduling Problem
slot - MSSP. OSSP takes as input a set of links, and the objective is to maximize
the number of links that are scheduled simultaneously in a single slot such that all
transmissions are correctly received. WOSSP is a version of OSSP in which each
input link is assigned a weight. The weight can correspond for instance to the relative
priorities of the different transmissions which the links represent. The objective of
the problem is to select a subset of the weighted links such that the total weight or
associated value is maximized and the SINR value on each receiver is at least equal
to the SINR threshold. MSSP aims at scheduling all links in as few slots as possible
while ensuring that all messages are correctly delivered.

The seminal work by Moscibroda and Wattenhofer [32] [3, 9] proves that the
complexity of the number of time slots to schedule a set of links grows polylogarith-
mically with the number of devices. They also propose an algorithm that generates
schedules of O(log*n) slots for n devices strongly connected and using a non-linear
power assignment scheme. In [33] the same authors prove that the number of time
slots required to schedule all links of an arbitrary topology is proportional to the
squared logarithm of the number of devices times a predefined static interference
measure.

As mentioned before, the scheduling problem for the SINR model has been
proved to be NP-hard [17]. In the same work, the authors propose an approximation
algorithm that starts by creating partitions of the input set of links that are scheduled
separately. The authors show that the schedules produced by the algorithm have an
approximation ratio that is proportional to the link length diversity, which can be
informally explained as the ratio between the longest and shortest links. Chafekar
and others [6] also consider end-to-end routing besides solving the link scheduling
problem. The model adopted by [17] is a simplified version of the exact SINR, which
is considered by Blough and others [4]. There have been other related efforts, mostly
theoretical in nature [21].

A bioinspired approach has also been proposed recently [37]. First, the authors
present a new genetic algorithm (GA) to select the maximum subset of the links
among nodes of a wireless network under the SINR model, which may be scheduled
to make transmissions at the same time slots. The genetic algorithm is based on
a constraint-handling mechanism to find optimal link schedules. The authors give
analytical proofs that the algorithm is guaranteed to produce link schedules that
are optimal. Another genetic algorithm is also presented, this one an algorithm
that can be executed in a parallel way. The parallel genetic algorithm relies on
both data decomposition and exploratory decomposition and is shown empirically to
perform (in terms of running time) significantly better than the serial algorithm, with
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significant speed-ups. The algorithm was implemented using OpenMP and is shown
(empirically) to scale well as the size of the network grows. The implementation was
based on multi-threads in the master-slave model, and the speed-ups are up to 10.4,
confirming significant reductions in the execution times. Note that this work solves
the OSSP problem with the objective of maximizing the number of transmissions
in a (single) time slot. Thus it is not comparable with the solution proposed in the
present paper. In the next section, we present a bioinspired strategy as a feasible
solution to the MSSP problem, i.e. the objective is to obtain a schedule with the
minimum number of time slots.

4 The Proposed Bioinspired Scheduling Strategy

In this section, we present GeTS — the Genetic Transmission Scheduler, a bioinspired
solution for the STDMA scheduling problem!. Bioinspired computing draws inspira-
tion from natural phenomena, such as the evolution of species and teamwork among
individuals of particular species, to solve computational problems. Genetic algo-
rithms are stochastic heuristics based on Darwinian principles [22, 14, 15]. Those
algorithms have been successfully used to solve optimization problems in a variety
of fields, such as network resource allocation [44, 30], fault diagnosis [10, 34], secu-
rity [38, 26], among many other areas. Genetic heuristics are well known to achieve
optimal global solutions in acceptable computation time.

In our context, the genetic algorithm is used to find a complete STDMA schedule,
in which every device is assigned to a time slot. Each device has the opportunity to
make a transmission in its assigned time slot. After the last time slot, the schedule is
executed again and this goes on indefinitely. The main objective is to find a schedule
with the smallest possible number of time slots, thus being classified as an MSSP
scheduling problem. The trivial solution to the complete schedule problem is to
assign a single device to each time slot. In that case, the schedule size (total number
of time slots) is equal to the number of devices. In order to reduce the size, it is
necessary to maximize global spatial reuse, i.e. assign as many devices as possible to
communicate simultaneously. In other words: minimizing the schedule size implies
maximizing spatial reuse across all time slots. Note that reducing schedule size has
advantages not only in terms of raising the efficiency of the network as a whole but
also in reducing the time it takes for a device to communicate.

A major goal of GeTS is to provide a configurable solution, in the sense that the
user can tune a set of parameters that affect scheduling. Parameters are either related
to the SINR model or to the genetic algorithm itself. The parameters related to the
SINR model are path loss, background noise, interference limits, and maximum time
slot size. In order to improve the chance that multiple simultaneous transmissions
can be scheduled for the same time slots thus improving spatial reuse, the strategy
employs the down-to-earth heuristic: each device only communicates with its closest

1 Available at https://github.com/ViniGarcia/GeTS
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device. Thus the problem becomes that of scheduling links connecting two devices,
the positions of which in the Euclidean plane are known. The transmission power
level is individually adjusted by each device according to the distance to the closest
device, as described in Section 2. Every device is assumed to be able to detect the
start of each time slot.

Genetic algorithms evaluate generations of individuals, each individual represent-
ing a possible solution to the problem at hand. Each individual has a chromosome
that carries information about the solution to the problem. The chromosome consists
of multiple genes carrying alleles that represent solutions to specific parts of the
problem. The set of individuals executing a genetic algorithm is called its popula-
tion. In the case of GeTS, each individual carries a valid schedule. The chromosome
corresponds to a schedule, i.e. a vector of time slots, each particular time slot (i.e.,
a sub-vector) is a gene, and each device is scheduled into a time slot (gene) is an
allele. Figure 2 illustrates the representation of the problem modeled with GeTS.

Individual's Cromosome (schedulling)

Gene Gene Gene Gene

(time slot)| |(time slot)| |(time slot) (time slot)
000 00-0 000" 00-C
L - J - - J L -+ J

Alleles Alleles Alleles Alleles

(devices) (devices) | | (devices) (devices)

Fig. 2: GeTS: problem representation.

A genetic algorithm starts with an initial population, that must be generated
beforehand, consisting of a predefined number of valid individuals (called the popu-
lation size). A valid individual is a candidate for solving the problem. In the proposed
solution, an initial population of schedules of the maximum size (number of devices)
is generated with unique and random genes, each of which corresponds to a time
slot. Next, each gene is tested to check if all its assigned devices (alleles) can perform
simultaneous transmissions. If that is the case, the gene is validated and becomes
part of the chromosome of a given individual. If not, one of the devices is removed
from the time slot, and the validity of the corresponding gene is checked again. As
mentioned above, in the worst case that has no spatial reuse, a chromosome has the
number of genes equal to the number of devices in the network: a single device is
scheduled to transmit in each time slot. This worst-case individual is always accepted
as valid.

Evolution is accomplished in genetic algorithms by crossing and mutating indi-
viduals. Individuals present in a given generation are used to create new individuals
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that will belong to the next generation. A crossover between individuals occurs ac-
cording to a given rate, which is the probability of two or more selected individuals
producing new individuals for the next generation. The proposed solution uses a
binary crossover mechanism in which two new individuals are always created from
two individuals that already exist. The crossover strategy employed consists of mix-
ing half of the genes of each individual, thus generating two new individuals: each
with half of the alleles of the parents. As a given device (allele) cannot appear twice
in the genes of an individual, occasionally it is necessary to replace some alleles of
the resulting genes in the new chromosomes.

The selection of an individual for the crossover process is based on a binary
tournament. Binary tournaments receive as input two individuals randomly selected
from the current generation, the best of which is selected. The selection is based
on an objective function, which in the case of GeTS leads to the choice of the
individual with the chromosome with the smallest number of genes. GeTS requires
the execution of two binary tournaments to determine the pair of individuals to
CTOSSOVeT.

Mutations are also employed by genetic algorithms in order to promote the evo-
lution of the population in the following generations. In this process, the genes of
specific individuals’ chromosomes are modified according to some particular strat-
egy. Mutations also occur according to a particular rate, similar to crossover. GeTS
adopts the following mutation strategy: two genes are randomly chosen, merged,
and checked to be valid, i.e. whether the devices (alleles) can make transmissions
in the same time slot. If the mutation is valid, the resulting individual has a smaller
chromosome — one gene less than the original one. If the mutation is invalid, it is
discarded, and the original individual is returned intact.

As the proposed model relies both on external optimization (by rearranging
chromosomes during crossover) and internal optimization (by integrating alleles
during mutation), the crossover and mutation rates are typically high. This behavior
is not usual in most genetic algorithms, which typically have a high crossover rate
and a low mutation rate. However, the problem at hand — STDMA scheduling —
has properties that do require this particular configuration of the rates to guarantee
proper exploration and exploitation of the search space. Thus, the optimization can
both converge to local optima and approximate the global optimum.

Finally, the proposed genetic heuristic can be classified as elitist: only the top 10%
of individuals are kept from one generation to the next. This process allows for safe
explorations since it guarantees that individuals with the best fitness of a generation
are not lost in the next one.

5 Experimental Evaluation

This section describes the experiments executed to evaluate the proposed bioinspired
scheduler. The first experiment consists of a convergence test of the genetic algorithm.
The second experiment evaluates the algorithm’s ability to approximate the optimal
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(i.e., minimum size) schedule. The third experiment compares the algorithm to
a greedy heuristic presented for the Down-to-Earth heuristics. Finally, a fourth
experiment is presented comparing GeTS with the Stochastic k-Greedy algorithm.

5.1 Convergence Test

The first experiment is the convergence test, which was executed to check the fea-
sibility of the proposed genetic algorithm by determining whether it can evolve and
eventually converge to a result after a certain number of generations (even if it is to a
local optimum). For that convergence test, there is no predefined limit to the number
of generations the genetic algorithm can create. In order to determine convergence,
the following criterion was defined. In the convergence test, GeTS was employed to
produce schedules for a highly dense network of 50 devices randomly placed on a
50mX50m area. The SINR parameters were set as follows (for all experiments): the
path loss was set @ = 4; the SINR threshold y = 20 decibels, while y;pare = 50
decibels and the background noise Ny = —90dBm. The genetic algorithm was con-
figured to operate with a population of 30 individuals, a maximum slot size of 15,
and a crossover and mutation rate of 0.7. The algorithm stops evolving after it reaches
a generation for which the mean of the objective function (scheduling size) is the
same as that of the previous 100 generations.

The results are shown in Figure 3, where each dot indicates the average size
of schedules created in a given generation, and the error bars indicate the size of
the worst (largest) and best (smallest) schedule of that generation. As can be seen
in the graph, the first set of 100 generations produced schedules with an average
size of 28.93 time slots, after further evolution with the application of crossover
and mutation they reached an average size of 13.33 time slots in generation number
3400. By generation 3500 the algorithm had converged according to our criteria.
The variation of the average size of schedules over the generations, as it increases
and decreases reflects how the exploration of the search space was pursued by the
genetic heuristic. The convergence and results were considered satisfactory.

5.2 Evaluation: GeTS Vs. The Optimal Algorithm

The second experiment was executed to evaluate the performance of the GeTS al-
gorithm, in particular, its ability to produce a schedule with a size that is close to
or equal to the optimum. For this reason, we compared GeTS with an optimal algo-
rithm based on the down-to-earth heuristics [11], i.e. the only links considered are
those from each device to its closest device. The algorithm computes the optimal,
minimum-sized schedules. The power level of the transmissions adopted by each de-
vice is as described in Section 2, being set to a level that guarantees that the resulting
SINR at the receiver is the minimum necessary to ensure that the transmission is
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Fig. 3: Convergence test.

successful plus an extra margin that makes space reuse possible (y + ¥spare). For

each link € = (i, j), the set of devices that can transmit simultaneously with i without

preventing j from receiving i’s signal is computed. This computation is based on the

SINR inequality (Equation 1). Let the sum of the interference power that allows the

correct reception of the signal by j be at most Py for link £ = (i, j). Thus the accept-
P

Ti
able interference power supported by j must satisfy inequality Po < <20° — N,
For a transmitting device k to transmit simultaneously with £ = (i, j), the power of
the signal received by j from k must be less than or equal to Pgp.

The optimal algorithm employs the method described in the previous paragraph
to determine the sets of transmissions (links) that can be scheduled to transmit
simultaneously with each link £ = (i, j). After checking all possible combinations,
the optimal algorithm generates a list of sets called § that contains sets of devices
that can transmit simultaneously in the same time slot. All combinations are checked
to find the minimum-sized schedule.
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5.3 Evaluation: GeTS Vs. Down-To-Earth Heuristic Algorithm

GeTS was also compared with the down-to-earth heuristic algorithm presented in
[11]. The algorithm also computes the list of sets called ¢ that contains sets of devices
that can transmit simultaneously in the same time slot. That algorithm models the
problem as a graph Gs = (V, E) in which the vertices are the ¢ sets, and there is
an edge in E between every two vertices representing ¢ sets that have a device in
common. Each device only needs to be in a single ¢ set (time slot). The final schedule
is obtained by obtaining a Maximal Independent Set on G, which is done employing
the efficient algorithm by Tsukiyama and others [42].

The scheduling strategies were compared for systems with 5, 7, and 10 devices.
The reason we stopped at this system size is that the optimal algorithm took a very
long time to execute for larger numbers of devices. Areas of five different sizes
were considered: 50m X 50m, 75m X 75m, 100m X 100m, 150m X 150m, and
200m X 200m. Simulations were repeated 1,000 times, each for a different random
distribution of the devices across the area. Comparisons of the GeTS and Down-
to-Earth heuristic algorithm with the optimal algorithm for the different area sizes
are shown in Figures 4 (5 devices), 5 (7 devices), and 6 (10 devices). The y axis
shows the percentage of cases for which the algorithm in question produces exactly
the same solution as the optimal algorithm.

I Down-to-Earth
. GeTS

100% A

80% A

60%

40% A

20% A

Percentage of Solutions Equal to the Optimal

50m x 50m 75m x 75m  100m x 100m 150m x 150m 200m x 200m
Area Size

Fig. 4: Comparison with the optimal algorithm: scenarios with 5 devices.
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Fig. 5: Comparison with the optimal algorithm: scenarios with 7 devices.
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Fig. 6: Comparison with the optimal algorithm: scenarios with 10 devices.
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Results show that GeTS gets very close to the optimum, regardless of the number
of devices considered, producing 90% or greater than that percentage of optimal
schedules in all scenarios. This means that in most cases, the algorithm can efficiently
find the best solution from the vast space of possible solutions. It can be observed
that the GeTS algorithm is more efficient than the Down-to-Earth algorithm in terms
of obtaining the smallest schedule.

Figures 4, 5, and 6 also show that the percentage of optimal schedules decreases
as the number of devices increases. To further investigate this fact, Figure 7 shows
the percentage of schedules with no spatial reuse. In other words, the figure shows
the percentage of schedules for which no pair of devices could be found to transmit
simultaneously. In those cases, the schedule size is equal to the number of devices,
since each device is assigned to transmit in a single time slot. From Figure 7 it is
also possible to conclude that spatial reuse potentially increases as the number of
devices grows.

I 5 devices
7 devices
I 10 devices

100% A

80% A

60% A

40% A

20% A

Percentage of Scenarios Without Spatial Reuse

50m x 50m  75m x 75m 100m x 100m 150m x 150m 200m x 200m
Area Size

Fig. 7: Percentage of schedules with no spatial reuse.

On the other hand, the growth of the number of devices implies the growth of the
number of possible combinations of transmitting devices that could be scheduled
for the same time slot. For the optimal algorithm, the number of alternatives to
check grows very fast as the algorithm is exponential. Notwithstanding, Figure 8
confirms that GeTS is able to obtain schedules for systems with from 5 to 50 devices
in short time frames. The figure shows the results of the mean execution times of
10,000 GeTS executions for different placements of the devices. Note that GeTS



A Genetic Scheduling Strategy with Spatial Reuse for Dense Wireless Networks 15

Mean Execution Time (s)
=P NN W W A ~n
o 0 o 0 o U o wu o
1 1 1 1 1 1 1 1 1

o
(9]
1

o
1

T T
5 10 15 20 25 30 35 40 45 50
Number of Devices

Fig. 8: Mean of the execution time of the GeTS algorithm.

was implemented in Python, even better results could certainly be obtained for a
compiled language.

5.4 Evaluation: GeTS Vs. SK-Greedy

Finally, we compare the results of GeTS with those of the Stochastic K-Greedy (SK-
Greedy) greedy heuristic, which was adapted to generate STDMA SINR schedules.

Sk-Greedy is a simple and efficient heuristic that schedules links produced by the
Down-To-Earth strategy problem in wireless networks under the SINR model. The
heuristic selects k random candidates among all possible links, thus evaluating only
those candidates to find a local solution to the problem instead of going through
every possible link in each step. k is an input parameter defined by the user. In the
next phase, either the best or the first viable candidate from the set of k candidates is
selected as the solution. The global problem state is then updated, and the process is
repeated until Sk-Greedy finds a complete solution, i.e., a schedule in which every
device is assigned to a time slot.

Sk-greedy is a stochastic heuristic. As Sk-Greedy selects random candidates at
each step of the problem, the global search space is explored efficiently. Furthermore,
it also exploits unexpected, specific portions of the search space.



16 Vinicius Fulber-Garcia, Fabio Engel, and Elias P. Duarte Jr.

180.1

1
0| R 7406

1 154.23
0 R 16.23

136

1
20 I 251

Number of Devices

oo | IR 25 56
I 19

o | 1826
B 153 = GeTS

% SK-Greedy

| | | | | |
0 20 40 60 80 100

Schedule Size

Fig. 9: Comparison between GeTS and SK-Greedy (area size = 400m x400m)

To increase the probability that a global optimum solution is found, the SINR
scheduler can run Sk-Greedy multiple times, thus giving rise to a set of diverse but
complete alternatives for the scheduling problem. After computing that diverse set of
solutions, they are compared so that it is possible to select the best schedule, i.e., the
one with the highest amount of spatial reuse, which corresponds to the least number
of time slots. That schedule is produced as the final output. To compare the multiple
solutions, it is actually possible to employ the evaluation result values directly, in
the case of mono-objective optimization, as the problem at hand. If multiple criteria
were used (multi-objective optimization), it would be possible to employ strategies
such as Pareto frontiers [27].

We call “Sk-Greedy Scheduler” the proposed scheduling algorithm based on the
Sk-Greedy heuristic. The Sk-Greedy Scheduler receives as input the position of
all devices on the Euclidean plane (x and y coordinates). The scheduler consists
of the following three phases: (i) in the first phase, the communication graph is
built given the locations of all devices and the rules for the existence of a link
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between two devices defined by the Down-To-Earth heuristics; (ii) as the Sk-Greedy
Scheduler is a link scheduler, in the second phase of the algorithm, links are selected
for allocation to each time slot, creating candidate schedules; (iii) the candidate
schedules are evaluated in the final phase, and a decision is taken. The Sk-Greedy
Scheduler produces slots iteratively, one by one until it finally has a complete schedule
candidate (second step of the algorithm described above). The strategy to generate
each is described next. Initially, there are no links assigned to the slot, and the
algorithm selects a random link in the set of links available to schedule. The Sk-
Greedy heuristic then proceeds to select k — 1 more links to be assigned to the
slot.

Overall the process consists of three steps: (1) the heuristic selects k available
links randomly; (2) for each selected set of links, there is a verification of whether
the transmission corresponding to a link can be simultaneous with the other links
that have already been allocated to the slot; (3) the heuristic adopts the first-viable
approach, i.e., it simply selects the first link which can be simultaneous with the others
already in the slot. Now, all the other links become available again (were selected but
not used), and the algorithm goes back to step (1). The algorithm stops after none of
the k randomly selected available links can be assigned to the slot. The slot is then
closed, and included in the current candidate schedule. The algorithm proceeds to
the next slot, and the whole process is then repeated. The criterion employed by the
algorithm to stop trying to generate slots is an empty set of available links, i.e., all
links are assigned to some slot, and there is a complete schedule candidate.

Finally, the Sk-Greedy scheduler reaches the third and final step in which all
scheduled candidates are evaluated. As mentioned above, it suffices to employ a
mono-objective criterion: the selection of the candidate with the highest spatial
reuse, i.e., that has the minimum number of times slots among all candidates. The
mono-objective function employed as the criterion to select the best schedule among
all candidates is shown in Equation 5. In case of a tie, i.e., multiple candidates have
the minimum number of time slots, and the algorithm returns all those candidates as
solutions to the problem.

Scheduling
min Z 1 (5)
Slots

Note that the algorithm always returns some schedule that respects the constraints
established by the SINR model. The best possible schedule would be one that consists
of a single slot in which all devices transmit simultaneously, actually an impractical
scenario. In the worst case, the scheduler will produce as output a schedule in which
the number of slots is exactly the number of links, i.e., no spatial reuse.

We verified through empirical tests that setting K=5 provided a good cost-benefit
ratio between the results and the execution time of the SK-Greedy algorithm, and
this configuration was adopted for the whole experiment. The experiment consisted
of simulating an increasing number of devices in a 400m x 400m area: 50, 100, 200,
400, and 800 devices. We ran these simulations 30 times for both algorithms (GeTS
and SK-Greedy) and checked the results produced after 20 seconds of execution time.
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The results are shown in Figure 9, including the mean and standard deviation of the
smallest schedule sizes returned by each of the 30 executions. It is possible to see
that the sizes of the schedules generated by the two algorithms grow as the number
of devices increases. Note that the search spaces also increase with the number of
devices, and the same criterion to stop the algorithms was employed in all scenarios.
Thus both algorithms performed a smaller number of generations/rounds and took
longer to generate a schedule as the number of devices increased.

It is possible to see however that GeTS generates significantly smaller (better)
schedules than those generated by the SK-Greedy heuristic in all scenarios. Although
it produces competitive results, SK-Greedy is heavily dependent on a completely
random factor: the selection of devices to be tested in an iteration. Thus, SK-Greedy
disregards information from previous schedules when generating new schedules
(it focuses on exploration). GeTS, on the other hand, benefits from the crossover
strategy to merge and adapt previously evaluated schedules to improve them for
future generations. This strategy, together with mutation, enables a balance between
exploration and exploitation, which facilitates the generation of better schedules and
the eventual convergence of the algorithm.

6 Conclusion

This work presented GeTS, a bioinspired solution to the scheduling problem in
wireless networks under the SINR model. The trend towards ultra-dense wireless
networks connecting very large numbers of devices raises concerns about mutual
interference, which can represent a formidable obstacle to achieving the required
performance levels. In this context, the SINR model represents a solution by allowing
spatial reuse, i.e. multiple simultaneous transmissions, by taking into account the
effects of cumulative interference on signal reception and the effects of path loss on
the transmitted signal power, as well as background noise. However, it is necessary to
schedule transmissions, so that the mutual interference of devices that communicate
simultaneously does not damage signal reception. The objective is to obtain the
minimum schedule that consists of the minimum number of time slots needed for all
devices to communicate, also reducing the time it takes for a device to communicate.
The scheduling problem in SINR wireless networks has been proven to be NP-hard
[17].

The proposed bioinspired solution solves the time scheduling problem for this
model in a feasible time. GeTS consists of a genetic algorithm that assumes the so-
called down-to-earth heuristics, according to which each device only communicates
with its closest device. The algorithm demanded high crossover and mutation rates
and was evaluated in terms of convergence and ability to produce good solutions to
the problem. Simulations were executed for different scenarios, including ultra-dense
networks with as many as 50 and 800 devices per 5S0mX50m and 400mX400m areas,
respectively. The solution was also compared with other alternatives, and results show
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that GeTS gets very close to the optimum and always produced results that are better
than those of two other heuristic algorithms.
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