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Preface

ACIIDS 2016 was the eighth event of the series of international scientific conferences
for research and applications in the field of intelligent information and database sys-
tems. The aim of ACIIDS 2016 was to provide an internationally respected forum for
scientific research in the technologies and applications of intelligent information and
database systems. ACIIDS 2016 was co-organized by the Vietnam–Korea Friendship
Information Technology College (Vietnam) and Wrocław University of Technology
(Poland) in co-operation with IEEE SMC Technical Committee on Computational
Collective Intelligence, Bina Nusantara University (Indonesia), Ton Duc Thang
University (Vietnam), and Quang Binh University (Vietnam). It took place in Da Nang
(Vietnam) during March 14–16, 2016.

The ACIIDS conference series is well established. The first two events, ACIIDS
2009 and ACIIDS 2010, took place in Dong Hoi City and Hue City in Vietnam,
respectively. The third event, ACIIDS 2011, took place in Daegu (Korea), while the
fourth event, ACIIDS 2012, took place in Kaohsiung (Taiwan). The fifth event,
ACIIDS 2013, was held in Kuala Lumpur in Malaysia, while the sixth event, ACIIDS
2014, was held in Bangkok, Thailand. The last event, ACIIDS 2015, took place in Bali
(Indonesia).

We received papers from 36 countries all over the world. Each paper was peer
reviewed by at least two members of the international Program Committee and inter-
national reviewer board. Only 153 papers with the highest quality were selected for oral
presentation and publication in the two-volume proceedings of ACIIDS 2016.

Papers included in the proceedings cover the following topics: knowledge engi-
neering and the Semantic Web, social networks and recommender systems, text pro-
cessing and information retrieval, database systems and software engineering,
intelligent information systems, decision support and control systems, machine learn-
ing and data mining, computer vision techniques, intelligent big data exploitation,
cloud and network computing, multiple model approach to machine learning, advanced
data mining techniques and applications, computational intelligence in data mining for
complex problems, collective intelligence for service innovation, technology oppor-
tunity, e-learning and fuzzy intelligent systems, analysis of image, video, and motion
data in life sciences, real-world applications in engineering and technology,
ontology-based software development, intelligent and context systems, modeling and
optimization techniques in information systems, database systems, and industrial sys-
tems, smart pattern processing for sports, and intelligent services for smart cities.

Accepted and presented papers highlight the new trends and challenges of intelligent
information and database systems. The presenters showed how new research could lead
to novel and innovative applications. We hope you will find these results useful and
inspiring for your future research.



We would like to extend our heartfelt thanks to Mr. Jarosław Gowin, the Deputy
Prime Minister of the Republic of Poland and Minister of Science and Higher Edu-
cation for his support and honorary patronage over the conference.
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their support.

Our special thanks go to the program chairs, special session chairs, organizing
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for the conference. We sincerely thank all members of the international Program
Committee for their valuable efforts in the review process, which helped us to guar-
antee the highest quality of the selected papers for the conference. We cordially thank
the organizers and chairs of special sessions, who essentially contributed to the success
of the conference.

We also would like to express our thanks to the keynote speakers (Prof. Tzung-Pei
Hong, Prof. Saeid Nahavandi, Prof. Jun Wang, and Prof. Piotr Wierzchoń) for their
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proceedings, and all our other sponsors for their kind support.
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Abstract. Multimedia reasoning, which is suitable for, among others, multi-
media content analysis and high-level video scene interpretation, relies on the
formal and comprehensive conceptualization of the represented knowledge
domain. However, most multimedia ontologies are not exhaustive in terms of
role definitions, and do not incorporate complex role inclusions and role inter-
dependencies. In fact, most multimedia ontologies do not have a role box at all,
and implement only a basic subset of the available logical constructors.
Consequently, their application in multimedia reasoning is limited. To address
the above issues, VidOnt, the very first multimedia ontology with SROIQðDÞ
expressivity and a DL-safe ruleset has been introduced for next-generation
multimedia reasoning. In contrast to the common practice, the formal grounding
has been set in one of the most expressive description logics, and the ontology
validated with industry-leading reasoners, namely HermiT and FaCT++. This
paper also presents best practices for developing multimedia ontologies, based
on my ontology engineering approach.

Keywords: Ontology � OWL � MPEG-7 � Video metadata � Video retrieval �
Linked Open Data � Knowledge representation

1 Introduction to Multimedia Reasoning

Description logics (DL), which are formal knowledge representation languages, have
been used in logic-based models for multimedia retrieval and reasoning since the 1990s
[1]. They are suitable for the expressive formalization of multimedia contents and the
semantic refinement of video segmentation [2]. DL-based knowledge representations,
such as OWL ontologies, can serve as the basis for multimedia content analysis [3], event
detection [4], high-level video scene interpretation [5], abductive reasoning to differen-
tiate between similar concepts in image sequence interpretation [6], and constructing
high-level media descriptors [7], particularly if the ontology contains not only termino-
logical and assertional axioms (that form a knowledge base), but also a role box and a
ruleset. Ontology rules make video content understanding possible and improve the
quality of structured annotations of concepts and predicates [8]. Natural language pro-
cessing algorithms can be used to curate the represented video concepts while preserving
provenance data, and assist to achieve consistency in multimedia ontologies [9].
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In contrast to ontologies of other knowledge domains, video ontologies need a
specific set of motion events to represent spatial changes of video scenes, which are
characterized by subconcepts, multiple interpretations, and ambiguity [10]. Research
results in structured video annotations are particularly promising for constrained
videos, where the knowledge domain is known, such as medical videos, news videos,
tennis videos, and soccer videos [11].

In spite of the benefits of multimedia reasoning in video scene interpretation and
understanding, most multimedia ontologies lack the expressivity and constructors
necessary for complex inference tasks [12]. To address the reasoning limitations of
multimedia ontologies, the VidOnt ontology has been introduced, which exploits all
mathematical constructors of the underlying expressive description logic, and features a
role box and a ruleset missing from previous multimedia ontologies for automated
scene interpretation and video understanding [13]. VidOnt is suitable for the knowl-
edge representation and lightweight annotation of objects and actors depicted in videos,
providing technical, licensing, and general metadata as structured data, as well as for
multimedia reasoning and Linked Open Data (LOD) interlinking.

2 Formalism with Description Logics

The majority of web ontologies written in the Web Ontology Language (OWL) are
implementations of a description logic [14]. Description logics are decidable fragments
of first-order logic (FOL): DL concepts are equivalent to FOL unary predicates, DL
roles to FOL binary predicates, DL individuals to FOL constants, DL concept
expressions to FOL formulae with one free variable, role expressions to FOL formulae
with two free variables, and so on. Description logics are more efficient in decision
problems than first-order predicate logic (which uses predicates and quantified vari-
ables over non-logical objects) and more expressive than propositional logic (which
uses declarative propositions and does not use quantifiers). A description logic can
efficiently model concepts, roles, individuals, and their relationships.

Definition 1 (Concept). The concept C of an ontology is defined as a pair that can be
expressed as C = (XC, YC), wherein XC � X is a set of attributes describing the concept,
and YC � Y is the domain of the attributes, YC ¼ [x2Xc Yx

Definition 2 (Role). A role is either R 2 NR, an inverse role R– with R 2 NR, or a
universal role U1.

A core modeling concept of a description logic is the axiom, which is a logical
statement about the relation between roles and/or concepts.

Definition 3 (Axiom). An axiom is either

1 In the SROIQ description logic. Many less expressive DLs do not provide inverse roles, and no
other ontology supports the universal role, which has been introduced in SROIQ.
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• a general concept inclusion of the form A ⊑ B for concepts A and B, or
• an individual assertion of one of the forms a : C, (a, b) : R, (a, b) : ¬R, a = b or

a ≠ b for individuals a, b and a role R, or
• a role assertion of one of the forms R ⊑ S, R1 ◦ … ◦ Rn ⊑ S, Asy(R), Ref(R), Irr(R),

Dis(R, S) for roles R, Ri, S.

After determining the domain and scope of the ontology, and potential term reuse
from external ontologies, the terms of the knowledge domain are enumerated, followed
by the creation of the class hierarchy, the concept and predicate definitions, their
relationships, and individuals. Both the first-order logic and the description logic syntax
correspond to OWL, so axioms written in either syntax can be translated to the desired
OWL serialization, such as Turtle, as demonstrated in Table 1.

The data model of the VidOnt ontology has been formalized in the very expressive
yet decidable SROIQðDÞ description logic, which exploits all constructors of OWL 2
DL from concept constructors to complex role inclusion axioms, as will be discussed in
the following sections.

Definition 4 (SROIQ ontology).ASROIQ ontology is a setO of axioms including
ϱ ⊑ R complex role inclusions, Dis(S1, S2) disjoint roles, C ⊑ D concept inclusions,
C(a) concept assertions, and R(a, b) role assertions, wherein ϱ is a role chain, R(i) and S(i)
are roles,C andD are concepts, and a, b individuals, such that the set of all role inclusion
axioms in O are ≺ -regular for some regular order ≺ on roles.

2.1 Concept Constructors

The SROIQ description logic supports a wide range of concept expression con-
structors, including concept assertion, conjunction, disjunction, complement, top
concept, bottom concept, role restrictions (existential and universal restrictions),
number restrictions (at-least and at-most restrictions), local reflexivity, and nominals.

Definition 5 (SROIQ Concept Expression). A set of SROIQ concept expres-
sions is defined as C :: = NC | (C ⊓ C) | (C ⊔ C) | ¬C | ⊤ | ⊥ | 9R.C | 8R.C | ⩾nR.C |
⩽nR.C | 9R.Self | {NI}, wherein C represents concepts, R is a set of roles, and n is a
non-negative integer.

Table 1. Description logic to OWL 2 DL translation examples

DL Axiom Turtle syntax

a ≈ b a owl:sameAs b .

a ≉ b a owl:differentFrom b .

C ⊑ D C rdfs:subClassOf D .

C(a) a rdf:type C .

R(a, b) a R b .

R–(a, b) b R a .

A Novel Approach to Multimedia Ontology Engineering 5



2.2 Axioms

VidOnt defines terminological, assertional, and relational axioms. As you will see,
constructors not exploited in previously released multimedia ontologies, in particular
the role box axioms, significantly extend the application potential in data integration,
knowledge management, and multimedia reasoning.

2.2.1 TBox Axioms
The concepts and roles of VidOnt have been defined in a hierarchy incorporating de
facto standard structured definitions, and can be deployed in fully-featured knowledge
representations in an RDF serialization, such as Turtle or RDF/XML, or as lightweight
markup annotations in HTML5 Microdata, JSON-LD, or RDFa. Terminological
knowledge is included in VidOnt by defining the relationship of classes and properties
as subclass axioms and subproperty axioms, respectively, and specifying domains and
ranges for the properties. The TBox axioms leverage constructors such as subclass
relationships (⊑), equivalence (≡), conjunction (⊓), and disjunction (⊔), negation (¬),
property restrictions (8, 9), tautology (⊤), and contradiction (⊥).

Definition 6 (TBox). A TBox T is a finite collection of concept inclusion axioms in
the form C ⊑ D and concept equivalence axioms in the form C ≡ D, wherein C and
D are concepts.

For example, TBox axioms can express that live action is a movie type, or narrators
are equivalent to lectors, as shown in Table 2.

2.2.2 ABox Axioms
Individuals and their relationships are represented using ABox axioms.

Definition 7 (ABox). An ABox A is a finite collection of axioms of the form x:D,
⟨x, y⟩:R, where x and y are individual names, D is a concept, and R is a role. An
individual assertion can be

• a concept assertion, C(a)
• a role assertion, R(a, b), or a negated role assertion, ¬R(a, b)
• an equality statement, a ≈ b
• an inequality statement, a ≉ b

wherein a, b 2 NI individual names, C 2 C a concept expression, and R 2 R a role,
each of which is demonstrated in Table 3.

Table 2. Expressing terminological knowledge with TBox axioms

DL Syntax Turtle syntax

liveAction ⊑ Movie :liveAction rdfs:subClassOf :Movie .

remakeOf ⊑ basedOn :remakeOf rdfs:subPropertyOf :basedOn .

Narrator ≡ Lector :Narrator owl:equivalentClass :Lector .

6 L.F. Sikos



2.2.3 RBox Axioms
Most multimedia ontologies define terminological and assertional axioms only, which
form a knowledge base only, rather than a fully-featured ontology.

Definition 8 (Knowledge Base). A DL knowledge base κ is a pair ⟨T ;A⟩ where

– T is a set of terminological axioms (Tbox)
– A is a set of assertional axioms (Abox)

Beyond Abox and TBox axioms, SROIQ also supports role box (RBox) axioms to
collect all statements related to roles and the interdependencies between roles, which is
particularly useful for multimedia reasoning.

Definition 9 (RBox). A rule box (RBox) R is a role hierarchy, a finite collection of
generalized role inclusion axioms of the form R ⊑ S, role equivalence axioms in the
form R ≡ S, complex role inclusions in the form R1 ◦ R2 ⊑ S, and role disjointness
declarations in the form Dis(R, S), wherein R and S are roles, and transitivity axioms of
the form R+ ⊑ R, wherein R+ is a set of transitive roles.

Some examples for role box axioms are shown in Table 4.

2.3 DL-Safe Ruleset

While SROIQðDÞ, the description logic of OWL 2 DL, is very expressive, it can only
express axioms of a certain tree structure, because OWL 2 DL corresponds to a
decidable subset of first-order predicate logic. There are decidable rule-based for-
malisms, such as function-free Horn rules, which are not restricted in this regard.

Table 3. Asserting individuals with ABox axioms

DL Syntax Turtle syntax

computerAnimation(Zambezia) :Zambezia a :computerAnimation .

directedBy(Unforgiven,
ClintEastwood)

:Unforgiven :directedBy :ClintEastwood .

房仕龍 ≈ JackieChan :房仕龍 owl:sameIndividualAs
:JackieChan .

RobinWilliams ≉ RobbieWilliams :RobinWilliams owl:differentFrom
:RobbieWilliams .

Table 4. Modeling relationships between roles with RBox axioms

DL Syntax Turtle syntax

starredIn ◦ starredIn ⊑ co-starred :co-starred owl:propertyChainAxiom
(:starredIn :starredIn) .

Dis(parentOf, childOf) :x a owl:AllDisjointProperties ;
owl:members (:parentOf :childOf) .

basedOn ◦ basedOn ⊑ basedOn :basedOn a owl:TransitiveProperty .

A Novel Approach to Multimedia Ontology Engineering 7



Definition 10 (Rule). A rule R is given as H ← B1, …, Bn(n ≥ 0), wherein H, B1, …,
Bn are atoms, H is called the head (conclusion or consequent) and B1, …, Bn the body
(premise or antecedent).

While some OWL 2 axioms correspond to rules, such as class inclusion and property
inclusion, some classes can be decomposed as rules, and property chain axioms provide
rule-like axioms, there are rules that cannot be expressed in OWL 2 rules. For example, a
rule head with two variables cannot be represented as a subclass axiom, or a rule body
that contains a class expression cannot be described by a subproperty axiom. To add the
additional expressivity of rules to OWL 2 DL, ontologies can be extended with SWRL2

rules which, however, make ontologies undecidable. The solution is to apply DL-safe
rules, wherein each variable must occur in a non-DL-atom in the rule body [15], i.e.,
DL-safe rules can be considered SWRL rules restricted to known individuals. DL-safe
rules are very expressive and decidable at the same time.

Definition 11 (DL-safe rule). Let KB be a SROIQðDÞ knowledge base, and let NP be
a set of predicate symbols such that NC[NRa[NRc�NP. A DL-atom is an atom of the
form A(s), where A 2 NC, or of the form R(s, t), where R 2 NRa[NRc . A rule R is called
DL-safe if each variable in R occurs in a non-DL-atom in the rule body.

As an example, assume we have axioms to define award-winning actors (1–4).

AwardWinnerActor � won:9Award ð1Þ

Actor að Þ; Actor bð Þ; Actor cð Þ ð2Þ

Award dð Þ ð3Þ

won a; dð Þ ð4Þ

Based on the axioms, a DL-safe rule can be written to infer new assertional axioms
(5).

AwardWinnerActor xð Þ  won ?x; ?yð Þ ð5Þ

Using the above rule (5), reasoners can infer that actor a is an award winner (6).

AwardWinnerActor að Þ ð6Þ

Without a DL-safe restriction containing special non-DL literals O(x) and O(y) in
the rule body and the assertion of each individual, reasoners would assert that actors a,
b, and c are award winners (7).

AwardWinnerActor að Þ; AwardWinnerActor bð Þ; AwardWinnerActor cð Þ ð7Þ

2 Semantic Web Rule Language.
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3 Multimedia Reasoning

The feasibility and efficiency of automated reasoning relies on the accurate concep-
tualization and comprehensive description of relations between concepts, predicates,
and individuals [16]. Advanced reasoning is infeasible without expressive constructors,
most of which are not implemented in multimedia ontologies other than VidOnt. For
example, the Visual Descriptor Ontology (VDO), which was published as an “ontology
for multimedia reasoning” [17], has in fact very limited description logic expressivity
(corresponding to ALH) and reasoning potential. In the next sections we compare
TBox and ABox reasoning supported by most ontologies to Rbox and rule-based
reasoning not supported by any multimedia ontology except VidOnt.

3.1 Tableau-Based Consistency Checking

Most OWL-reasoners, such as FaCT++, Pellet, and RacerPro, are based on tableau
algorithms. They attempt to construct a model that satisfies all axioms of an ontology to
prove (un)satisfiability. Based on the ABox axioms, a set of elements is created, which
is used to retrieve concept memberships and role assertions. Typically, the constructed
intermediate model does not satisfy all TBox and RBox axioms, so the model is
updated accordingly with each iteration. As a result, new concept memberships and
role relationships might be generated. When a case distinction occurs, the algorithm
might have to backtrack. If a state is reached where all axioms are satisfied, the
ontology is considered satisfiable. OWL 2 reasoners, such as HermiT, usually use a
tableau refinement based on the hypertableau and hyperresolution calculi to reduce the
nondeterminism caused by general inclusion axioms [18].

To demonstrate integrity checking with reasoning, assume the following axioms:

actsY lives ð8Þ

canActY:DeadActor ð9Þ

ActorYDeadActortLivingActor ð10Þ

activeActorY lives:Actoru8lives:canAct ð11Þ

activeActor að Þ ð12Þ

Based on the only ABox axiom (12), tableau-based reasoners would assume that
a is an active actor, which would not satisfy the definition of living actors (11). Next,
reasoners would introduce a new concept which logically corresponds to the Person
concept. The connection between the individual (a) and the new concept (Person) is
defined with the acts predicate. As a result, the definition of active actors (11) is now
satisfied, however, other TBox axioms are invalidated (8 and 10). To address this issue,
reasoners would introduce a lives connection between individual a and the Person
concept. Finally, a case distinction is needed, because a person can be either dead
(DeadActor) or alive (LivingActor). In the first case, (11) is violated because of the
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second part of its consequence. To address this issue, Person has to be marked with
canAct, which in turn invalidates (9), meaning that Person must be ¬DeadActor.
Because Person cannot be marked with both DeadActor and ¬DeadActor, the algorithm
needs to backtrack. In the second case, Person is marked as LivingActor, which vio-
lates (11), so Person must be marked with canAct, which invalidates (9). Consequently,
Person is marked as ¬DeadActor, which leads to a state with a knowledge represen-
tation model satisfying all axioms, upon which reasoners can conclude that the
ontology is satisfiable.

3.2 RBox and Rule-Based Reasoning over Audiovisual Contents

Take a simplistic example which combines RBox reasoning with rule-based reasoning
not supported by any other multimedia ontology but VidOnt, to infer statements that
are not explicitly defined. Assume the following base ontology:

Actor að Þ; Actor bð Þ; Actor cð Þ; Actor dð Þ ð13Þ

Movie mð Þ; Series sð Þ; partOf m; sð Þ ð14Þ

partOf � starredInY co-starredWith ð15Þ

starredIn a; mð Þ; starredIn b; mð Þ; starredIn c; mð Þ; starredIn d; sð Þ ð16Þ

Also assume the following rule:

starredIn ?x; mð Þ ! co-starredWith ?x; dð Þ ð17Þ

Based on the ABox and TBox axioms (13, 14, 16) and the DL-safe rule (17),
reasoners can generate new object property assertions about the actors who co-starred
with actor d (24–26):

co-starredWith a; dð Þ; co-starredWith b; dð Þ; co-starredWith c; dð Þ ð18Þ

Furthermore, based on the property chain axiom (15), it can be inferred that actors
who starred in at least one part of a series appeared in the series (19):

starredIn a; sð Þ; starredIn b; sð Þ; starredIn c; sð Þ ð19Þ

The resulting axioms are automatically generated with full certainty, making the
combination of complex role inclusion axioms and DL-safe rules suitable for big data
implementations where manual annotation is not an option, for video cataloging to
automatically generate new axioms through user or programmatic queries, and for
knowledge discovery, such as identifying factors from medical videos that, when occur
together, indicate a serious condition or disease.
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4 Conclusions and Future Work

Multimedia ontology engineers often apply a bottom-up, top-down, or hybrid devel-
opment method without mathematical grounding. The majority of mainstream
domain-independent and domain-specific multimedia ontologies introduced in the past
decade, with or without MPEG-7 alignment, lack complex role inclusion axioms and
DL-safe rules, and are limited to terminological and assertional knowledge. Conse-
quently, most multimedia ontologies are actually controlled vocabularies, taxonomies,
or knowledge bases only, rather than fully-featured ontologies, and are not suitable for
advanced multimedia reasoning. To address the above issues, concepts, roles,
individuals, and relationships of the professional video production and broadcasting
domains have been formally modeled using SROIQðDÞ, one of the most expressive
decidable description logics, and then the axioms translated into OWL 2. The vocab-
ulary of the new ontology has been aligned with standards in a new concept and role
hierarchy. To further improve expressivity, SROIQðDÞ has been combined with
DL-safe rules, without sacrificing expressivity yet ensuring decidability by restricting
rules to known individuals. There is ongoing work to extend this core ruleset further to
reach an even higher level of reasoning power.
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Abstract. The fashion domain has been one of the most growing areas
of e-commerce, hence the issue of facilitating cloth searching in fashion-
related websites becomes an important topic of research. The paper deals
with measuring the similarity between items of clothing and between
complete outfits, based on the semantic description prepared by users and
experts according to a previously developed fashion ontology. Proposed
approach deals with different types of attributes describing clothes and
allows for calculating similarity between the whole outfits in a domain-
aware manner. Exemplary results of experiments performed on real cloth-
ing datasets are presented.

Keywords: Clothes similarity · Object retrieval · Recommender systems

1 Introduction

Recently the fashion domain has been one of the most dynamically growing
areas of e-commerce and social networking. Given the popularity of the topic,
especially among women, number of potential customers is vast.

At the same time, buying clothes on-line poses a bigger problem, than in
other areas of e-commerce. First, lack of physical contact with the merchandise
is for many people a discouraging factor. Second, due to the great variety of
clothing styles and certain difficulties in clearly and unambigously describing
them, it is quite difficult to search for desirable clothes. Futhermore, in real-life
shopping for clothes it is quite common to ask for advice of a shopping assistant.

Due to the above factors, the analysis and representation of clothes became
an important topic of research within several subareas of computer science,
including computer vision, knowledge representation, information retrieval and
recommender systems. The method presented in this paper is intended to be
incorporated in the fashion recommender system being currently under develop-
ment. The ultimate goal of the system is to learn the individual style of the user
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(based on the outfits owned by them and on their clothing preferences expressed
in other ways) and then to recommend some matching new clothes.

An important part of such system is comparing clothes in terms of fashion
and visual characteristics. The proposed similarity measure aims at expressing
the level of resemblance between two complete outfits (each consisting of any
number of garments), and can be used in two basic usage scenarios:
– directly finding clothes similar to a given reference outfit;
– clustering outfits in order to recognize distinguishable styles.

The rest of the paper is organized as follows. Section 2 contains the review
of relevant literature dealing with similar problems. Section 3 presents proposed
method of representing clothing items and outfits. In Sect. 4 the proposed similar-
ity measures is described, both for single clothing items and for complete outfits.
Section 5 presents some experimental results. Section 6 concludes the paper.

2 Previous Works

Analysing various fashion-related data just recently became an active area of
research. Most of the work has been done in the field of computer vision, focusing
on analysing images containing clothes and outfits.

Zhang et al. [7] proposed a human-computer interaction system called a
responsive mirror, intended to be used as an interactive tool supporting shopping
in a real retail store. Cloth type and some attributes are automatically extracted
from the image and similar clothes are looked for in a database. Di et al. [3] pro-
posed a method to recognize clothes attributes from images, limiting the area of
interest to one category of clothes (coats and jackets). A similarly limited app-
roach can be found in [1], where only upper body clothes are analysed. The main
focus in all the above research is on computer vision aspects and the semantic
description of clothing is very limited. Also, none of the above deals with the
whole outfits, only with single items of clothing.

The topic of similarity between items of clothing has been dealt with in [2,6].
In [2] the issue of similarity is taken only from computer vision perspective, no
semantic description of clothing is considered. In [6] authors propose a tabular
structure to describe cloth characteristics and then propose a procedure to cal-
culate the similarity. Their proposed structure lacks the flexibility that can be
achieved using the fashion ontology described in the next section of this paper.
Also, both above mentioned papers deal only with single elements of clothing,
no means of analysing complete outfits is proposed.

General similarity measures intended for usage in retrieval tasks are discussed
in [4,5]. However they do not deal with domain-specific issues related to fashion
datasets.

3 Semantic Description of Clothing

For the purpose of creating fashion recommender system, a lightweight fashion
ontology has been developed. Then some clothing images have been collected
and semantically annotated in accordance with the ontology.



Finding Similar Clothes Based on Semantic Description 15

3.1 Clothing Ontology

The four most important concepts of the developed fashion ontology are:

– cloth type (a class representing a type of clothing, e.g. trousers, shirt etc.);
– cloth attributes (describing a particular cloth item, e.g. sleeve length, collar

type, colour etc.);
– cloth item (a single, particular instance of clothing, described by some

attributes);
– cloth set (a complete outfit; a composition of clothes, intended to be worn

together).

Fig. 1. Excerpt from the cloth type taxonomy defined within the fashion ontology.

A cloth type taxonomy has been defined (see Fig. 1), arranging all cloth types
into a hierarchy, the first level of which corresponds to most general categories
of clothing – 7 main categories were defined:

– upper body (e.g. shirt, sweater),
– lower body (e.g. jeans, skirt),
– whole body (e.g. dress, suit),
– footwear (e.g. boots, high-heels),
– headwear (e.g. hat, baseball cap),
– outerwear (e.g. coat, leather jacket),
– accessories (e.g. purse, tie, scarf).
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Cloth attributes are defined on different levels – some are common to all
cloth types (e.g. colour), some to only certain cloth categories (e.g. sleeve length
and cut, dress cut, heels height etc.). The attributes are divided into to groups:

– fashion attributes – pertaining to particular characteristics of clothes in terms
of shape or cut (e.g. sleeve length, dress style, heel type etc.);

– visual attributes – pertaining to the purely visual, non-fashion specific char-
acteristics (colour, brightness, vividness, pattern).

Other concepts defined within the ontology cover different types of materials
and possible usage contexts for a given outfit.

3.2 Clothing Dataset

The data under consideration is organized as follows. Each item of clothing is
described using a set of attributes, appropriate for a given cloth type. However,
none of the attributes is mandatory, hence different items can be described using
different sets of attributes even if they belong to the same category and/or type.

An example of a semantic description of one item is given below:

– type – shirt;
– attributes – colour: sky blue; pattern: stripes; brightness: 0.8; vividness: 0.1;

sleeve length: long; sleeve cut: slim; collar type: Italian; material: cotton.

Given the cloth type “shirt”, the category “upper body” can be inferred.
The ontology contains mostly categorical attributes (e.g. sleeve length) and

several real-valued ones (e.g. brightness). The colour attribute receives special
treatment, as will be explained in the next section.

The most important concept forming the dataset is cloth set (or outfit),
consisting of several cloth items of any type. No constraints have been imposed
on the contents of a set. Some typical sets contain the following combinations of
elements (in terms of the general cloth category):

Fig. 2. Exemplary outfit from the obtained fashion dataset, containing two reference
items – a red dress and a denim jacket (Color figure online).
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– 1x upper body, 1x lower body, 1x outerwear, 1x footwear (e.g. shirt, trousers,
jacket, shoes);

– 1x whole body, 1x footwear, 2x accessories (e.g. dress, high-heels, purse, scarf);
– 2x upper body, 1x lower body, 1x headwear (e.g. shirt, pullover, jeans, hat).

Given the extreme variability of outfit composition in real life, the flexibil-
ity achieved using the above approach is crucial to properly represent fashion
information. However, this level of flexibility poses a problem when trying to
compare outfits or to search for an outfit similar to a given one.

4 Clothes Similarity

For the purpose of comparing clothes two similarity measures need to be defined.
First, we introduce means to compare two single cloth items. Then, based on
this, the measure of similarity for cloth sets (outfits) is defined.

4.1 Cloth Item Similarity

When comparing cloth items, two fundamental pieces of information need to be
taken into consideration: cloth type and cloth attributes.

Cloth Types Similarity. First, we need to deal with cloth type. Two pieces of
clothing of distinctively different types (e.g. shirt and shoes) must be considered
completely different, regardless of their specific fashion attributes. Two items of
the same type (e.g. two shirts) should be considered similar, with the value of
similarity depending on the values of detailed cloth attributes. However, there
are certain items of clothing, which could be considered similar, even if the
types don’t match exactly (e.g. shirt and blouse, jeans and trousers). Hence, we
introduce a similarity index µt for two cloth types t1 and t2:

µt(t1, t2) =

⎧
⎨

⎩

1 if t1 = t2,
0.5 if t1 is ancestor of t2,
0 otherwise.

(1)

The relations within cloth types taxonomy are utilized in order to detect
similar cloth types. More detailed ways of assigning similarity index based on
the distance in hierarchy tree were tested. However, a simplified approach of
assigning 0.5 value to types connected by ancestor/descendant relationship has
been found to be sufficient and significantly faster and easier to implement.

Fashion Attributes Similarity. As for the cloth attributes, both categorical
and real valued attributes must be uniformly taken care of. Bearing the above
in mind, we introduce the following measure of similarity.
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Let i denote an item of clothing, described by a set of attributes p1, p2, ..., pn.
Given two values v1 and v2 of a particular attribute pi, we introduce a similarity
index µa(pi, v1, v2), defined differently for different types of attributes:

µa(pi, v1, v2) =
{
µac(v1, v2) if pi is a categorical attribute,
µan(v1, v2) if pi is a numerical attribute, (2)

where µac and µan denote similarity indices for categorical and numerical (real-
valued, normalised) attributes respectively:

µac(v1, v2) =
{

1 if v1 = v2,
0 if v1 �= v2,

(3)

µan(v1, v2) = 1 − |v1 − v2|. (4)

Colour Values and Colour Sets Similarity. A special treatment is given to
the colour attribute, for two reasons. First, the colour is described by categorical
values (red, blue, yellow and so on), but the similarity between two colours can
be calculated if the names are mapped into RGB values. Second, colour attribute
can take several values for the same item (e.g. a shirt is red and white). In order
to compare colours of two cloth items, two concepts need to be introduced:
similarity between two colours and similarity between two sets of colours.

Assuming that colour vi is described in RGB space as (ri, gi, bi), the similarity
index for two values of colour is defined as follows:

µc(v1, v2) = 1 −
√

wr(r1−r2)2+wg(g1−g2)2+wb(b1−b2)2

255 , (5)

where wr, wg and wb denote weights applied to particular RGB components.
Given the characteristics of human perception, the following values are sug-
gested:

wr = 0.2989, wg = 0.587, wb = 0.114. (6)

Assuming that two items of clothing i1 and i2 are described using two colour
sets c1 and c2, the following procedure for determining similarity between c1 and
c2 is performed:

1. for each colour pair (vi, vj) ∈ c1 × c2 calculate µc(vi, vj);
2. for each colour vi ∈ c1 find the most similar colour vsim1,i ∈ c2;
3. for each colour vj ∈ c2 find the most similar colour vsim2,j ∈ c1;
4. calculate mean values µ1 and µ2 of similarity indexes found in two previous

steps, according to the following formulas:

µ1 =
1

|c1|
|c1|∑

i=1

vsim1,i , µ2 =
1

|c2|
|c2|∑

j=1

vsim2,j , (7)

where |ci| denotes set cardinality;
5. take the smaller of µ1 and µ2 as the final similarity index.
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Aggregated Cloth Items Similarity. The similarity measure between two
cloth items is loosely based on Jaccard index, combined with the above similarity
index for attributes, and defined as follows. For two items i1 and i2 being com-
pared, let t1 and t2 denote cloth types, and P1 and P2 – the respective attribute
sets. The total number of attributes and the number of common attributes is
determined, then similarity indices are calculated for common attributes. The
final measure of similarity between items is defined as:

s(i1, i2) =
µt(t1, t2) +

∑
p∈P1∩P2

µa(p, vp1, vp2)
1 + |P1 ∪ P2| (8)

where vp1 and vp2 denote the value of p attribute for i1 and i2 respectively and
| · | denotes set cardinality.

The above similarity measure takes into consideration both cloth type and
specific fashion attributes of any type.

4.2 Cloth Set Similarity

Based on the cloth item similarity measure, the cloth set similarity measure has
been developed. Let us first consider a composition of cloth set and possibility of
comparing elements belonging to two sets. As mentioned before, no constraints
exist as to what types of clothes can coexist within an outfit. Hence, two out-
fits being compared might consists of different number of items, belonging to
different types, and even to different general clothing categories (see examples
in Sect. 2). In the proposed approach we compare pairs of items from both sets
belonging to the same general categories. For example, let’s assume two sets
consisting of:

– shirt, pants, shoes;
– sweater, jeans, hat.

In such a case the shirt would be compared to the sweater (category: upper
body), the pants to the jeans (category: lower body), while shoes and hat have
no match and are ignored in attributes comparison.

The final similarity measure consists of two components. The first one mea-
sures the similarity of composition in terms of types of clothing only. The sec-
ond one masures the similarity of matching items in terms of detailed fashion
attributes. Using weights the importance of both components may be controlled.

Let us introduce the following notation:

– o1 and o2 – two outfits (cloth sets) being compared;
– M – a set containing all matching (ii, ij) item pairs, where ii ∈ o1, ij ∈ o2,

and both ii and ij belong to the same general category;
– Call – a set containing all general categories present in any of o1 and o2;
– Ccommon – a set of common categories, present in both of o1 and o2.
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s(i1, iref ) = 0.69 s(i2, iref ) = 0.63 s(i3, iref ) = 0.63

Fig. 3. Examplary results of searching for single items with semantic attributes similar
as the reference jacket iref . The values of similarity index s(ii, iref ) are given below
each image.

Then the final similarity measure between outfits o1 and o2 can be defined as:

s(o1, o2) = w1
|Ccommon|

|Call| + w2

∑
(ii,ij)∈M s(ii, ij)

|M | , (9)

where s(ii, ij) denotes similarity between items, introduced in the previous
section, and | · | denotes a cardinality of set. By default it is assumed that:

w1 = w2 = 0.5.

However, the validity of these values depends on the dataset under examination,
especially on the variance in outfit composition in terms of cloth types/categories
and on the completeness of semantic attributes data.

5 Experimental Results

The proposed method for comparing outfits has been tested using a dataset
collected from various fashion-related web sites, especially fashion blogs. The
images depicting people wearing the outfits were collected and then annotated
using the developed fashion ontology. Annotations were prepared by analysts
based on users’ descriptions and visual examination.

The test dataset contains 800 outfits (500 women, 300 men) of varying com-
position and characteristics. First, the similarity measure for single items was
tested. Some clothing items were selected randomly and for each of them the
most similar items were searched for. Exemplary results of finding items similar
to the reference one (to the jacket visible on Fig. 2) are shown in Fig. 3.
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oref s(o1, oref ) = 1.00 s(o2, oref ) = 0.71 s(o3, oref ) = 0.53

oref s(o1, oref ) = 0.83 s(o2, oref ) = 0.77 s(o3, oref ) = 0.62

Fig. 4. Examplary results of searching for outfits with similar semantic attributes. The
first image in each row is a reference outfit, the following three outfits are found to be
similar.

Next, the similarity measure for complete outfits was tested. For each outfit
in the dataset the most similar outfits were searched for. Some representative
results are shown in Fig. 4.

The obtained results show, that the results of applying the proposed simi-
larity measure to searching for similar single items is fully satisfactory. As for
seeking similar outfits, the results are satisfactory in terms of fashion attributes
(length, cut, types of clothes etc.). However, the similarity in terms of colours and
visual patterns, as perceived by users, is not very good. However, this should be
expected, given that when calculating the similarity index, the fashion attributes
have more impact on the outcome, than visual attributes (colour, brightness,
pattern).

Further research is currently in progress aimed at incorporating certain com-
puter vision methods in the similarity measure, in order to find outfits which are
similar both in terms of semantic description and subjectively perceived visual
characteristics.
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6 Conclusions

The approach described in this paper can be used to calculate similarity between
single items of clothing and between complete outfits, consisting of any number
of items of different types and characteristics. The semantic description used in
the research, based on a developed fashion ontology, allows for great flexibility
in representing cloth characteristics, both in terms of possible continuous and
seamless extension, and dealing with incomplete description.

The experiments performed on real data gathered from various fashion-
related social networking websites, confirmed the validity of the proposed app-
roach and indicated possible areas of further enhancement. The next step in
planned research will be integration of computer vision methods and semantic
description in order to provide similarity measure more sensitive to visual infor-
mation, and hence to better facilitate searching for similar and/or matching
cloth items and outfits.
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Abstract. In collective knowledge determination, objective case is the case
which the real knowledge state of a subject in the real world exists indepen-
dently of the knowledge states given by autonomous units. With inconsistency
we have in mind some conflicts between the knowledge states of a collective.
Besides, the measure of the quality of collective knowledge is based on the
distance from the collective knowledge to the real knowledge state. In this work
we investigate the influence of the inconsistency degree of a collective on the
quality of collective knowledge by increasing the number of collective mem-
bers. Based on the Euclidean space, some criteria for adding members to a
collective and simulating the real knowledge state of a subject in the real world
are proposed. Through experiments analysis, adding members causes decreasing
the inconsistency degree of a collective is not always helpful in making the
quality of collective knowledge to be better. Instead, the quality of collective
knowledge tends to be better if added members are closer to the real knowledge
state.

Keywords: Collective knowledge � Inconsistency knowledge � Knowledge
integration

1 Introduction

The problem of using multi-autonomous units such as agents or experts for solving the
common real-life problems is being more and more popular. Although this phe-
nomenon seems to be useful in giving a proper solution [1, 2], it also causes conflict
because autonomous units can give different (or inconsistent) of knowledge states
about a subject in the real world.

A collective is understood as a set of knowledge states given by autonomous units
on the same subject. The knowledge states of a collective present autonomous units’
knowledge state about the subject and each of them to some degree reflects the real
knowledge state of the subject because of incompleteness and uncertainty. The
collective knowledge of a collective is considered as the consensus of its knowledge
states [3] and determined from the basic of the knowledge states of the collective.
In addition, the real knowledge state exists but is not known by autonomous units when
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they are requested for giving knowledge states about the subject. It can be classified
into objective or subjective case. Concretely, we consider the following table:

According to Table 1, the main difference between these cases is due to the existing
of the real knowledge state. For subjective case, the real knowledge state exists
dependently on the knowledge states of a collective such as in election committee or
group decision making, and etc. However, for objective case, the existing of the real
knowledge state is independently of the knowledge states of a collective such as the
problem of weather forecast for a next day or the currency rate in a month and etc.

The problem of determining the influence of the inconsistency degree of a col-
lective on the quality of collective knowledge is a very important issue. On one hand,
inconsistency plays an important role in giving a proper solution such as in [1, 2]. On
the other hand, it can be undesired one such as in [4–7]. So far, the analysis of the
quality of collective knowledge for objective case has been investigated in [8–10]. The
collective knowledge is better than the worst knowledge state. In addition, if the
distances from all knowledge states to the real state are identical, then the collective
knowledge is the best one in compared with all knowledge states [9, 10] of the col-
lective. In [8] the authors have investigated the influence of the number of collective
members on the quality of collective knowledge. Through experiments analysis, which
collective has more members will give better collective knowledge. Also in this work,
if adding the collective knowledge of a collective to that collective, then the quality of
collective knowledge is unchanged. However, the criteria for adding members and
generating the real state are slightly simple. Besides, the authors have not investigated
the relationship between the inconsistency degree of a collective and the quality of
collective knowledge. From these limitations, in this work, we will investigate the
influence of the inconsistency degree (in case of adding members to a collective with
assumption the cost for inviting/implementing more autonomous units is acceptable) on
the quality of collective knowledge. Concretely, adding members cause decreasing the
inconsistency degree of a collective will cause the quality of collective knowledge to be
better or worse? In other words, whether the collective knowledge of collectives with
smaller inconsistency degree is better than those of collectives with higher inconsis-
tency degree. The better collective knowledge is understood as the closer one to the real
knowledge state. That is the main contribution of the paper.

The remaining part of the paper is organized as follows. Some basic notions related
to consensus choice, collective of members’ knowledge states, and collective knowl-
edge determination are presented in Sect. 2. Section 3 presents methods for measuring
the inconsistency degree of a collective and the quality of collective knowledge.

Table 1. Difference between Objective and Subjective cases

Subjective case Objective case

• The real knowledge state is dependent on
the knowledge states of the collective.

• The collective knowledge and the real
knowledge state are identical.

• The real knowledge state is independent of
the knowledge states of the collective.

• The collective knowledge reflects the real
knowledge state to some degree.
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In Sect. 4 the method for the investigated problem is proposed. Section 5 presents
the experimental results and theirs evaluation. Finally, Sect. 6 points out some con-
clusions and future works.

2 Background

2.1 Consensus Choice

Generally, a consensus choice is considered as a general agreement from the partici-
pations when they are not agreed on some matters [11]. A totally agreed situation as in
[12] is not required because it’s difficult to achieve in the real world. Consensus models
have been proved to be useful in solving conflicts which arising in the knowledge
integration process [11, 13, 14]. One of the most oldest consensus models was worked
out for solving conflicts in which the conflicts content may be represented by two
well-known problems: the Alternatives Ranking Problem, and Committee Election
Problem [15]. Other models which have been investigated in [16–18] serve for solving
conflicts with different structures such as: n-trees, semi-lattices, partitions or
multi-attribute and multi-value. In this work, a consensus model which serves for
solving conflicts in multi-attribute and multi-value structure is represented.

2.2 Collective of Knowledge States

In this work, we assume that U is a set of objects and each of them represents the
potential of knowledge state referring to a subject in the real world. The members of
U can be, for example, logic expressions, tuples, etc. By 2U we denote the set of all
subsets of U and

Q
k Uð Þ we denote the set of all k-member subsets with repetitions of

set U (where k2N, N is the set of natural numbers).

Y
Uð Þ ¼

[1
k¼1

Y
k
Uð Þ

Thus
Q

Uð Þ is the set of all non-empty finite subsets with repetitions of set U. A set
X 2Q Uð Þ represents the knowledge states given by collective members on the same
subject. Where each member x 2 X represents a knowledge state in a collective and
X is also called a collective. The members in set U can be inconsistent with each other.

Based on the Euclidean space, a collective has the following form:

X ¼ xi ¼ xi1; xi2; . . .ximð Þ : i ¼ 1; 2; . . .; nf g

where xik 2 R; k ¼ 1; 2; . . .;m. It is a multi-dimensional vector.

2.3 Knowledge of a Collective

So far, a lot of algorithms which have been developed for collective knowledge
determination with different knowledge representations such as: ordered partitions [19],
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relational structure [10, 20], hierarchical structure [21], ontology [10], and etc. As
aforementioned, the collective knowledge of a collective is considered as the consensus
of members’ knowledge states and these knowledge states are taken into account for
collective knowledge determination. There exist two consensus-based criteria for
collective knowledge determination [10] such as: “1-Optimality” and “2-Optimality” or
O1 and O2 for short. The collective knowledge of a collective is determined based on:

• criterion O1 if:d x�;Xð Þ ¼ miny2U d y;Xð Þ
• criterion O2 if:d2 x�;Xð Þ ¼ miny2U d2 y;Xð Þ

where x* represents the collective knowledge of collective X. d(x*, X) represents the
sum of distances from x* to the knowledge states of collective X and d2(x*, X) repre-
sents the sum of squared distances from x* to the knowledge states of collective X. In
case the collective knowledge (x*) satisfies criterion O2, then it has the following form:

x� ¼ 1
n

Xn
i¼1

xi1;
Xn
i¼1

xi2; . . .;
Xn
i¼1

xim

 !

3 Inconsistency Degree and Quality of Collective Knowledge

3.1 Inconsistency Degree Measure

According to [10], the inconsistency degree presents the coherence and density levels
of the knowledge states of collective members. Its measure is based on the distances
between the knowledge states or from the collective knowledge to the knowledge states
of collective members. The function for measuring the inconsistency degree of a
collective is defined as follows:

Definition 1. The inconsistency degree of a collective is defined by function c as
follows:

c :
Y

Uð Þ ! 0; 1½ �

where each X 2Q Uð Þ is a collective with repetition of members from universe U.

In [10] the authors have defined five functions serve for measuring the inconsis-
tency degree of a collective. Some of them are considered as the representatives for the
inconsistency degree of a collectives such as c3, c4, and c5. Thus, we investigate
determining the influence of these inconsistency functions on the quality of collective
knowledge. With function c3, the inconsistency degree of a collective takes into
account the average of distances between the members of a collective. In this case, the
smaller the average value, the better the inconsistency degree (higher consistency). Its
definition is as follows:
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c3ðXÞ ¼ dmean Xð Þ ¼
2

nðn� 1Þ
Xn�1

i¼1

Xn
j¼iþ 1

d xi; xj
� �

, for n [ 1

0; for n ¼ 1

8>><
>>:

where d(xi,xj) is the distance between xi and xj.
Function c4 and function c3 are mutually dependent. Its measure is taken into

account the total average distance of all distances between the knowledge states of
collective X. Its definition is as follows:

c4 Xð Þ ¼ dt mean Xð Þ ¼ 2
n nþ 1ð Þ

Xn�1

i¼1

Xn
j¼iþ 1

d xi; xj
� � ¼ n� 1ð Þ

nþ 1ð Þ dmean Xð Þ

The third function is described by the minimal average of distances between a
member of universe U and the knowledge states of collective X. This function reflects
the coherence level of a collective. The member satisfying the minimal average of
distances between a member of set U and the member of collective X is considered as
the representative for that collective. Its definition is as follows:

c5 Xð Þ ¼ dmin Xð Þ ¼ 1
n
minD Xð Þ

where D Xð Þ ¼ d x�;Xð Þ : x� 2 Uf g is the sum of distances from a member x* to the
knowledge states of collective X. That is:

d x�;Xð Þ ¼
Xn
i¼1

d x�; xið Þ

3.2 Quality of Collective Knowledge

As aforementioned, for objective case, there exists the real knowledge state of a subject
in the real world. It is independently of the knowledge states of a collective and the
collective knowledge reflects the real knowledge state of the subject to some degree.
The measure of the quality is based on the difference between the collective knowledge
and the real knowledge state [9, 10]. Thus, the best collective knowledge is understood
as the closest one to the real knowledge state and the quality of collective knowledge is
defined as follows:

QX ¼ 1� d x�; rð Þ

where x* represents the collective knowledge of collective X and r represents the real
knowledge state.
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4 The Proposed Method

In this section, a method for determining how the inconsistency degree influences the
quality of collective knowledge for objective case by increasing the number of col-
lective members is proposed. For this aim, we start from a collective with n members.
Then the number of collective members is increased up to the maximal number of
collective members (each step by 1 member). The criterion of an added member is to
cause the inconsistency degree of the collective to be down. Meaning the inconsistency
of a new collective (after adding 1 member) is smaller than that of the collective. The
parameters of the investigated problem is presented in the following table (Table 2):

The knowledge states of a collective are randomly generated. In this work, the set
U is all of points in the circle with center (0, 0) and radius 1.0. All of points represent
autonomous unit’s knowledge states about the same subject in real world. A set of
n knowledge states belonging to the set U is called a collective. The procedure of the
investigated problem is described follows:

The most important tasks in the procedure are generating a new member in step 2
and the real state in step 4. Because of randomly generating reason, adding a new
member can cause the collective knowledge to be loser to or further from the real
knowledge state and the inconsistency degree of the collective is also smaller or higher.
Generally, we can’t give any conclusion about the relationship between the inconsis-
tency degree of the collective after adding a member and the quality of collective
knowledge. Instead, in this work, the criterion for added members is decreasing the
inconsistency degree of a collective. Meaning in step 2, every added member causes
the inconsistency degree of the collective to be down. Concretely, we consider the
following theorem about the relationship between an added member and the other
members of a collective.

Theorem 1. For two collectives X, Y as follows:

X ¼ x1; x2; . . .; xnf g; Y ¼ X _[ yf g� �
Let x* be the knowledge of collective X, then we have the following statements:

(a) If c3 Yð Þ� c3 Xð Þ, then d y;Xð Þ�
Pn
i¼1

d xi;Xð Þ
ðn�1Þ .

Table 2. The parameters of the investigated problem

Collective Number of collective members Knowledge of collective

X1 n x�1
X2 n + 1 x�2
… … …

Xk n + k x�k
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(b) If c5 Yð Þ� c5 Xð Þ, then d x�; yð Þ� d x�;Xð Þ
n .

Proof. This theorem is proved based on the Euclidean space and it is not included
because of page limit.

Corollary 1. For two collectives X, Y as in Theorem 1. Let y* be the knowledge of
collective Y. Then the following statements are true:

(a) If d x�; yð Þ� d x�;Xð Þ
n , then d x�; yð Þ� d x�;Xð Þ

n � d y;Xð Þ
n �

Pn
i¼1

d xi;Xð Þ
nðn�1Þ .

(b) If d x�; yð Þ� d x�;Xð Þ
n , then d y�; yð Þ� d x�; yð Þ

Proof. This theorem is proved based on the Euclidean space and it is not included
because of page limit.

In this work, the condition in Theorem 1(a) is used for generating added members.
As aforementioned, the criterion for simulating the real state is also an important task
because it exists independently of the set of knowledge states of a collective and it’s not
known at the moment when the autonomous units are invited for giving their knowl-
edge states about a subject in the real world. Thus, the simulation of the real state is
done when the collective reaches the maximal number of collective members. The
criterion is based on the Theorem 1(b) and it is described as follows:

d x�; yð Þ� d x�;Xð Þ
n

Meaning the real knowledge state is a member which is not too far from the
collective knowledge of a collective. In our approach the criterion for the real
knowledge state simulation is based on: the collective with n members; the collective
with (n + k)/2 members; the collective with maximal (n + k) members.

5 Experimental Results

From the procedure in Fig. 1 and the criteria for generating new members as well as
simulating the real knowledge state, in this section some experimental results with
collectives (from 3 to 150 members) are presented. In the following figures c3 is the
inconsistency degree of a collective. Symbol Q is the quality of collective knowledge.
Firstly, Fig. 2 contains the results for experiments in case the real state is generated
based on the first collective with 3 members.

Secondly, Fig. 3 contains the results in case the real state is generated based on the
collective with (n + k)/2 members.

Lastly, Fig. 4 contains the results in case the real state is generated based on the
collective with (n + k)/2 members.

From these figures, we can see that adding members to a collective such that causes
decreasing the inconsistency degree of the collective is not helpful in improving
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the quality of collective knowledge. However, it is only helpful in making the quality
of collective knowledge to be stable. This phenomenon is due to the fact that the
collective knowledge will be closer to the real knowledge state in case added members
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Fig. 2. The real state applied for collective with n members

0

0.2

0.4

0.6

0.8

3 11 19 27 35 43 51 59 67 75 83 91 99 10
7

11
5

12
3

13
1

13
9

14
7

Collective members

c3

Q

Fig. 3. The real state applied for collective with (n + k)/2 members

Step 1: Generate a collective with n members; 
Step 2: Adding a new member to the collective such that decreasing the incon-

sistency degree of the collective. 
Step 3: Repeating step 2 until the collective reaches the maximal member (n + k). 
Step 4: Generating the real sate. 
Step 5: Determining collective knowledge for each collective. 
Step 6: Calculating the inconsistency degree and the quality of each collective 

knowledge with the real state determined from step 4. 
Step 7: Analyzing the relationship between the inconsistency degree and the quali-

ty of collective knowledge. 

Fig. 1. The procedure of the proposed method
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which are closer to the real state (according to Theorem 2). Additionally, in some
situations, collectives with higher inconsistency degree will give better collective
knowledge than collectives with smaller inconsistency degree (collective with more
consistency) [9, 10]. Concretely, we consider the following theorem about the influence
of the adding a member to a collective on the quality of collective knowledge.

Theorem 2. For two collectives X, Y as follows:

X ¼ x1; x2; . . .; xnf g; Y ¼ X _[ yf g� �
If d r; yð Þ� d r; x�ð Þ, then d r; y�ð Þ� d r; x�ð Þ.

Proof. The theorem is proved by contradiction.

6 Conclusions and Future Works

In this work the problem of the influence of the inconsistency degree on the quality of
collective knowledge for objective case have been investigated by increasing the
number of collective members. For this aim, we have proposed some theorems about
the criteria for added members and the real knowledge state. Through experiments,
adding members causes decreasing the inconsistency degree of a collective is not
always helpful in improving the quality of collective. Besides, if the added members
are closer to the real knowledge state, then the quality of the knowledge of a collective
is better. The problem of analyzing the influence of the inconsistency degree on the
quality of collective knowledge with other knowledge structures and determining the
number of collective members should be enough for solving a given subject in the real
world are considered as the future works and paraconsistent logics could be useful for
these problems [22].
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Fig. 4. The real state applied for collective with (n + k) members
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Abstract. This paper discusses a gamification design for knowledge
base refinement. The maintenance of a knowledge base involves human
intervention and is one major application domain of human computation.
Using the concept of crowdsourcing, refinement tasks can be delegated
to many casual users over a network. In addition, gamification such as
games with a purpose (GWAP) is a useful idea to motivate workers in
crowdsourcing by making a task into a playful game. For effective gam-
ification, designing the game rules is critical. In this paper, we present a
model for simulating the gamified knowledge base refinement process to
estimate the effects of different game rule designs beforehand.
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1 Introduction

The Web has become a platform on which knowledge content is created. Although
machine learning techniques are rapidly advancing in extracting meaningful data
from a large volume of data, constructing a knowledge base of high quality still
requires human effort, especially those of domain experts. However, since the
cost of hiring domain experts remains rather high, it is important to harness the
power of many casual users over networks. For this reason, the crowdsourcing
concept is attracting much attention [6,8].

One issue in crowdsourcing with casual users is how to maintain their moti-
vation, and the concept of gamification has been proposed to engage users [5].
Gamification refers to making a non-gaming context into a playful game so that
a user (or player) can be engaged in a given task. In crowdsourcing, a task is
divided into microtasks, each of which is assigned to a worker. In a typical crowd-
sourcing framework, an external reward is given to a worker, such as monetary
one. When we make a microtask into a playful game, an intrinsic motivator to
enjoy it is expected to be used to reward players instead of an external reward.
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The concept of games with a purpose (GWAP) [2] is a notable example of such
an idea. In GWAP, the original task is indirectly executed as side effects of
playing the game. Labeling an image is one typical example of GWAP, which
is also used in the acquisition of knowledge. For example, in the OntoGame
series [15], several games have been developed including SpotTheLink, which
is targeted for ontology alignment [16]. Various types of games have also been
developed to acquire semantic data [14]. In addition, gamification is applied in
the maintenance of knowledge bases [10].

When the gamification approach is applied to knowledge base refinement,
designing a game and its rules is an important issue to achieve high quality
results. It is often difficult to estimate the effects of particular game rules before
the game is played with human users. To tackle this problem, we make a sim-
ulation model of game execution. By simulating game execution, we expect to
know the effectiveness of the game rule design beforehand and adjust the rules
before letting human users play the game. As the first step toward this goal, we
consider a model of executing a game that targets the refinement of knowledge
bases. We focus on a knowledge base that is constructed as linked data [3], where
the necessary information for updating the linked data is collected through game
execution. Using this model, we estimate the effects of different game rule designs
on the performance of knowledge refinement.

The rest of this paper is organized as follows. The next section describes
related works. Section 3 presents an example of the knowledge base we used for
this paper, and Sect. 4 explains our designed games. Section 5 presents a model
that simulates the knowledge base refinement process and describes experimental
results. The final section concludes this paper and describes future work.

2 Related Work

When we apply crowdsourcing to knowledge refinement, it is important to engage
users (workers) in the task and guarantee the quality of the results. Gamification
is an effective way to enhance user incentives. A model for appropriate incentive
design was proposed [7] that investigated a combination of gamification and paid
microtasks and created a predictive model for estimating a proper set of worker
incentives.

Although gamification enhances the motivation of users, it does not neces-
sarily lead to high quality output [11]. Games with a purpose (GWAP) rely on
an ingenious game rule to obtain correct data [2]. The ESP game, one prominent
example of GWAP, places an appropriate label on an image by two independent
players who separately label a given image [1]. They only receive points when
their labels match. Since no communication is assumed between the two players,
the best strategy is to produce the correct label as much as possible. In this
sense, correct data are expected to be obtained. However, such game rules are
not necessarily easy to design for every domain.

To achieve high quality results, using qualified workers and engaging them in
the task is also important. Quizz is a gamified crowdsourcing system
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for knowledge curating that asks users short quizzes [9]. This system estimates
the competence of users using a calibration quiz, which is a special type of
quiz whose answers are known beforehand. The system successfully collects and
curates correct knowledge.

These works focus more on the detailed analysis of the behavior of the crowd-
sourcing system with gamification. In contrast, in this paper we simulate game
execution to estimate the effects of a particular game rule design beforehand.

3 Rental Apartment FAQ

3.1 Overview

We use the knowledge content of a rental apartment’s Frequently Asked Ques-
tion (FAQ) system [13] as a test-bed. This application was originally designed to
support international students living in Japanese rental apartments. It contains
some troubleshooting knowledge about various problems that might occur while
living in the apartment, such as air conditioners that are not working. Its knowl-
edge base is represented as linked data [3] or a Resource Description Framework
(RDF), developed in the Semantic Web to facilitate sharing knowledge on the
Web.

The knowledge base contains a simple domain ontology about the apartment
including its typical floor plan and common fixtures or equipment used in it.
Using the domain ontology, a link is derived between an FAQ entry and its most
closely related floor plan section. We extended the original FAQ knowledge base
to include the link’s weight so that a relationship’s strength can be represented.
Figure 1 shows that a question statement of an FAQ entry, There’s no hot water
in my shower, is linked to both the kitchen and the bathroom with different
weights.

There are some different ways to put weights to a link in the RDF model. For
example, extending the RDF model was proposed to be a quadruplet instead of
the original triple to include the weight of each link [4]. In this work, SPARQL,
which is query language for RDF, is also extended to make queries for links with
weight. In this paper, however, to use widely available RDF database software, we
did not change the underlying data model and instead use the classical reification
technique to store the link’s weight.

Fig. 1. Example link between question statement and floor plan section
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Fig. 2. Domain ontology with a link weight

3.2 Domain Ontology

The domain ontology mainly contains words corresponding to various equipment
or fixtures often found in an apartment, such as an air conditioner or a shower.
It contains words that describe a section of a floor plan such as living rooms
or kitchens. The relationships between the fixtures and the floor plan sections
are also described in the domain ontology. This knowledge is used to derive a
link between a question statement and a relevant section of the floor plan and
to calculate the link’s weight.

3.3 Derivation of a Link

When a link is derived from a question statement to the section in the floor
plan, a weight is put on the link. A question statement (an FAQ entry) might be
associated with multiple places. In such cases, it is preferable to represent the
strength of each association. Since the link between a question and a section is
derived from the relationship between the fixtures and the section, the relation-
ship between the fixtures and the section is also extended to have a weight.

The weight of the link between question statement (q) and floor plan
section(s) Wq,s is calculated as follows:

Wq,s =
∑

k∈K(q)

ek · wk,s, (1)

where K(q) represents a set of keywords associated with q and ek represents the
importance of the keyword k.

An example domain ontology with a link weight is depicted in Fig. 2. In this
example, shower is connected to kitchen and bathroom with link weights of 10
and 60: wshower,kitchen = 10, wshower,bathroom = 60. hot water is also connected
to kitchen and bathroom but with different weights: whot water,kitchen = 40,
whot water,bathroom = 40. The link’s weight is intended to represent the close-
ness of the relationships.

The question statement, There’s no hot water in my shower, has shower and
hot water keywords. Based on the weight of the links between these keywords
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and the floor plan section, the weights of the links between the question state-
ment and floor plan section (bathroom and kitchen) are calculated as follows:

Wq,bathroom = whot water,bathroom + wshower,bathroom = 40 + 60 = 100

Wq,kitchen = whot water,kitchen + wshower,kitchen = 40 + 10 = 50 .

Here, ek is assumed to be 1 for all k.

3.4 Adding a New Question

Our rental apartment FAQ system contains a function to add a new question
with a photo that further describes a question. A question statement can include
hashtags. Hashtagged words are treated as keywords, allowing us to bypass the
keyword extraction process. The place where the photo is taken (a section of the
floor plan) is also specified using a hashtag.

For example, when a user inputs a question, such as There’s no hot water
in my shower, she may enter the following text: There’s no #hot water in my
#shower. From this text, hot water and shower are extracted as keywords. When
a question is presented to other users, the hashtag itself may be omitted and the
question will be displayed as There’s no hot water in my shower.

If a photo is uploaded with a floor plan section, a correct link of the accom-
panying question statement is considered to be given. In this case, only from the
question statement text, the most related floor plan section is calculated using
the domain ontology. If the result is identical as the place where the photo was
taken, the domain ontology is considered acceptable. If not, an error correction
procedure will be invoked. Since we manage the link with weights, the threshold
of the weight with which an error is judged needs to be carefully set.

4 Game Design

Two types of games are discussed below. One is for collecting knowledge content,
and the other is for fixing errors, more precisely, gathering information necessary
to fix them. Both are extended from the Aparto Game developed for gamifying
knowledge base construction of a rental apartment FAQ system [12].

4.1 Game for Knowledge Content Collection

This game, which gathers as many related keywords as possible with the floor
plan section, is based on the inversion-problem game, which is one variation of
games with a purpose (GWAP) [2]. The inversion-problem game has two players:
A and B. Player A is shown a uploaded picture of the question and is instructed
to produce words related to the picture’s place (floor plan section). The produced
words are shown to Player B, who is asked to answer where the original photo
was taken. If Player B correctly answers the questions, she receives the points.
If Players A and B do not have any means to communicate, Player A’s best
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strategy is to produce correct words that are mostly related to the answer. The
words produced by Player A can be added to the knowledge base as related
words to the original photo’s place.

Suppose that the shower’s photo taken in the bathroom is uploaded with a
question statement: There’s no not water in my shower. Player A is shown this
picture and produces words: shower, bath, and hot water. Points are given if
Player B’s answer is bathroom.

4.2 Game for Knowledge Content Correction

When an error is found in the knowledge content, the data necessary to fix it are
collected through a game. For example, suppose that the most related floor plan
section of the question statement There’s no hot water in my shower is kitchen.
This is not intuitively correct. Since the weight of a link between a question
statement and the floor plan section is calculated from the weights of a link
between a keyword and a floor plan section, these weights might contain some
errors.

To correct a link’s weight, we created the following quiz. In the above exam-
ple, the question statement contains two keywords: hot water and shower. Since
the weights of the links from keyword shower to the floor plan sections have
different destinations, they are possible targets for updates. The quiz’s choices
can be created from the links from shower or a node that is an instance of an
RDF class :section in the domain ontology.

A quiz is generated to ask a user about the most relevant floor plan section
from a list of floor plan sections, and the weight of a link is updated according
to the user’s answer. The weight of the link the user answered is increased, and
the other link weights are decreased. More specifically, the weight of link wk,s

between floor plan section s and keyword k is updated by the following formula:
{

wk,s ← wk,s + α (s = a)
wk,s ← wk,s − α

N−1 (s �= a) ,
(2)

where a represents the user’s answer to the quiz, N refers to the number of
choices in it, and α is a coefficient of the weight updates.

4.3 Assessing a User’s Reliability

When knowledge content is being corrected, it is important to remove the effects
of unreliable data from users. We assess user reliability by a calibration quiz
whose correct answers are already known. This calibration quiz is mixed into a
series of main quizzes. Based on its answer, user reliability R is evaluated. Using
R, Formula 2 is rewritten as follows:

{
wk,s ← wk,s + c(R) · α (s = a)
wk,s ← wk,s − c(R) · α

N−1 (s �= a) ,
(3)

where c(R) is a function that returns the value of the coefficient of updating a
link by user reliability R.
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5 Experiment and Evaluation

5.1 Purpose

We conducted a simulation experiment to confirm that knowledge base refine-
ment can be achieved by our proposed game. More specifically, this simulation
focused on the changes in the weight of a link after the game presented in Sect. 4.2
was executed. In addition, we examined whether the effects of the changes in
the game design can be simulated.

5.2 Methods

In the simulation experiment, we considered the situation mentioned in Sect. 4
and updated the weights of the links between shower and the floor plan section.
Here we focus on kitchen and bathroom among the sections of the floor plan.
The initial values of the link weight from shower to the kitchen and bathroom
are set as follows: wshower,kitchen = 80, wshower,bathroom = 30.

The main quiz allows a user to select the most related floor plan section of
shower from the list of kitchen, bathroom, living room, and toilet. Since there
are four choices on the list, N is set to 4. The calibration quiz has a list of four
choices among them, and one choice is treated as a correct answer. There are
two kinds of users: reliable user UR and non-reliable user UN . Reliable user ’s
reliability R is set to 1 and that of the non-reliable user is set to 0.

A reliable user is assumed to answer the calibration quiz correctly with a
0.92 probability and to select an answer for the main quiz from the choice list of
living room, bathroom, kitchen, and toilet with probabilities of 0.02, 0.92, 0.04,
and 0.02. But a non-reliable user is assumed to answer the calibration quiz
randomly, meaning that the probability of selecting a correct answer is 0.25 since
there are four choices, and also assumed to answer the main quiz by selecting
one from the four choices with an equal probability of 0.25.

We conducted a preliminary experiment. Based on its results, coefficient α
in Formula 2 is set to 0.6 so that the most relevant floor plan section of the
FAQ entry can be updated after a certain number of games are executed. In
addition, c(R) in Formula 3 is set to 2.0 for R = 1 (reliable user) and 0.5 for
R = 0 (non-reliable user) so that the reliable user’s answer has a greater effect
on updating the link weight.

5.3 Results

We assume a huge number of users. Each game execution consists of randomly
selecting one user (from the body of users) who plays the game. This game
round is repeated 500 times. We examined the changes in the weights of a link
of shower for each game round. We also considered three different sets of users
with different reliable user percentages; the probabilities of reliable user P (UR)
were set to 0.8, 0.5, and 0.2. The changes in the weight of a link from shower
to kitchen and to bathroom in one trial run for three different user sets are
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Fig. 3. Changes in link weight with and without a calibration quiz in one trial run
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plotted in Fig. 3, where the x-axis represents the number of game rounds that
were played. The plots include both cases with and without the calibration quiz.

5.4 Discussion

As shown in the graph in Fig. 3, the weight of the link between shower and
kitchen decreases, but the weight of the link between shower and bathroom
increases for all three cases of different probabilities of a reliable user. At some
point, the weight for bathroom exceeds that of kitchen. This means that the most
related floor plan section of the original question statement becomes bathroom
after enough game rounds are executed. Thus, the error found in the knowledge
base can be fixed through the game. In addition, when the calibration quiz is
utilized, the intersection of the curves of the weight of two links comes earlier in
the game rounds than when the calibration quiz is not used. Thus, the effects of
the calibration quiz were confirmed.

We considered number of games Gint when two weight curves intersect and
defined the improvement rate of the calibration quiz as the ratio of that number
(Gint) with a calibration quiz to that number (Gint) without it. We ran the
game 1, 000 times and calculated the average of the improvement rate whose
value was roughly equal for different user sets: 46.1% for P (UR) = 0.8, 45.5%
for P (UR) = 0.5, and 42.9% for P (UR) = 0.2. This indicates that our calibration
quiz is effective regardless of the percentage of reliable users.

In this experiment, the values of α in Formulas 2 and 3 were determined
after the preliminary experiment so that the weight of the link can properly be
updated after a certain number of game rounds. In other words, if each game
round is played by a different user, we can determine the value of α based on
the number of prospective players.

6 Conclusion and Future Work

This paper presented a gamification approach toward knowledge content cre-
ation and refinement. We presented two types of games: one for adding new
knowledge content and another for revising it. Using a rental apartment FAQ
as an example knowledge base, we created an execution model of the game for
the latter knowledge base refinement to confirm our proposed gamification app-
roach. We ran a simulation under a simple condition, and the simulation results
indicate that playing games can update the weight of links in knowledge bases.
The results also indicate that updates can be done more quickly by estimating
user reliability.

Future work will extend a model to handle more complex situations and
run simulations under various conditions with other methods of estimating user
reliability. In addition, we plan to validate our simulation model by letting human
users play the game under various conditions.

Acknowledgment. This work was partially supported by JSPS KAKENHI Grant
Number 15K00324.
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Abstract. This paper introduces a new approach for belief merging by
using argumentation technique. The key idea is to organize each belief
merging process as a game in which participating agents use argumenta-
tion technique to debate on their own belief bases to achieve consensus
i.e. a common belief base. To this end, we introduce a framework for
merging belief by argumentation in which an argumentation-based belief
merging protocol is proposed and a set of intuitive and rational pos-
tulates to characterize the merging results is introduced. Several logical
properties of the family of argumentation-based belief merging operators
are also pointed out and discussed.

Keywords: Argumentation · Belief merging

1 Introduction

Over the years Belief Merging has emerged as an active research field in Com-
puter Science. It is close to the areas of data mining and big data [22], data fusion
[7,19], information retrieval [2,23], multi-agent systems [15,20] and machine
learning [14]. The main aim of Belief Merging is to achieve a common belief
base which best represents for a given set of belief bases.

In literature, we adopted a large range of belief merging works which typically
include the merging operators to deal with weighted belief bases [12], a family of
the arbitration operators [21], the belief merging works with integrity constraints
[11] or with stratified bases [17], and the belief merging works for description
logics [13], possibilistic logic [3,16] and argumentation systems [6]. These works
established the main stream of the researches on Belief Merging. The common
characteristic of these works is that the belief bases which need to merge must be
revealed explicitly and completely, and the agents, who possess these belief bases
are ignored from the merging process. Therefore, it is impossible to apply them
in the multi-agent systems where agents prefer consensus rather than imposition.
c© Springer-Verlag Berlin Heidelberg 2016
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Apart from the above belief merging works, another group of belief merging
works is constructed based on the spirit of game theory. In each game, the partic-
ipating agents use negotiation techniques or argumentation techniques together
in order to reach the consensus. These works can overcome the above shortcom-
ings. The works using negotiation techniques involve a two-stage belief merging
process [4,5], a family of game-based merging operators [28], merging strati-
fied belief bases as a game [18,24–27] and a solution for the bargaining game
problem [28].

In the subgroup of works using argumentation technique, in order to resolve
the conflicts of a committee, we organize a debate in which each agent uses its
own belief base as arguments and manipulates argumentation skills to defend its
own arguments and attacks the arguments of others. The typical works are the
framework to merge possibilistic logic bases by Amgoud et al. [1] and the frame-
work to merge weighted belief bases [9]. Unfortunately, both of these approaches
are still affected by the well-known drowning effect1.

In this paper, our contribution is twofold. Firstly, we introduce a new frame-
work for belief merging by argumentation that can avoid the drowning effect.
In which an argumentation protocol is proposed and a model is presented. This
framework is more general and flexible than the above works because it allows to
work with stratified belief bases instead of numbered belief bases. Secondly, we
introduce a set of rational and intuitive postulates to characterize the properties
of merging result and analyze the logical properties. Moreover, a representa-
tion theorem is introduced to present the connection between constructive and
axiomatic directions.

The rest of this paper is organized as follows. In Sect. 2, we introduce some
basic notations and concepts. Our framework for belief merging by argumenta-
tion including an argumentation protocol and an argumentation model is pre-
sented in Sect. 3. Section 4 introduces a set of postulates to characterize the
family of argumentation-based merging operators and analyzes logical proper-
ties. Finally, the conclusion and future work are presented in Sect. 5.

2 Preliminaries

2.1 Stratified Knowledge Base

We consider a propositional language L built on a finite alphabet P and a set
of logical connectives including ¬,∧,∨ and →. We also use symbols � and ⊥ to
present the truth values true and false, respectively. A logic formula (or formula
for short) is constructed from P and these connectives. The consequence relation
is denoted by the symbol �, e.g. Φ � ψ means ψ is a logical consequence of Φ
where Φ is a set of formulas. A belief base is a finite set of formulas.

A stratified belief base (K,�) is a pair including a set of formulas K and a
total pre-order relation � on K. Stratified belief base (K,�) is also presented as

1 The drowning effect takes place when some beliefs are omitted because their prefer-
ences are lower than the preferences of conflict beliefs.
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a sequence (K,�) = (L1, . . . , Ln), where each Li is non-empty set of formulas
and called a stratum. Given φ ∈ Li and ψ ∈ Lj , φ � ψ iff i ≤ j, for all
i, j = 1, . . . n, we say that each formula in stratum Li is preferred to any formula
in stratum Lj . A belief set of (stratified) belief bases is a multi-set2 of (stratified)
belief bases.

We say that (K,�) = (L1, . . . , Ln) and (K ′,�′) = (L′
1, . . . , L

′
m) are log-

ically equivalent if m = n and Li ≡ L′
i for all i = 1, . . . , n (it is written

as (K,�) ≡ (K ′,�′)). Further, belief sets B = {(L1,�1), . . . , (Ln,�n)} and
B′ = {(L′

1,�′
1), . . . , (L

′
n,�′

n)} are equivalent, denoted by B ≡ B′ iff (Li,�i) ≡
(L′

δ(i),�′
δ(i)),∀i = 1, . . . , n where δ is a permutation on 1, . . . , n.

2.2 Belief Merging

Belief Merging aims to achieve a common belief base from a given belief set
which may include some jointly inconsistent belief bases. The belief merging
approaches are widely investigated in a large range of works as we mentioned
above. Hence, because of the lack of space in this paper, we do not discuss more
about them. We only focus on the set of axioms to characterize the family of
merging operators with integrity constraints in [11]. These axioms (also, called
(IC) axioms) are stated as follows:

Definition 1 [11]. Let B,B1,B2 be belief sets, K1,K2 be consistent belief bases,
and μ, μ1, μ2 be formulas from L. Δ is an IC merging operator if and only if it
satisfies the following axioms:

(IC0) Δμ(B) � μ.
(IC1) if μ � ⊥, then Δμ(B) � ⊥.
(IC2) if ∧B ∧ μ � ⊥, then Δμ(B) ≡ ∧B ∧ μ.
(IC3) if B1 ≡ B2 and μ1 ≡ μ2, then Δμ1(B1) ≡ Δμ2(B2).
(IC4) if K1 � μ and K2 � μ,then Δμ({K1,K2}) ∧ K1 � ⊥ iff Δμ({K1,K2}) ∧

K2 � ⊥.
(IC5) Δμ(B1) ∧ Δμ(B2) � Δμ(B1 � B2).
(IC6) if Δμ(B1) ∧ Δμ(B2) � ⊥, then Δμ(B1 � B2) � Δμ(B1) ∧ Δμ(B2).
(IC7) Δμ1(B) ∧ μ2 � Δμ1∧μ2(B).
(IC8) if Δμ1(B) ∧ μ2 � ⊥, then Δμ1∧μ2(B) � Δμ1(B) ∧ μ2.

(where Δμ is a belief merging operator under the integrity constraints μ.)

These axioms are deeply analyzed and discussed in many works (typically,
[10,11,17]). In this paper, we refer to these axioms to investigate the proper-
ties of our family of argumentation-based belief merging operators. Moreover,
we are working on stratified belief base, thus some of axioms need to be slightly
modified. Particularly, axioms (IC2), (IC3) should be modified as follows [27]:

Given the belief sets B = {(Ki,�i)|i = 1..n}, B′ = {(K ′
i,�′

i)|i = 1..n} and
formulas μ and μ′.
2 The elements of a multi-set may be identical.



46 T.H. Tran et al.

(IC2’) Let ∧B = ∧n
i=1Ki, if ∧B ∧ μ � ⊥, then Δμ(B) ≡ ∧B ∧ μ.

(IC3’) If μ ≡ μ′ and ∃δ on {1, . . . , n} s.t. (Ki,�i) ≡ (K ′
δ(i),�′

δ(i)),∀i ∈
{1, . . . , n}, then Δμ(B) ≡ Δμ′(B′).

2.3 Argumentation Framework

In this section, we recall Dung’s general argumentation framework proposed
in [8].

Definition 2 [8]. An argumentation framework is defined as AF = 〈Arg ,R〉
where

– Arg is a set of arguments,
– R ⊆ Arg × Arg is attack relationship between arguments,

Definition 3 [8]. Let X,Y ∈ Arg, we have

– X attacks Y iff R(X,Y ),
– A set of arguments S defends X if ∀Y ∈ Arg ,R(Y,X), then ∃Z ∈ S,R(Z, Y ).

Definition 4 [8]. Given a set of arguments Arg and S ⊆ Arg. S is conflict-free
iff  ∃X,Y ∈ S s.t. R(X,Y ).

Definition 5 [8].

(1) An argument X ∈ Arg is acceptable w.r.t. a set S of arguments iff ∀Y ∈ Arg
if R(Y,X), then ∃Z ∈ S and R(Z, Y ).

(2) A conflict-free set of arguments S is admissible iff ∀X ∈ S, X is acceptable
w.r.t. S.

Definition 6 [8]. The characteristic function FAF : 2Arg → 2Arg is a map s.t.
∀S ⊆ Arg ,FAF (S) = {A|A is acceptable w.r.t S}.
It is easy to have the following remark:

Proposition 1 [8]. FAF is monotonic w.r.t set inclusion.

The following is several common extensions:

Definition 7 [8]. Given an argumentation framework AF and an admissible set
of arguments S,

– S is a complete extension of AF iff every acceptable argument w.r.t S belongs
to S.

– S is a grounded extension of AF iff it is the smallest element (w.r.t set inclu-
sion) among the complete extensions of AF .

– S is a preferred extension of AF iff it is the largest element (w.r.t set inclu-
sion) among the complete extensions of AF .
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Definition 8 [8]. Given an argumentation framework AF be a conflict-free set
of arguments S,

– S is a stable extension of AF iff ∀X ∈ Arg ,X ∈ S,∃Y ∈ S s.t. R(Y,X).

Remark that for each argumentation framework we have at most a ground exten-
sion and some stable extensions.

Example 1. For the sake of explanation, we use the situation in the example
of [28] to illustrate our work. This example is briefly summarized that there
are two parties to debate about the economical rescue plan of their country.
Each party has several demands, ordered by the preference of this party and
given as in Table 1. Clearly, there are several conflicts arisen here, e.g. {banks,
cars, (cars ∧ banks) → deficit, ¬deficit} or {¬(banks ∧ mortgagers), banks,
mortgagers}. In the following section, we will consider about a conflict resolution
for this situation.

Table 1. The preferences of the parties (the higher layer is, the more preferred belief.)

Party 1 Party 2

(cars ∧ banks) → deficit,¬deficit ¬(banks ∧ mortgagers)

¬(banks ∧ mortgagers) (cars ∧ banks) → deficit

banks cars

jobs mortgagers

3 Framework for Belief Merging by Argumentation

3.1 Argumentation Protocol for Belief Merging

We consider a protocol, named Simultaneous Submission protocol for belief merg-
ing by argumentation as follows:

1. Argumentation process is organized in multiple rounds.
2. At each round, participants propose their arguments simultaneously.

(a) If all the proposed arguments are jointly consistent with arguments col-
lected in the previous rounds, they will be joined into an accepted set of
arguments.

(b) If the arguments of some agents jointly conflict to the accepted argu-
ments, then the arguments of these agents are omitted and the remaining
arguments will be joined into the accepted set of arguments.

(c) If a participating agent proposes an argument and others can defeat it,
this argument will be rejected by all.

3. Argumentation process will be terminated when no participating agent can
propose any further argument.
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Remark that because each agent is equipped a knowledge base with a finite set of
formulas, i.e. a finite set of arguments, thus the argumentation process is always
terminated. Moreover, because of (2b) agents have the incentive to stratify their
own belief bases in fine-grained strata. This protocol also drives the participating
agents to submit their more preferred arguments as soon as possible.

3.2 Argumentation-Based Model for Belief Merging

In this model, we consider a set of agents A = {a1, . . . , an}, each agent ai is
equipped a stratified belief base (Ki,�i).

Firstly, we consider two key concepts related to argument technique as
follows:

Definition 9. An argument is a non-empty consistent set of formulas.

In general, an argument includes a support component and a conclusion com-
ponent. However, in our model, it is suitable to simplify the support component
as a tautology.

The attack is defined based on consistence as follows:

Definition 10. Given two arguments Φ and Ψ , Φ attacks Ψ iff Φ
⋃

Ψ is incon-
sistent.

Informally, two arguments attack each other if they are jointly inconsistent.
Obviously, this attack relation is symmetric.

From multiagent viewpoint, in an argumentation game, agents manipulate
their own beliefs to join a debate to achieve a (consistent) common knowledge
under integrity constraints via some argumentation protocol. The argumentation
game is defined as follows:

Definition 11. An argumentation game is a double 〈{(Ki,�i)|ai ∈ A }, μ〉,
where {(Ki,�i)|ai ∈ A } is the belief bases of participating agents and μ is
integrity constraint.
Given a set of agents A , the set of all argumentation games from A is denoted
by gA .

Each argumentation game involves a belief set of stratified knowledge bases
equipped for the participating agents and integrity constraints as common knowl-
edge.
We define argumentation solution as follows:

Definition 12. An argumentation solution f is a function s.t. ∀G = ({(Ki,
�i)|ai ∈ A }, μ) ∈ gA , f(G) = {fi(G)|ai ∈ A } ∈ O(G), where fi(G) ⊆ L.

Now, we introduce the construction of belief merging by argumentation which
complies Simultaneous Submission protocol. Argumentation process is organized
in rounds. At each round, agents simultaneously submit their beliefs, depend on
the current state of argumentation process, some arguments may be eliminated
and others are added to the set of accepted beliefs. It causes a new argumentation
state arise. The argumentation state is formally defined as follows:
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Definition 13. An argumentation state is a tuple (G,O) where G = ({(Ki,
�i)|ai ∈ A }, μ) is an argumentation game and O = {Oi|ai ∈ A } is a current
possible outcome.

We denote SG the set of argumentation states of game G, and Λ the set of all
finite sequences of argumentation states.

The set X∗ =
⋃

ai∈A Oi

⋃{μ} is called the temporary accepted belief set.
In a round, if the argument proposed by some agent is jointly inconsistent

with the accepted set of arguments (or other proposed arguments in this round),
the argument should be marked to omit. We define the under attack function to
indicate the list of agents who have the arguments to be omitted in a round as
follows:

Definition 14. The under attack function at round i is as follows:
und : SG → 2A

where und(S) = ∅ means there is a list of agents whose arguments are attacked.

At a round, the agents under attack have to change their beliefs to get out of
this list. The changing function will force these agents to make some concessions
in their own beliefs to reach consensus at the current round of argumentation
process, it will also change the current state to a new state.

Definition 15. Changing function is a map:
upd : 2A × SG → SG,

where upd(A,S) = S′ means that at state S, the under attack set of agents
A ⊆ A changes their belief to reach consensus, it causes the transformation of
S into S′.

Lastly, the following is the definition of argumentation solution:

Definition 16. The solution to an argumentation state S for an argumentation
game 〈(Ki,�i), C〉 is given by the function sA: SG → Λ, defined as:

sA(S) = λ = (S0, . . . , Sk), where

a. S0 = S,
b. Sk = Sk−1 and Si = Si−1,∀i ∈ {0, . . . , k], and
c. ∀j ∈ {0, k] we have, ∀ai ∈ A ,

sA
i (Sj+1) =

{
sA

i (upd(und(Sj), Sj) if ai ∈ und(Sj),
sA

i (Sj) otherwise.

Finally, the solution of belief merging by argumentation is the last argumentation
state Sk and we call this solution Argumentation Belief Merging solution.

One instance of the Argumentation Belief Merging solution is an algorithm
as follows:
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Algorithm 1 - Input: A game E = ({(Ki,�i)|ai ∈ A }, μ).
- Output: Argumentation-based Belief Merging solution P .

Begin
E = ({(Ki,�i)|ai ∈ A }, μ);
P = {∅|ai ∈ A };
S0 = (E,P );
i = 0;
While und(Si) = ∅ do

Begin
Si+1 = upd(und(Si), Si);
inc(i);

End;
(E,P ) = Si;
return P ;

End;

Example 2. The argumentation process for Example 1 is as follows:
-Initial round :

P = {∅, ∅}.
X∗ = {∅}.

-First round :
Party 1 proposes its most preferred argument:

(cars ∧ banks) → deficit,¬deficit,
Party 2 also proposes its most preferred argument:

¬(banks ∧ mortgagers)
Hence,
P = { {(cars ∧ banks) → deficit,¬deficit},

{¬(banks ∧ mortgagers)}} .

X∗ = {(cars ∧ banks) → deficit,¬deficit,¬(banks ∧ mortgagers)}.
. . . . . .
Lastly, we have the result of the argumentation process as follows:

P = {{(cars ∧ banks) → deficit,¬deficit,¬(banks ∧ mortgagers), jobs},
{¬(banks ∧ mortgagers), (cars ∧ banks) → deficit,mortgagers}}.

Thus,
X∗ ≡ (cars ∧ banks) → deficit ∧ ¬deficit ∧ ¬(banks ∧ mortgagers) ∧ jobs ∧

mortgagers.

4 Postulates and Logical Properties

In this section, we introduce a set of intuitive and rational postulates to charac-
terize the family of belief merging operators based on argumentation technique.
Assume that we have an argumentation function fA w.r.t argumentation game
G = ({(Ki,�i)|ai ∈ A }, μ), the postulates are as follows:

Firstly, the Individual Rationality postulate is stated as follows:
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(INDI). fA
i (G) ⊆ Ki, ∀ai ∈ A

This postulate requires that the accepted beliefs of each agent after an argumen-
tation process can not exceed its initial beliefs.

Secondly, the Consistency postulate is formulated as follows:
(CONS).

⋃
ai∈A fA

i (G) � ¬μ.
Postulate CONS require that the result of the argumentation process should
be consistent with integrity constraints. Because each agent is equipped a finite
belief base, this postulate also ensures that the argumentation process is always
terminated.

Thirdly, the Cooperativity postulate is represented as follows:
(COOP ).

⋂
H∈MAX CONS(

⋃
ai∈A Ki,μ)

H ⊆ ⋃
ai∈A fA

i (G)
⋃{μ}.

Postulate COOP states that if some belief does not appear in any conflict, it
should be in the argumentation result. This postulate assures that the drowning
effect is avoided.

Next, the Pareto Optimality is formulated as follows:
(PO). �f

′A s.t. fA
i (G) ⊆ f

′A
i (G)|∀ai ∈ A and fA

j (G) ⊂ f
′A
j (G) for some

aj ∈ A .
Similar to the idea of Pareto Efficiency largely used in Game theory, postulate
PO requires that the result of an argumentation process should be Pareto effi-
ciency i.e. all agents jointly preserve maximally their own beliefs.
Lastly, the Symmetry postulate is stated as follows:

(SY MM). fA
i (({(Ki,�i)|ai ∈ A }, μ)) ≡ fA

δ(i)(({(Xδ(i),�δ(i))|ai ∈ A }, μ))
where δ is a permutation function.

Postulate SY MM requires that all participating agents in an argumentation
process should be equality, i.e. each agent is independent of its identifier.

Theorem 1. Argumentation Belief Merging solution fA satisfies properties
INDI, CONS, COOP , PO, and SY MM .

In Social Choice theory, the Unanimity postulate is also widely used. This pos-
tulate is formulated as follows:

(UNAN). if Φ ⊆ Ki|∀ai ∈ A , then Φ ⊆ fA
i (G)|∀ai ∈ A

Postulate UNAN states that if an argument is in the belief bases of all partici-
pating agents, then it should be in the solution of argumentation game. Although
this postulate is intuitive and rational, unfortunately, it cannot meet the require-
ment in the case of merging stratified belief bases.

Let ΔA be the argumentation-based merging operator defined from the above
argumentation solution fA as follows:

ΔA(G) =
⋃

ai∈A

fA
i (G)

⋃
{μ}. (1)

ΔA(G) is called the Argumentation-based Belief Merging operator. Based on the
reference to the set of postulates on Subsect. 2.2, we have the following properties:
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Proposition 2. If a belief merging operator Δ is an Argumentation Belief
Merging operator, it satisfies (IC0), (IC1), (IC2′), (IC7), (IC8) and, it does
not satisfy (IC3′), (IC4), (IC5), (IC6).

5 Conclusion

In this paper, we have proposed a new argumentation-based framework for belief
merging. The key idea of this work is from the behaviors of a group of partic-
ipants when they want to reach agreement from a conflict situation. In this
framework, an argumentation protocol is proposed and a model of belief merg-
ing by argumentation driven by the proposed protocol is presented. A set of
intuitive and rational postulates to characterize the argumentation solutions is
introduced, and the logical properties of family of argumentation-based belief
merging operators are discussed and analyzed.
A lot of work still needs to be done. The proposed framework will be improved
to become syntax irrelevance. The set of postulates will be deeply analyzed and
computational complexities in this framework will also be evaluated.
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Abstract. Multiple-criteria decision analysis methods are widely used as tools
supporting a decision problem. The article presents the taxonomy of the
methods, which takes into consideration the most essential characteristics. This
taxonomy, in the conceptualization process, was written by means of description
logic and then it was implemented in the OWL language in the form of ontology
representing field knowledge in the scope of MCDA methods. The research also
considers the ontology verification prepared with the use of competency
questions.

Keywords: Ontology � Multiple-criteria decision analysis (MCDA) � Knowl-
edge management

1 Introduction

Along with the development of operational research, an alternative approach evolution
of MCDA methods has been observed. This alternative approach applies both in the-
oretical studies that result in the continuous development of existing methodologies and
techniques, as well as the application layer covering new areas of application methods
in business practice. The result of the aforementioned statement is the demand for the
development of dedicated approaches adjusted to the specifics of the problem. This is
supported by a detailed literature review, where research in various scientific disci-
plines is effectively conducted with the use of a number of multi-criteria methods
[35, 39]. Combined with a variety of specific decision problems discussed by the
authors of studies in this area, the natural direction of research can be an attempt to
systematize the knowledge in this field [21]. Large heterogeneity of domain knowledge
including available scientific publications and the existing decision support systems is
an additional prerequisite for undertaking research in this field. In the literature, one can
notice attempts to develop models of knowledge representation of MCDA problems
and methods areas. For example, the paper [29] demonstrates an ontology designed to
describe the structure of decision-making problems. In [31] an ontological represen-
tation of the AHP method and a set of inference rules was presented. Earlier studies of

© Springer-Verlag Berlin Heidelberg 2016
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systematized knowledge about various aspects of decision-making are shown in
[32, 33]. Article [32] discusses the use of ontology knowledge model integrating
knowledge about decision-making process (i.e. a set of alternatives, preferences). The
proposed approach was later extended by additional ontology components [33].
Presented works deal with the problem of systematization of knowledge about the
various MCDA methods only to a small extent. The knowledge about the character-
istics of the different MCDA methods, their environmental context and use cases [30] is
not included in characterized ontologies.

This article constitutes part of wider works which aim is to construct the ontology
of MCDA methods which allows to choose a proper method depending on the char-
acteristics of decision problems. This ontology, in its final form, should take into
consideration aspects such as: characteristics of individual methods, information about
the environmental context of their applications and concrete cases of application of the
MCDA methods to solve specific decision problems. The possible construction of such
a repository in the form of ontology allows formal specification and analysis of the
various MCDA methods, as well as consequent sharing and reusing that domain
knowledge [24]. The diagram depicting the construction of discussed ontology is
presented in Fig. 1.

The aim of this paper is to develop the first stage of such solution, i.e. domain
ontology containing knowledge model of MCDA methods. In order to construct such a
solution, literature related to MCDA methods was reviewed and analyzed. This formed
the basis of the development of a taxonomy and ontology. The study was divided into
two parts: a discussion of the literature as well as the development of a taxonomy
together with the practical verification of author’s ontology using competency ques-
tions. The work constitutes a continuation of research described in the article [25]. The
taxonomy, presented in the work, of a subset of MCDA methods was completed in this
study. Furthermore, functional ontology for a broaden set of MCDA methods was
worked out and verified. The engineer form of the ontology was presented with the use
of the OWL standard and is available online [37].

2 Methods of Multi-Criteria Decision Analysis

The development of two main groups of methods and directions: approaches based on
value/utility theory and outranking relations [19] is based on the research into the
MCDA area. The utility theory-based approach derives from the American MCDA
school. Two types of relationships between alternatives are determine: indifference (ai I
aj) and preference (ai P aj) of one alternative over another. The methods in this group

Construction of 
ontology of cases of 

using MCDA 
methods

Construction of field 
ontology of MCDA 

methods

Analysis of MCDA 
methods

Analysis of 
environmental 

context of cases of 
using MCDA methods

Reuse of knowledge 
contained in 

ontology
Step 1 Step 2

Fig. 1. Process of constructing ontology of MCDA methods and their applications
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leave out non-comparability of the decision variants and assume transitivity and
completeness of preference [19]. Methods based on outranking relations stem from the
European MCDA school. Methods from this group frequently expand a set of basic
preferential situations with the result that includes indifference of decision variants (ai I
aj), weak preference one variant over another (ai Q aj), the strict preference of a variant
of the decision-making relative to the other (ai P aj), and incomparability between data
variations (ai R aj) [34]. Moreover, the preferential situations can be combined in
“outranking” relation which contains the situations of indifference, strong and weak
preference (ai S aj) [34]. In the literature two basic operational approaches can be
distinguished to aggregate performance of variants: (1) aggregate to a single criterion
(American school), (2) aggregation by using the outranking relationship (European
MCDA school) [34]. Also, mixed (indirect) approaches, which combine elements of
American and European decision-making schools, are applied. An example of this
approach can be a group of PCCA (Pairwise Criterion Comparison Approach) methods
[18]. A number of researchers acknowledge that the discussed groups of methods also
differ in the occurrence of the criteria compensation effect. The compensation itself is
that bad performance on one attribute can be compensated by good performance on
other attributes [34]. While the difference between the two discussed groups of methods
lies in the fact that in methods based on the value/utility theory there is a compensation,
whereas methods employing the outranking relation by many researchers are consid-
ered non-compensatory [19]. Roy specifies that the difference refers to operational
approaches in particular [34]. However, other researchers claim that the methods
employing an exceeding relation are characterized by partial compensation [20].
Particularly Guitouni and Martel [21] state that there are no unanimous definitions or
principles to characterize the degree of compensation. They distinguish three degrees of
compensation (1) absolute compensation - a good performance on one criterion can
easily counterbalance a poor one on another, e.g. weighted sum; (2) no compensation -
some dimensions are important enough to refuse any kind of compensation or
trade-offs, e.g. lexicographic method; (3) partial compensation - some kind of com-
pensation is accepted between the different dimensions or criteria. They classify the
majority of American and European Schools methods as the last group. MCDA
methods also differ in nature and characteristics of data which are used in them [21].
The nature of date is closely related to the measurement scale. The data can be qual-
itative or quantitative and therefore can be expressed in the ordinal (qualitative) or
cardinal (quantitative) scale. Moreover, the cardinal scale can be ratio or interval [22].
The characteristics of the data used refers to whether the data is certain or not [19].
Certain data, named also deterministic, is expressed in a crisp form, whereas uncertain
data (non-deterministic) is represented by some kind of distribution (discrete or con-
tinuous) [21]. Furthermore, many new methods based on the fuzzy set theory enable to
express uncertain data in a fuzzy form [34]. All the elements characterized above were
taken into consideration in the prepared taxonomy and ontology. Based on an analysis
of the literature, a complex set of available MCDA methods was identified. Part of the
set was presented in the paper [25], whereas its development was included in this
article.

In the future research one needs to take into consideration the decision-making
issues considered by means of individual methods and their characteristics resulting
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from the uniqueness of a decision problem (e.g. the ability of a method to apply
qualitative, quantitative or relative criteria weights, the ability to compare the pro-
ductivity of variants, applying threshold values for the criteria comparisons of variants).

3 Constructing Ontology of Multi-Criteria Decision Analysis
Methods

In the literature ontology is treated as the specification of conceptualization providing a
description of the concepts and relationships that take place between them [27]. The
application of ontologies as a solution supporting the choice of a given MCDA method
is designed to assist the user in selecting the proper solution for a particular decision
situation described using a specific criteria. Also, the ontology ought to provide
detailed information about various MCDA methods. The first action in the construction
of ontology is to develop a taxonomy of the MCDA methods. The identification and
analysis of 20 MCDA methods was allowed to create a set of criteria and sub-criteria
characterizing different solutions. A total set was formed comprising four main criteria
(available binary relations, linear compensation effect, the type of aggregation and the
type of preferential information) as well as 16 sub-criteria. This collection was the basis
for the construction of taxonomies of analyzed solutions as well. Table 1 depicts the
taxonomy of a subset of MCDA methods. The individual positons of Table 1 are
characterized in Chapter 2. The subset extends the state of authors’ research presented
in [25].

Taxonomy presented in Table 1 should be converted to an ontological form and
requires distinguishing the concept on the basis of criteria and sub-criteria and estab-
lishing their hierarchy [26]. In the ontology there are four types of taxonomic relations:
the conclusion of the concepts, concepts separation, division, and total partition.
Containment (subsumption) (Subclass-Of) concept C1 in the concept of C means that
C1 is a subclass of (detailing of) C. This is due to concept C1’s inheritance of attributes
of concept C. The subsumption of the concepts can be understood as the inclusion of
the sets, as shown in Fig. 2(a). Severability (Disjoint-Decomposition) concepts C1 and
C2 containing the concept of C means each occurrence (instance) of concept C affects
the simultaneous occurrence of concept C1 or C2, but the occurrence of C1 and C2

cannot be at the same time. Furthermore, it may be the instance of C in the absence of
the occurrence of concepts C1 or C2. Acceptable occurrences of concepts (instances I1,
I2, I3) while maintaining severability are shown in Fig. 2(b). The complete division
(Exhaustive-Decomposition) concepts C1 and C2 containing a concept C is that each
instance of C must be occurrence concept C1, C2 or both C1 and C2. In other words, the
occurrence of concept C is also contained in the occurrence of total concepts C1 and C2.
This situation is shown in Fig. 2(c) where a partition created with concepts C1 and C2

contained in the concept C is that each instance of concept C is also the occurrence
concept C1 or C2. Partition concepts C1 and C2 can be understood as the sum of disjoint
sets, as shown in Fig. 2(d). Figure 3 depicts a graphical diagram of a set of criteria and
sub-criteria of constructed ontology. The authors decided to use concepts in the
ontology, since the instances of concepts had been reserved in this case for reference
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literature cases of applying individual methods in accordance with the structure of a
decision problem. Such instances will be attached to the ontology in the future.

Part of ontology (set of criteria) written in the form of description logics [28] was
concluded in expressions (1) – (10). Parts (1) – (4) of expressions indicate the criteria
containing a (subsumption) in the concept of “Criterion”. Expression (5) means the
individual criteria are disjoint. Separation is used here because the individual criteria
are independent of each other, but the taxonomy can be added to the new criteria.
Records (6) – (8) describe the contents of the concept of “Linear compensation effect”.
The expressions (9) and (10) define a partition of concepts included in the criterion of
“Linear compensation effect”. It should be done due to the fact that the content of the
concept of “Linear compensation effect” is complete and will not be added to it in the

Table 1. Taxonomy of selected MCDA methods
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IDRA Y Y Y Y Y Y Y [1]
MAPPAC Y Y Y Y Y Y Y Y [2]
PRAGMA Y Y Y Y Y Y Y [3]
PACMAN Y Y Y Y Y Y Y Y Y [4]
ARGUS Y Y Y Y Y Y Y Y [5]
QUALIFLEX Y Y Y Y Y Y [6]
Lexicographic method Y Y Y Y Y Y Y [7]
TACTIC Y Y Y Y Y Y Y Y [8]
MACBETH Y Y Y Y Y Y Y Y [9]
Fuzzy AHP Y Y Y Y Y Y Y Y [10]
ANP Y Y Y Y Y Y Y [11]
Fuzzy ANP Y Y Y Y Y Y Y Y [12]
Fuzzy PROMETHEE I Y Y Y Y Y Y Y Y Y Y [13]
Fuzzy PROMETHEE II Y Y Y Y Y Y Y Y Y [13]
NAIADE I Y Y Y Y Y Y Y Y Y [14]
NAIADE II Y Y Y Y Y Y Y Y [14]
PAMSSEM I Y Y Y Y Y Y Y Y Y [15]
PAMSSEM II Y Y Y Y Y Y Y Y [15]
Fuzzy TOPSIS Y Y Y Y Y Y Y Y [16]
COMET Y Y Y Y Y Y Y Y Y [17]

Fig. 2. Taxonomic relations between ontology concepts: (a) subsumption, (b) disjoint-decom-
position, (c) exhaustive-decomposition, (d) partition
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future. In addition, one method may meet only one of the sub-criteria (e.g. only
supports the “Partial linear compensation effect”). In a similar manner a space is
defined as the criterion “Type of aggregation”.

Linear compensation effect�Criterion ð1Þ

Available binary relations�Criterion ð2Þ

Type of aggregation�Criterion ð3Þ

Type of preferential information�Criterion ð4Þ

Linear compensation effect � :Available binary relations. . .

. . . � :Type of aggregation � :Type of preferential information
ð5Þ

No linear compensation effect�Linear compensation effect ð6Þ

Partial linear compensation effect�Linear compensation effect ð7Þ

Total linear compensation effect�Linear compensation effect ð8Þ

Linear compensation effect � No linear compensation effect . . .

. . .[Partial linear compensation effect[Total linear compensation effect
ð9Þ

No linear compensation effect � :Partial linear compensation effect . . .
. . . � :Total linear compensation effect

ð10Þ

A bit otherwise specified content criteria include “Type of preferential information”
and “Available binary relations”. In the case of the criterion “Type of preferential
information” and its sub-criteria, complete division was applied, which describes the
expressions (11) – (16). Complete division was used due to the fact that different
methods of MCDA can simultaneously use different types of preferential information,
but there is no other type of preferential information than those in the concept of “Type
of preferential information” (the contents of this concept is complete).

Cardinal�Type of preferential information ð11Þ

Fuzzy�Type of preferential information ð12Þ

Non-deterministic�Type of preferential information ð13Þ

Deterministic�Type of preferential information ð14Þ

Ordinal�Type of preferential information ð15Þ

An Ontology-Based Knowledge Representation of MCDA Methods 59



Type of preferential information � Cardinal[ Fuzzy. . .
. . .[Non-deterministic[Deterministic[Ordinal

ð16Þ

In a similar way the space of criterion “Available binary relations” was defined.
Inside criterion “Available binary relations” including relations R, S, I, P, Q complete
division was applied. Exhaustive-decomposition was used due to the fact that the other
type of relation between variants evaluated with the use MCDA methods does not exist.
Meanwhile these relations can exist together in single method. The ontology offers a set
of MCDA methods shown in Table 1, with a set of differentiating criteria and a network
of taxonomic relationships between concepts (relations between different classes of
instances). Using this ontology, it is possible to select methods based on selected
criteria. This is the base for a simple reusable but structured domain knowledge area.
Based on preset criteria a user can obtain detailed information about the satisfying
method (methods) with its specific taxonomic characteristics. A sample set of results is
depicted in Fig. 3a, illustrating a method (here Promethee II) which met the criteria for
the query: binary relations P and I, the partial effect of linear compensation, aggregation
using outranking relations, the type of preferential information – ordinal, cardinal and
deterministic. To answer the ontology’s competence question, the Protege editor’s
extension named “DL Query” was used. The tool allows formulating questions and
asking the ontology the questions in accordance with the Manchester OWL (Web
Ontology Language) [23] syntax and writing the question in the form of the ontology
classes. The question had the form of: “MCDA_Method and (hasCriterion some P
and hasCriterion some I and hasCriterion some PartialLinearCompensationEffect and
hasCriterion some OutrankingAggregation and hasCriterion some Ordinal and
hasCriterion some Cardinal and hasCriterion some Deterministic)”. A sample rea-
soning process [40] has the following course in this case: PROMETHEE_II SubClassOf
hasCriterion some I; isCriterion inverseOf hasCriterion; isCriterion Range MCDA_-
Method; PROMETHEE_II SubClassOf hasCriterion some P; PROMETHEE_II Sub-
ClassOf hasCriterion some OutrankingAggregation; PROMETHEE_II SubClassOf
hasCriterion some PartialLinearCompensationEffect; PROMETHEE_II SubClassOf
hasCriterion some Ordinal; PROMETHEE_II SubClassOf hasCriterion some Cardi-
nal; PROMETHEE_II SubClassOf hasCriterion some Deterministic. The key stage in
the presented reasoning is concluding a reverse relation isCriterion and hasCriterion as
well as determining the scope of the relation isCriterion to the concept MCDA_-
Method. On the basis a reasoning mechanism is able to conclude that the concept
PROMETHEE_II is a subclass of the concept MCDA_Method. A further query to the
ontology was created using the SPARQL language [36]. Inquiries to the knowledge
base in SPARQL may relate only to the knowledge stored permanently and not that up
to date by the inference. This allows a new structure of the knowledge base to be
obtained that contains all the relationships between concepts and instances established
through the mechanism of the applicant. Having deduced form prepared query ontol-
ogy instances of multi-criteria methods, which use binary relations P and I and the
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aggregate results of the evaluation using outranking relations. The structure of com-
petence query is listed below:

In the clause “SELECT” are defined variables that are to be displayed in the results,
and in the clause “WHERE” are defined relationships that should exist between the
variables. The relation of “rdf: type” specifies instances of a particular class. The
competence query results are shown in Fig. 3b. The use of ontology as a tool to support
the selection of the MCDA method allows a solution to be chosen that takes into
account user-defined criteria on the basis of which only the MCDA methods or liter-
ature reference solutions that meet user-specified environmental determinants and
decision-making are designated.

The same ontology contains the complete set of domain knowledge about the
MCDA methods. This ontology has been built using Protege 4, using the OWL [28].
The MCDA ontology is available in [37] and the effect of the reasoner is given in [38].

4 Conclusion

This article deals with the issue of the construction of ontology of MCDA methods. On
the basis of the analysis of MCDA methods a taxonomy characterizing the different
solutions was demonstrated. It constituted the basis for the construction of ontology of

(a) (b)

Fig. 3. Results of the Manchester OWL competence query (a), and results of the SPARQL
language competence query (b)
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MCDA methods. The findings confirmed the possibility of the conceptualization of
knowledge in the area of MCDA methods. The application of the proposed ontology
supports the decision-maker’s correct choice of a multi-criteria method and allows for
full domain knowledge about each one. It ought to be noted that the standard employed
for the construction of the ontology ensures compliance with international semantic
standards. This makes it possible to further use the developed solution as well as its
connection to other ontologies in various fields within the growing trend of knowledge
engineering. Additional research needs to be supplemented by ontology of reference
cases of the application of each method in various areas (management, logistics,
environment, medicine, etc.). For ontology, further criteria characterizing the various
methods and the environmental context of their use can be attached. It allows for the
greater use of the adequacy of the reasoner and asks for the use of various methods in
decision problems using SWRL language rules.
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Abstract. In many real situations it is not possible to merge multiple
knowledge bases into a single one using one-level integration. It could
be caused, for example, by high complexity of the integration process
or geographical distance between servers that host knowledge bases that
expected to be integrated. The paralleling of integration process could
solve this problem and in this paper we propose a multi-level ontology
integration procedure. The analytical analysis pointed out that for pre-
sented algorithm the one- and multi-level integration processes give the
same results (the same final ontology). However, the multi-level integra-
tion allows to save time of data processing. The experimental research
demonstrated a significant difference between times required for the one-
and multi-level integration procedure. The latter could be even 20 %
faster than the former, which is important especially in the emerging
context of Big Data. Due to the limited space we can only consider inte-
gration on the concept level.

1 Introduction

The processing of big sets of data is becoming essential problem in case of a
company management. It could be stored in different, complex structures and
reveal potential inconsistencies, therefore, its processing it is not an easy task.
Especially, the integration of such datasets (combining a few separate data source
into single one) can be both time- and cost-consuming due to the computational
complexity of this process.

Let us imagine a situation in which some company needs to process a large
amount of financial data coming from many different sources. Based on a final
knowledge base obtained during such integration, the company’s board would
like to make some decisions about new investments. Too long time of processing
could not be a problem in case of a longterm investments with distant deadlines.
However, in many situations decisions such as selling or buying new assets,
should be made quickly, even in real time and a potential delay could bring
potential losses for the company. In other words, the dynamically changing envi-
ronment requires easy and fast methods for data management and the time of
data processing seems to be critical element for companies which need to make
decisions based on a Big Data that constantly appear from different sources.
c© Springer-Verlag Berlin Heidelberg 2016
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Obviously ontologies, which are the main topic of the following article,
shouldn’t be treated only as raw data, but more complex knowledge representa-
tions. Nevertheless, the context of gathering large amount of data from different
sources that can be further processed and eventually obtain intentional seman-
tics require not only effective methods of aforementioned data processing, but
also equally effective methods for dealing with large-scale knowledge bases.

In this paper we propose a procedure for ontology integration which can
serve as such source. Due to the structure of these knowledge bases, their inte-
gration needs to be done on three levels: the concept’s level, the instance’s level
and the relation’s level. Due of the limited space available, authors concentrate
only on a concept level, using an algorithm taken from [10]. The definition of the
multi-level integration process is proposed and the results of one- and multi-level
integrations are analysed analytically. However, as it was mentioned, in the case
of Big Data, the critical issue is the time required for the integration. Therefore,
we have used a set of example ontologies and alignments between them, in order
to compare the times required by one- and two-level integration procedures to
designate final results. To conduct described comparison, a dedicated experimen-
tal environment has been implemented using Python programming language and
eventually used.

The remaining part of this paper is organized as follows. In the next section
we give a brief summary of related works. Section 3 contains the introduction to
ontologies and basic notions used throughout our research. In Sect. 4 the multi-
level integration procedure is presented. Section 5 describes the results of ana-
lytical and experimental analysis of one- and multi-level ontology integrations.
Section 6 concludes this paper.

2 Related Works

Since ontologies are becoming more and more popular, the problem of their inte-
gration (also referenced as merging) and their mapping are becoming very impor-
tant. Cruz and Xiao in [4] discussed the role of ontologies in data integration.
They considered two different settings depending on the system architecture:
central and peer-to-peer data integration.

The problem of ontology integration were raised in many papers. In [15]
authors describe activities that compose integration process like: identifying
integration possibility, decomposition into modules of integration, initial assump-
tions and ontological commitments. In general, the process can be decomposed
into choosing the right representation of knowledge in each module, selecting can-
didate ontologies, studying and analysing candidate ontologies, choosing source
ontologies, applying integration operations and finally processing a resulting
ontology. For each stage of a methodology it provides support and guidance
to perform those activities.

In [2] authors presented the basic framework for ontology integration. They
tried to answer how to specify the mapping between the global ontology and
local ontologies and eventually have proposed a mechanisms based on queries.
Noy and Musenl described a general approach to ontology merging and alignment
called SMART [12] and PROMPT [13].
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Li and his team in [8] described an agent-based framework of integration of
similar ontologies coexisting in a distributed and heterogeneous environment.
The basic remark which served as in initial inspiration was the fact that with
the presence of ontology agents, newly generated ontologies can be reused many
times. The proposed solution was tested in a prototype system implemented
using Jade framework. Considered research pointed out that the proposed frame-
work provides a flexible and effective modelling approach to tackle the integration
over a variety of ontologies.

In [1] a hybrid approach for ontology integration is proposed. Authors dis-
tinguished two major approaches to integration of information: (i) the data
warehouse (materialised approach) and (ii) a virtual approach (also referenced
as mediator-based approach). They took advantages of both and proposed a
hybrid framework.

In [5] authors have presented a set of methods facilitating the integration of
independently developed ontologies using mappings.

In [10] author defined ontology and subsequently described some integration
techniques. Due to the accepted ontology definition the integration process were
decomposed into three levels: the concept’s level, the relation’s level and the
instance’s level. For each of these levels the suitable methods were proposed and
analysed.

The integration on two or more levels is a new idea and so far it has not
attracted much attention in literature. There are however some papers like [6,7]
or [11] that address the one- and two-level consensuses and the problem of its’
determination. Authors have developed a formal framework that can be easily
used to designate the consensus in one- and two- steps for assumed macrostruc-
ture and microstructures. Next, for some criteria the analysis of obtained consen-
suses were made. The researches demonstrated that both one-level and two-level
consensus in comparison to the optimal solution give acceptable results. Never-
theless, to the best of our knowledge the challenges of the multi-level ontology
integration topic were not frequently addressed.

In our previous research we have also focused on the problem of ontology
alignment [14] which can be treated as a pre-step to any other ontology integra-
tion process. In general, the task of designating an alignment an be described
as a process of selecting elements of compared ontologies that refer to the same
object taken from considered universe of discourse [16]. What distinguishes our
work from other research is the fact that we have developed a framework built
around four functions (namely λA, λC , λR and λI) that are used to calculate
the degree to which certain elements from some selected source ontology can
be mapped to elements from a target ontology. What is worth emphasising, is
the fact that these functions are not symmetrical. The reason behind this comes
from straightforward remark - it is easier to align detailed representation of some
object (no matter if it is an attribute, a concept, a relation etc.) into general
representation that to map broad description into precise one without any loss
of information. Therefore, our framework does not designate the closeness of
two ontological elements, but the amount of knowledge that can be unequiv-
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ocally transformed. Obviously, the above consideration does not entail formal
asymmetry of concerned functions λA, λC , λR, λI .

3 Basic Notions

Lets assume that a pair (A,V) represents some real world in which A denotes
a set of attributes that can describe objects from that world and V denotes
a set of valid valuations of these attributes. In other words, we can say that
V =

⋃
a∈A Va where Va is a domain of an attribute a.

On the simplest level we define ontologies as a following triple:

O = (C,R, I) (1)

where C is a finite set of concepts, R is a finite set of relations between concepts
R = {r1, r2, ..., rn}, n ∈ N , ri ⊂ C × C for i ∈ [1, n] and I is a finite set of
instances.

Elements of the set of concepts (also referenced as classes) C are defined as
follows:

c = (Idc, Ac, V c) (2)

where Idc is a unique label, Ac is a set of attributes assigned to such concept
and V c is a set of domains of these attributes (V c =

⋃
a∈Ac Va).

If the criteria ∀c∈CAc ⊆ A and ∀c∈CV c ⊆ V are met we can say that an
ontology O is (A,V)-based.

Attributes from the set A by themselves do not carry any particular mean-
ing. They obtain semantics by being included within particular concepts. In
order to formally express it we need a set DA of their atomic descriptions (e.g.
year of birth) and in consequence a sublanguage of the sentence calculus con-
structed with members of DA and elementary logic operators of conjunction,
disjunction and negation. Eventually the semantics of attributes is given by a
function:

SA : A × C → LA
s (3)

The above equation allows to specify roles that variety of attributes obtain
when they get included into different concepts. For example, an attribute Address
means something different when used in the context of a concept Home and dif-
ferent when included in the concept Website. Furthermore, such approach to
expressing attributes’ semantics gave us a possibility to formally define equiva-
lency (denoted as ≡), generalization (denoted as ↑) and contradiction (denoted
as ↓) between attributes [14].

We also accept the existence of a set DR containing descriptions of relations.
By analogy, LR

s denotes another sublanguage of the sentence calculus that is
used to define a function that gives semantics of relations from the set R:

SR,O : R → LR
s (4)

Hence, we have provided a set of criteria for relationships between relations
including equivalency, generalisation and contradiction.
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An instance i (a member of the set I ) of some concept is defined as a triple
i = (id, Ai, vi), where id is its unique identificator, Ai stands for a set of assigned
attributes and vi denotes a function vi : Ai → ⋃

a∈Ai
Va which assigns values

from the corresponding sets Va to particular elements of the set Ai. We say that
i = (id, vi, Ai) is an instance of a concept c = (Idc, Ac, V c) only if Ac ⊆ Ai

and ∀a∈Ai∩Acvi(a) ∈ V c. For convenience we will use the notation Ins(O, c) to
denote a set of instances of a concept c within ontology O.

4 Multi-level Integration

Out of many ways of defining the knowledge integration, we can describe it as a
process of joining several, independent knowledge bases (in our case - ontologies)
into a single one. In some cases it is impossible to do so during only one-level
integration due to high complexity of required transformations or simply geo-
graphical distance between them that entails unacceptable latency due to too
large data transfer.

A multi-level knowledge integration, i.e. simultaneously combining knowledge
from a small number of sources for many subgroups and the eventual merging
of the results into the one final knowledge base, might be applied to solve the
described issue. The general idea for such approach is presented in Fig. 1.

The problem of ontology integration can be formulated as follows: for given n
ontologies O1, O2, ..., On one should determine an ontology O* which represents
given ontologies in the best way. As it was mentioned, the integration process
can be conducted on one level or in special cases on two or more levels. The
definitions of one level and multi level ontology integration process is presented
below:

Fig. 1. The general idea for a multi-level integration process.
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Definition 1. The input of the one-level integration process is a sequence of
n ontologies: O1

1, O
1
2, ..., O

1
n. The output of the integration process is a single

ontology O1∗, which is in multiple relationships with input ontologies, as defined
by a group of criteria. Integration criteria K1

1 ,K1
2 , ...,K1

n are the parameters of
the integration task and tying O1∗ with O1

1, O
1
2, ..., O

1
n each at least at a given

level α1
1, α

1
2, ..., α

1
n K1

i (O1∗|O1
1, O

1
2, ..., O

1
n) ≥ α1

i .

Based on the Definition 1 the multi-level integration is defined as follows:

Definition 2. Let Om−1∗
1 , Om−1∗

2 , ..., Om−1∗
n be ontologies obtained during m−1

level of the knowledge integration, where m ≥ 2. The output of the m-level of
integration is a single ontology Om∗, which is in multiple relationships with input
structures, as defined by a group of criteria: Km

1 ,Km
2 , ...,Km

n .

According to the literature [9], the following integration criteria are known: com-
pleteness (after the integration no data/elements are lost), minimality (the out-
put of the integration is not much larger than its inputs), precision (the integra-
tion does not duplicate data), optimality (the output of the integration is the
closest to inputs, in terms of some distance measure), sub-tree agreement (the
output includes all the sub-trees from its inputs).

Due to the structure of an ontology which consists of three main elements:
concepts, relations and instances, the problem of one-level ontology integration
should be conducted in three steps: integration of concepts, integration of rela-
tions and integrations of instances. This problem has been solved in [10] where
author decomposed problem of ontology integration into three phases and for
each phase the appropriate algorithm were proposed. Integration on an instance
level were solved using consensus methods, integration on a concept level required
defining some additional postulates and an algorithm for relational level includes
in the final set of relations only those relations which appear most often in the
ontologies, and do not cause any contradiction.

The multi-level ontology integration task required to primarily divide the
sequence of n ontologies O1, O2, ..., On into k classes X1,X2, ...,Xk where k < n.
For each class Xi of ontologies one-level integration process is conducted in the
way described above. Ontologies O2∗

1 , O2∗
2 , ..., O2∗

k are the result of the integration
process obtained during 2nd level. Ontologies O2∗

1 , O2∗
2 , ..., O2∗

k can be further
integrated (based on basic one-level integration procedure) into the one, final
ontology O2∗. The division of a sequence of ontologies into classes and integrating
them can be carried out many times and then we can say about the multi-level
integration process.

5 Evaluation of One- and Multi-level Ontology
Integration

5.1 Formal Analysis of Integration Algorithm

Due to the limited space available for this paper we have focused only on the
evaluation of one- and multi-level concept integration. The base algorithm taken
from [10] is conducted in the following steps:
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Algorithm 1. Concept integration
Require: Concepts structures (Ai, V i);

1: Set A∗ =
n⋃

i=1

Ai;

2: for all (a, b) ∈ A∗ × A∗ do
3: if a ↑ b then
4: A∗ = A∗ \ b if b does not occur in any relationship with any other attribute

from A∗;
5: end if
6: end for
7: for all a ∈ A∗ do
8: determine its domain Va as the sum of its domains from pairs (Ai, Vi)
9: end for

Theorem 1. For an ontology integration on a concept level and for m ≥ 2 the
following condition is always satisfied: Om∗ is equal to O1∗.

Proof. In the first step we show that Om∗ is equal to O1∗ for m = 2. Due to
the fact that we consider only concept integration we want to show that Am∗

is equal A1∗ and V m∗ is equal V 1∗ where Am∗, A1∗ are the results of attribute
integration on multi- and one-level respectively and V m∗, V 1∗ are integrated
values of attributes for multi- and one-level algorithm.

From Step 1 of Algorithm 1 it is obvious that A1∗ =
n⋃

i=1

Ai. Two-level integra-

tion process is more complicated. Let us assume that A1, A2...., An were divided
into k classes. Therefore, S1 = {i : Ai belongs to a class 1}, S2 = {i : Ai belongs
to a class 2},...,Sk = {i : Ai belongs to a class k}. In the first step of the
multi-level integration process we obtain A1∗

1 =
⋃

i∈S1

Ai, A1∗
2 =

⋃

i∈S2

Ai, ..., A1∗
k =

⋃

i∈Sk

Ai. In the second step we get A2∗ =
⋃

i∈S1

Ai∪ ⋃

i∈S2

Ai∪...∪ ⋃

i∈Sk

Ai. Therefore,

A2∗ is A1∗ equal because union of sets is associative. The same reasoning could
be conducted for the set of attributes values. For m ≥ 2 it is easy to show by
using mathematical induction. �
From Theorem 1 we know that the results of ontology integration for one- and
multi-level give the same results. Therefore, in the next part of our paper we
examine the influence that one- and multi-level integration processes have on
the time required to determine the final ontology.

5.2 Experimental Evaluation

For experimental evaluation we have used ontologies taken from datasets
provided by Ontology Alignment Evaluation Initiative (OAEI ) for their annual
evaluation campaigns. These campaigns are aimed at evaluation of plethora of
ontology alignment frameworks which main goal is to designate a set of mappings
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that indicate equivalent elements taken from separate ontologies. The aforemen-
tioned evaluation methodology is based on a broad dataset containing pairs of
ontologies (for convenience grouped into smaller subsets referred to as tracks)
along with some gold standard - a reference mappings between them. During the
actual evaluation of some selected alignment tool, its output is compared with
such reference mappings and Precision and Recall values are calculated along
with other quality metrics.

Due to the accessibility of the domain, for our particular experiment we have
used four ontologies (namely Sigkdd, Edas, ConfTool and Sofsem) taken from
the conference track of the latest 2015 evaluation campaign [17]. We have also
used the provided reference alignments that have been designated between these
ontologies in order to fulfil initial requirements: (i) selecting equivalent con-
cepts that may be integrated into the final ontology and (ii) selecting equivalent
attributes for the sake of Step 3 of Algorithm 1.

In our experiment we have tested the one- and two-level approach using a
dedicated experimental environment written in Python programming language.
The integration of all ontologies into the one, consistent version incorporating
standard one-level approach took 0.0788 s.

In Table 1 we present different times in seconds taken by the two-level inte-
gration approach. We have tested seven different selections of initial ontolo-
gies’ classes X1 and X2. They can be understood as an initial division of used
set of four ontologies into subsets containing respectively one, two or three
of initial ontologies. Each of such division is represented as a row in Table 1.

Table 1. Experimental results for two-level integration process

Ontologies classes 1 level 2nd level Total time

X1 X2

X1={Sofsem, Sigkdd} 0.006 s 0.0072 s 0.06 s 0.0672 s

X2={Edas, ConfTool}
X1={Sofsem, Edas} 0.0026 0.0098 s 0.0564 s 0.0662 s

X2={Sigkdd, ConfTool}
X1={Sofsem, ConfTool} 0.007 s 0.0071 s 0.0559 s 0.0631 s

X2={Sigkdd, Edas}
X1={Sofsem} 0 s 0.0212 s 0.0628 s 0.084 s

X2={Sigkdd, Edas, ConfTool}
X1={Sigkdd} 0 s 0.0323 s 0.0557 s 0.088 s

X2={Sofsem, Edas, ConTool}
X1={Edas} 0 s 0.0182 s 0.0573 s 0.0756 s

X2={Sofsem, Sigkdd, Conftool}
X1={ConfTool} 0 s 0.0348 s 0.0764 s 0.1111 s

X2={Sofsem, Sigkdd, Edas}
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Columns represent times taken by each level of performed integration for differ-
ent classes and the time taken by the final step of the investigated method.

The presented values are obtained from 10 repeats of the same integration
process and the arithmetic means of all of the times taken by partial iterations is
provided. This allowed to rule out any potential distortions that may be caused
by random technical issues such as memory access downtime etc.

From obtained results of our experiment we can draw a conclusion that the
multi-level approach to the integration is significantly faster than the one-level
procedure. As easily seen, from the last column of Table 1, the experimental
verification pointed out that such integration process is shorter even by 20 % in
comparison to the simpleone-level integration. In the context of Big Data [3] the
shortest possible time required to obtain the expected results is a critical factor
in providing reliable business solutions in due course.

6 Future Works and Summary

Because of the complexity of ontologies and their semantic expressiveness, man-
aging them is a difficult task. Moreover, ontologies allow to easily store big sets
of data (eventually enriching them with some intentional meanings), so methods
for their convenient, quick, reliable and low-budget processing are critical.

In this work we have proposed the multi-level method of their integration.
During this process, integrated ontologies are divided into some classes and for
each of such class the one, consistent ontology is designated. Finally all of the
partial results are merged into a final ontology. Such solution allows to decrease
the time required for performing desired integration thanks to a parallelisation
of the fragmentary calculations.

In our future work we would like to conduct more experiments using more
ontologies and for more levels. Due to the limitations of this paper we were able
only to examine four ontologies integrated only on two levels. Therefore, more
sophisticated experiments could bring interesting conclusions. Additionally, we
are planing to expand our framework with the integration of both instances and
relations that are also important elements of ontologies.
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Abstract. In question-and-answer (QA) systems, various queries need to be
processed. In particular, those queries such as temporal information require
complex query generation processes. This paper proposes a temporal repre-
sentation model that can support qualitative and quantitative temporal infor-
mation on historical ontology by applying the concept of ordinals and sets and
introduces operators that allow a QA system to easily handle complex temporal
queries. To verify the effectiveness of the proposed model and operators, his-
torical scenarios are presented to show that they can effectively handle complex
temporal queries.

Keywords: Ontology � Temporal representation � Historical event �
Question-Answering system

1 Introduction

The goal of a question-and-answer (QA) system is to provide correct natural language
answers for given natural language questions consisting of natural languages to users.
The most important task is to analyze given questions and the predefined text corpus.
There are various techniques for extracting useful words and phrases [1]. However, it is
difficult to present semantic relationships between keywords because keywords consist
of words or sequences of words. If information on semantic relationships between
keywords of a sentence can be used in the QA system, then the system can provide
good performance. To implement the QA system, a knowledge base based on linked
open data (LOD) such as DBPedia and Freebase can be constructed [2]. A knowledge
base manages knowledge as a triple format, and the QA system uses knowledge to
provide answers to given questions. However, if the QA system uses only an asserted
triple in the knowledge base, then the system cannot support various questions from
users. This is because some user queries require reasoning processing instead of simple
queries for given queries.

This paper proposes a temporal representation model to support qualitative and
quantitative temporal information on historical ontology through the application of the
concept of ordinals and sets. In the proposed model, groups are built based on entities
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DOI: 10.1007/978-3-662-49381-6_8



that frequently appear in user queries as questions, and operators are provided to
represent qualitative and quantitative information on groups. Also, operators allow QA
system to find out group information to extract facts for user queries. The proposed QA
system performs forward reasoning process for the built groups without generating all
new facts based on predefined inference rules. Later, the operators allow the proposed
hybrid QA system to effectively respond to given complex questions which need a
complex backward reasoning process.

The rest of this paper is organized as follows. Section 2 introduces related works.
Section 3 presents a temporal representation scheme and a query operator for the
proposed model. Section 4 describes a scenario and examples to verify the proposed
model. Finally, Sect. 5 concludes with some suggestions for future research.

2 Background and Related Work

There are studies applying temporal information are as follows. Allen introduces 13
temporal relationships with distinct, exhaustive, and qualitative characteristics [3, 4].
As shown in Fig. 1, he describes 13 qualitative relationships between start and end
instants. Temporal relationships also contain complement, composition, converse,
intersection, and union operators for relationships. Complex temporal relationships are
represented by defining the composition between basic interval relationships through
the composition operator.

OWL-Time suggests a schema for temporal information in W3C [5, 6]. The schema
also supports time properties including Allen’s 13 relationships.

Numerous approaches have been proposed to represent temporal information
additionally demanded under the triple structure. As shown in Fig. 2(a), reification is
described as the statement class in RDF [7, 8]. In Fig. 2(b), the N-ary relationship
permits only binary relationships for reification in both RDFS and OWL [9]. In Fig. 2(c),
4D fluents generate instances using the TimeSlice class in both subject and objects
demanding a temporal information representation for representing temporal information
to represent the timeSlice property [10, 11]. 4D fluents also represent time instances and
intervals as instances of TimeInterval.

Perry proposes a support framework for temporal and spatial information [12]. In
this approach, Perry designs an operator for an RDF-based model and queries for
representing temporal and spatial information and proposes SPARQL-ST language to
handle intersect and union functions in temporal information as shown in Fig. 3.
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x  precedes  y
y  preceded-by  x
x  meets  y
y  met-by  x
x  overlaps  y
y  overlapped-by  x
x  starts  y
y  started-by  x

x  during  y
y  contains  x
x  finishes  y
y  finished-by  x
x  equals  y
y  equals  x

Fig. 1. Allen’s basic temporal relationships
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Horrocks et al. propose the SWRL (semantic web rule language) [13]. The SWRL
is written in human-readable grammar, and its format is a result of the following
prerequisite:

Antecedent ) consequent:

Prerequisites and results are the AND union between elements written as
a1∧…∧an. Variables are represented by the basic rule that attaches the prefix as a
question mark. A sentence “If x has y as a parent, then y and z are brothers, and x has z
as an uncle” can be represented to result as the uncle’s attribute based on the union of
the parent’s attribute and the brother’s attribute, which can be defined as follows:

hasParent ?x; ?yð Þ ^ basBrother ?y; ?zð Þ ) hasUncle ?x; ?zð Þ

where ?x, ?y, and ?z are variables, and hasParent, hasBrother, and hasUncle are
attributes.

This paper represents temporal information with a historical model using ontology.
Rules and operators are defined using the SWRL to verify the proposed temporal
representation model. The scenario for the experiment is created using SPARQL.

3 Modeling for a Temporal Representation

3.1 Temporal Representation Schema

Assuming the expression of an instance containing time information to be presented in
the knowledge base, the paper proposes a model that applies both ordinal numbers and
set terms.

Figure 4 shows the basic temporal representation using the IntervalGroup class.
The temporal representation generates instances for grouping meaningful sets of
instances containing time information in the knowledge base. The condition of
instances belonging to IntervalGroup is represented by generating instances using the
GroupFilter class. GroupFilter is presented with the name and value of the given

Fig. 2. A general representation technique

Fig. 3. Intersect and union operators for a temporal representation
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property. GroupFilter lists several conditions and generates several instances. Instances
that meet the GroupFilter condition generate instances using the IntervalRef class to
connect IntervalGroup. All properties have inverse properties. These concepts are
represented by the following equations:

Given = { ?o = Object, ?i = owl:Interval, ?ir = InervalRef, 
?ig = IntervalGroup, ?gf = GroupFilter,   ?tf = TemporalProperty   } 

TemporalOf(?i1, ?o1) ∧  ReferenceOf(?ir, ?i1) ∧ MemberOf(?ir, ?ig) ∧

ConditionOf(?gf1, ?ig) ∧ UseBeginDate(?ig, ?tf1) ∧ UseEndDate(?ig, ?tf2)

In Fig. 4, IntervalGroup, GroupFilter, UseBeginDate, UseEndDate, and IntervalRef
are shown as dotted lines and are connected to generate a group using several interval
instances.

Table 1. Relation-type property by Allen‘s rule

Interval
ref.

Property Relation type (Allen’s rule) Property Interval
ref.

?ir1 NextOf precedes, meets, overlaps is finished
by, contains

PreviousOf ?ir2

EqualOf starts, equals, is started by EqualOf
PreviousOf during, finishes, is overlapped by is

met by, is preceded by
NextOf

Fig. 4. A temporal ontology representation for historical events using ordinals and sets
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Allen’s rule is applied using BeginDate and EndDate between every interval
connected to IntervalGroup to make conclusions on the subsequent ordinal relation-
ship. Here temporal relationships between two intervals is concluded using Allen’s
rule. The conclusion and IntervalRef of each interval are connected by generating
instances using the IntervalRelation class. To connect IntervalRelation and intervals
between two IntervalRef classes, one of three properties (nextOf, previousOf, or
equalOf) is selected and connected, as shown in Table 1.

The order between each instance is determined using nextOf, previousOf, and
equalOf of Allen’s rule. The calculated order is presented by Order property. Inter-
valRef for each first and last order is also presented by FirstOrder and LastOrder
property, respectively. To calculate the Overall for every interval, a new interval is
generated using FirstOrder’s BeginDate and LastOrder’s EndDate and presented as the
Overall property.

Given = { ?ir = IntervalRef, ?il = IntervalRelation, ?ig = IntervalGroup, 
?i = owl:Interval, ?d = owl:Instant }

( (NextOf(?il1, ?ir1) ∧ Previous(?il1, ?ir2) ) ∨(EqualOf(?il1, ?ir1) ∧ EqualOf (?il1, ?ir2) ) ∨
(PreviousOf(?il1, ?ir1) ∧  NextOf (?il1, ?ir2) ) ) ∧
(hasIntersection(?il1, ?d3) ∨ (hasDifference(?il1, ?d3) ) ∧ hasOrder(?ir1, literal) ∧
hasOrder(?ir2, literal) ∧ MemberOf(?ir1, ?ig) ∧ FirstOrder(?ig, ?ir2) ∧
LastOrder(?ig, ?ir3) ∧ OverallOf(?i, ?ig) ∧ BeginDateOf(?d1, ?i) ∧EndDateOf(?d2, ?i)

In Fig. 4, IntervalRelation, Order, the intersection instance, the difference instance,
FirstOrderOf’s IntervalRef, LastOrderOf’s IntervalRef, and OverallOf’s IntervalRef
are shown as dashed lines and represented as RelationType, Insection/Difference, and
Order between each IntervalRef instance based on the application of Allen’s rule
between several instances. To conclude the Set relation, an instance in each IntervalRef
property is set as UseBeginDate and UseEndDate, and then the time difference between
BeginDate and EndDate is calculated to generate the owl:Instant class and connect
IntervalRef to the Term property. In addition, the term of all IntervalRef Instances must
be calculated, and each value should be compared. The lowest value should be pre-
sented as the TermMinimumOf property, but the value must be represented as the
TermMinimumRefOf property to connect the real IntervalRef property. The highest
value must be represented as the TermMaximumOf property, but the value must be
represented as the TermMaximumRefOf property to connect IntervalRef. The Term-
SumOf property is represented by adding all term values. The TermAverageOf prop-
erty is represented by calculating all average term values. The TotalInstance property is
represented by calculating the number of every instance. All properties are represented
as follows:

Given = { ?i = owl:Interval, ?ir = IntervalRef, ?d = owl:Instant, ?ig = IntervalGroup }
Term(?ir, ?d1) ∧ ReferenceOf(?ir1, ?i1) ∧ MemberOf(?ir1, ?ig) ∧
Overall(?i2, ?ig) ∧ Term(?2, ?i2) ∧ TermMinimumOf(?d2, ?ig) ∧
TermMaximumOf(?d3, ?ig) ∧ TermMinimumRefOf(?ir2, ?ig) ∧
TermMaximumRefOf(?ir3, ?ig) ∧ TermSumOf(?d4, ?ig) ∧
TermAverageOf(?d5, ?ig) ∧ TotalInstance(?ig, Literal)
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All instances of TermSumOf, TermAverageOf, TermMinimumOf, TermMaxi-
mumOf, TermMinimumRefOf’s IntervalRef, TermMaximumRefOf’s IntervalRef, and
TotalInstance have the term instant depicted as alternative long-and-short dashed lines
in Fig. 4. They are computed using each interval term.

3.2 Query Operator Design

An operator is designed using a temporal representation schema. This operator can be
divided into the base operator and the extension operator. The extension operator
cannot be used without the base operator. The base operator is distinguished between
the construct operator for generating IntervalGourp and the select operator for query-
ing. First, assume the following given knowledge:

For a temporal representation based on given information, the above mentioned
knowledge is generated: First, the base construct operator generates IntervalGroup and
represents ordinals and sets if the group filter is given as MakeGroup (ub, ue, GF). The
interval’s BeginDate and EndDate are set as ub and ue, and a query is required. The
operator is described as follows:

Second, the operator queries IntervalGroup including each GF if the GF is given as
SelectGroup (GF). The operator is described as follows:
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Third, the base select operator queries to all IntervalRef belonging to each Inter-
valGroup’s member if ig is given as SelectInterval (ig).

Finally, the base select operator retrieves to all IntervalRef belonging to each
IntervalGroup’s member if IG is given as SelectInterval (IG).

Further, the proposed model provides an extension operator to support answers to
complex questions with the base select operator.

The first extension operator is the condition and is expected to retrieve triples
corresponding to the condition in the retrieved IntervalGroup by using either
SelectGroup() or SelectInterval(). The operator is described as follows:

The second extension operator is Order() and expected to retrieve IntervalRef cor-
responding to order = ?x in the retrieved IntervalGroup by using either SelectGroup()
or SelectInterval(). The operator is described as follows:

The third extension operator is tm() and expected to retrieve the relative temporal
order of tm in the retrieved IntervalGroup’s Overall by using either SelectGroup() or
SelectInterval(). The operator is described as follows:

The fourth extension operator is twin tm() and expected to retrieve Allen’s rule
relationship by using Interval(?x), which includes two tm types for the retrieved
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IntervalGroup’s overall based on SelectGroup() as start time(?y) and end time(?z). The
operator is described as follows:

The final extension operator is ir() and expected to retrieve Allen’s rule relationship
for the typed IntervalRef for the retrieved IntervalGroup’s Overall by using
SelectGroup(). The operator is described as follows:

4 A Case Study: Query Verification

To verify the proposed model, temporal is used to express a history scenario to create
the history of the Joseon monarchy in IntervalGroup. The proposed model is validated
by executing queries.

Table 2 shows information on the Joseon monarchy from Wikipedia. This infor-
mation is composed of the name of the monarch at the beginning and end of each reign,
TempleName, and reignStartDate and presents the reignEndDate property.

Through operator MakeGroup, the following temporal representation is generated.
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The operator for the following SPARQL query using generated knowledge is as
follows:

For example 1, the query asks for the 25th monarch. At common SPARQL, the
25th monarch is identified by using LIMIT and OFFSET functions with corresponding
properties. In the proposed extension, the query uses the SelectGroup operator to
retrieve IntervalGroup first and extracts an instance in which the hasMember property
value of the IntervalGroup class is 25 after IntervalRef instances connected by the
hasMember property of IntervalGroup are evaluated using the order operator.

Table 2. A list of Joseon Monarchy

Temple
name

Reign
startdate
(gYear)

Reign
enddate
(gYear)

Temple name Reign
startdate
(gYear)

Reign
enddate
(gYear)

Temple
name

Reign
startdate
(gYear)

Reign
enddate
(gYear)

Taejo 1392 1398 Yeonsangun 1494 1506 Sukjong 1674 1720

Jeongjong 1398 1400 Jungjong 1506 1544 Gyeongjong 1720 1724

Taejong 1400 1418 Injong 1544 1545 Yeongjo 1724 1776

Sejong 1418 1450 Myeongjong 1545 1567 Jeongjo 1776 1800

Munjong 1450 1452 Seonjo 1567 1608 Sunjo 1800 1834

Danjong 1452 1455 Gwanghaegun 1608 1623 Heonjong 1834 1849

Sejo 1455 1468 Injo 1623 1649 Cheoljong 1849 1863

Yejong 1468 1469 Hyojong 1649 1659 Gojong 1863 1907

Seongjong 1469 1494 Hyeonjong 1659 1674 Sunjong 1907 1910
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In SPARQL of example 2, all instances of monarchs are extracted, and all dis-
tinctions between the hasBeginDate and hasEndDate properties are determined using
the bind function. A solution is searched with calculated period. In the extension of
SPARQL, the SelectGroup operator is used to extract IntervalGroup and instances
connected to the TermMaximumRef property of IntervalGroup.

The aforementioned examples of queries show that the proposed temporal repre-
sentation model and operators can make queries simple. Common SPARQL queries
generally require additional costs to sort instances with given constraints.

5 Conclusions and Future Research

This paper proposes a temporal knowledge representation and operators for historical
events by applying the concept of ordinals and sets. The model is evaluated using some
historical events from Wikipedia. Extended temporal information is represented
explicitly and formally for an easy understanding by ontology engineers and machines.
Through the scenario, the proposed model can easily answer complex questions for
historical events through queries using the proposed operators.

Future research should implement the modeled operator to be usable in SPARQL
by extending it. In addition, future research should show how the proposed model can
be used to represent spatiotemporal information applied to ordinals and sets and
consider various types of temporal ontology beyond Korean historical ontology.
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Abstract. The massive information is now spreading like wildfire in
social media. As the usage of social data increased, the abuse of the
media to spread distorted data also increased several times. To under-
stand and predict the spread of information over a time period in online
social networks researchers attempt to quantitatively model and measure
the whole process. A number of different statistics aimed at measuring
the spread were suggested. Many researchers have coupled these mea-
sures with various forgetting factor mechanisms to improve behavioural
properties. Unfortunately, frequent unavailability of the full data record
in social media prevents straightforward validation of such quantities.
Moreover, since most known measures have global affects, they are rather
inconvenient to evaluate for large networks. These difficulties lead us to
contribute here a methodological identification of the propagation para-
meters to start afresh. The approach hinges on some recent results aris-
ing from the convergence between threshold models and cascade models.
For example, three key concepts – distance, centrality and robustness – is
successfully balanced by the proposed scope–speed–failures relationship.
We conclude by identifying several open issues and possible directions
for future research.

Keywords: Information diffusion · Spreading phenomenon · Cascading
behaviour · Propagation speed · Behavioural metrics

1 Introduction

Over all 3 billion active users1 and 5 billion web-facing devices enjoy instant
access to approximately 876 million sites2 on the Internet in May 2015. There
are well over 1 million applications available, which have been downloaded more
than 100 billion times. Access to information is easier than it was ever before.
The digital universe is doubling in size every two years, and by 2020 the data –
by creation and copying – will reach 44 ZB. YouTube has over a billion users
1 http://www.internetworldstats.com/.
2 http://news.netcraft.com/.
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and every day they upload 300 h of new videos per minute. Facebook currently
stores over 260 billion photos, which translates to more than 300 million uploads
every day. At the same time there are 83 million fake Facebook profiles. These
numbers are both formidable and yet intimidating.

The massive information is now spreading like wildfire in social media. As
the usage of social data increased, the abuse of the media to generate incomplete
and distorted data also increased several times. To understand and predict the
spread of information – and sometimes disinformation or misinformation – over
a time period in online networks researchers attempt to quantitatively model
and measure the whole process.

A number of different statistics aimed at measuring the spread were suggested
over the years. The most prominent ones involve typical structural based network
measures including PageRank and k-core [3]. Many researchers have coupled
these measures with various forgetting factor mechanisms to improve behavioural
properties [2]. Unfortunately, frequent unavailability of the full data record in
social media prevents straightforward validation of such quantities. Moreover,
since most known measures have global affects, they are rather inconvenient
to evaluate for large networks. These difficulties lead us to contribute here a
methodological approach to the identification of the propagation parameters [6].

We intend to contribute here a systematic approach to the identification of
the parameters of a network that is based on our generic diffusion-based algo-
rithm [8]. The approach hinges on some recent results arising from the conver-
gence between threshold models and cascade models. We noticed that three key
concepts – distance, centrality and robustness – is successfully balanced by the
scope–speed–failures relationship.

Due to the lack of some data and severe privacy restrictions, it is important
to develop and validate social network measures capable to cope with missing
data and temporal aspects, respectively. To address this problem, an alternative
set of statistics for spreading is proposed. We define measures, which capture the
following details: scope, speed and failure of cascades on networks. In short, these
can be comparable with well-known topological distance, centrality, efficiency
and robustness.

This paper is organized as follows. Section 2 summarizes the features of prop-
agation mechanism occurring in real world networks. In Sect. 3, an overview of
applied methodologies for data propagation in different domains is provided.
The short list of developed performance metrics are reported in Sect. 4. Finally,
Sect. 5 concludes by identifying several open issues and possible directions for
future research.

2 The Ambient Positive-Negative Propagation

Complex networks have been massively studied in many research fields such as
biology, epidemiology, mathematics, physics, but also in social and behavioural sci-
ences. Propagation and particularly error propagation are important properties of
a complex network. By studying propagation phenomenon, we better understand
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the dissemination of information in a network to improve its efficiency and relia-
bility. The propagation property of a network utilizes the underlying topological
structure of a network to the utmost. In response to different kinds of disturbances
propagation is extremely useful in protecting existing networks, e.g. power grids
synchronization, large system behaviour prediction, resource discovery and mon-
itoring, biological invasions finding and damages determining, virus propagation
controlling and restraining, social and large scale infrastructure networks decom-
position and immunizing. Recently, enormous interest has been devoted to mod-
elling cascading failures in quest of designing ‘better’ networks, not only robust
to the random loss of nodes like scale-free networks, but also less vulnerable to its
fragility to the selective loss of the most connected ones. Many real networks have
scale-free properties and therefore great effort is necessary in order to protect them
from targeted cyber-attacks. As more and more real data become available, the
interest in understanding the impact of positive-negative spread keeps growing.

Table 1. Real world examples of propagation phenomena

Networks Nodes Links Spread mechanism

Internet Routers, modems and

other devices

Physical connections Messages, services

WWW The Web servers and

applications

Hyperlinks Documents and other

web resources

Information Documents, individuals Citations, conversations,

collaborations

Pieces of information,

viruses

Semantic Concepts Subtype relationships,

inheritance, causality

Logic values, messages

Power grid Stations Cables Cascading failures

Phone and mobile Stations and others Wired and wireless

transmissions

Voice, video and others

Biological Species units, chemical

compounds

Signals, biological contacts,

protein interactions,

gene associations

Noise and signalling

pathways, gens

mutations, cancers

Epidemiological Individuals Physical contacts Diseases

Social Individuals or

organizations

Sets of dyadic ties, and

other interactions

Trust, friendships,

rumours, memes,

messages

Real world networks, as the Internet, WWW, information and semantic net-
works, power grids, phone and cellular networks, biological, epidemiological and
social networks have become permanently an important part of everyday life.
When looking into these networks, one can find many instances of networks
whose propagates due to the system’s dynamics. Modelling, exploring and pre-
dicting propagation processes are now becoming well recognized as one of the
most significant challenges in the complex network research. The different data
domains in propagation analysis typically require dedicated techniques of differ-
ent types. Some motivating examples are listed in Table 1.



Measuring Propagation Phenomena in Social Networks 89

Widely, the term ‘propagation’ is used to describe methods for automatically
disseminating information. From epidemiology the propagation phenomenon is
mimicked the spread of a contagious disease in fully decentralized manner. Just
as infected individual organism transmits a virus to everyone who came into
contact, the process in a system dispatches infected information it has received to
selectively or randomly chosen neighbours in charge of forwarding it, and so on.
In computer science, the propagation method involves transfer, reproduction or
multiplication of data resulting in a repeatable action in the context of pursuing
a defined goal.

On the other hand, the term ‘error’ entails different meanings in accordance
with the specific background and their later usage. Generally, we understand an
error as a difference between reality and the representation of reality. It includes
not only deviations from accuracy, mistakes or faults, statistical variations, fal-
lacies in reasoning, anomalies in software but also departures from norms as
minor forms of social misbehaviour. Errors are defined in different ways. Three
fundamental examples are as follows:

– Any result that has occurred and does not meet network (system)
specification.

– Any state reflecting a fault during the fabrication process.
– Any difference between the current and the expected state of a network

(system).

A couple of related terms are used to describe the ‘error’ concept, including fail-
ure, fault, defect, flaw, degradation, exception, bug, glitch, conflict and uncer-
tainty, although ‘error’ is still the most popular term appearing in literature [1].
These terms are not exactly the same. For example, a fault is a violation of a sys-
tem’s underlying assumptions whereas a failure is an externally-visible deviation
from specifications.

When we combine these term into one - ‘error propagation’ - we intend to
narrow down the domain to network systems. Then the error from one system’s
component is propagated to the other. The error propagation in our representa-
tion is the series of connected error events. The error occurring in one element
of the system can cause another error in the other part of the system. For exam-
ple, the users are represented by their surname and initials of first and middle
name, thus there is a source of error in distinguishing some of them. Trust or
distrust may propagate through the relationship network [4]. Even a small piece
of information about distrust can provide tangibly better judgments about how
much one user should trust another. On social networks we are interested in
spread of good-bad influence but also in the spread of obesity, sleep and drug
use. Very disruptive effect is observed when incorrect event reports fast spread
through the social media. It is quite essential to note, that the error propagates
itself along with the communication flow.

We are interested in finding differences between the propagation mechanisms
of different domains. For example, in general science, every scientific measure-
ment is subjected to errors derived from various sources such as problem of
definition, scale precision, intrinsic random uncertainty and systematic wrong
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values. In experiments, we need to understand how the uncertainties associated
with the measurements of the certain quantities propagate in an uncertainty in
the end value. This process is also known as propagation of uncertainty.

In software engineering, error propagation may occur at least twofold: glob-
ally between system components or modules, and locally between functions in a
single program. Propagation of component errors, if it can be captured by the
probability of occurrence, represents a meaningful extension to the reliability
models. The error propagation in a program raises in the following intended and
unintended ways: function calls, global variables updates, common extern data
sharing and denial of resources. An error may be communicated in one of three
ways: implicit, explicit and escaping. Both explicit and escaping errors have been
represented in recent programming languages by the exception.

The propagation process in social networks is characterized by two aspects:
its global structure, i.e. the graph neighbourhoods of users that defines who
influenced whom, and its dynamics, i.e. the evolution of the propagation rate
which is defined as the ratio of nodes that adopts the piece of information over
time. The simplest way to interpret the process is to consider that a node can
be either activated (i.e. has received the information and tries to propagate it)
or not. We suppose that the dynamics of error propagation is much faster than
the growth and change of the network itself.

The aim of this paper is to respond to many challenges of information prop-
agation problem that the complex networks faces, and to present future direc-
tions which will shape the next generation of social systems. We have to take
into account many realistic features such as coupling between networks, the
dynamics of networks, interdependencies between structure, dynamics and func-
tionality of networks, co-evolution of networks, and spatiotemporal properties of
the networks.

3 Practical Methodologies for Social Propagation

Methodologies and techniques differ in how they consider information to prop-
agate. There exist several perspectives that can be used to analyse them. The
most frequent mentioned in most studies are: (1) the phase patterns that com-
pose the methodology; (2) the strategies and techniques that are implemented
in the methodology; (3) the measurements that are used in the methodology;
(4) the types of data that are considered in the methodology; (5) the types of
network topological structure in which all of the nodes are connected to transmit
the information; (6) the organizations involved in the processes that create or
update the data with their structure and norms.

Methodologies of social propagation adopt two general types of strategies,
namely data-driven and user-driven. Data-driven strategies base directly on the
values of data. For example, rumour propagation versus trust and viral dissem-
ination. The objective in the latter case is a study of propagation of recommen-
dations and opinions in social networks and an efficient selection of customers
to focus of marketing efforts with the ultimate objective of receiving the high-
est reach of a favourable message. User-driven strategies includes an activity
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of the user that controls the whole process. One of such activity is microblog-
ging called spread of word-of-mouth – communication over strong and weak ties
in the network. It finds that weak ties are at least as important for information
dissemination as the strong ties and interlinked blog posts are taking temporal
information into account. it is also known that results obtained from a sta-
tic representation of the network had little correspondence with results from a
dynamic representation and therefore dynamics need to be taken into account.
We observed a similar phenomenon as well [9]. Moreover, the focus of works to
be done is on the local time-varying characteristics.

Network-level and local-level techniques are both a relevant perspective fre-
quently considered, due to the effects of global-local activities. Existing network-
level techniques for modelling propagation include e.g. independent and weighted
influence cascades, the susceptible-infected and Reed-Frost models, and viral
marketing approaches. Local-level techniques include tag-based cooperation,
agent-based methods including learning and decision strategies, and probabilistic
methods such as decision trees.

In the discussion until now, we have reviewed propagation methodologies and
techniques. In the next section, we concentrate on different propagation measures
which are applied in social networks. The definition of statistics to evaluate the
process is a critical activity.

4 The Measurement of Social Propagation Attributes

In the field of social informatics, most authors either implicitly or explicitly
distinguish two classes of performance measures: structural and behavioural.
First class can be further divided into simple and aggregated version [7]. Due to
computational complexity structural measures fit not well for social propagations
with millions of active users. However, the second class is much more promising.
For example, they can answer how wide propagation is, how fast it grows-decays,
and how reliable it is.

Before we analyse the metrics, we should remember, that on a topological
basis, most social networks are characterized with the small–world phenom-
enon. As observed in [8], the fraction of the initially infected nodes are more
important in small–world networks than in scale–free networks. Consequently,
the most critical parameters for the occurrence of propagation are as follows:
(a) the probability of a process occurring, (b) the initial size and (c) speed of
a process. Therefore, as expounded in [5], investigation of spreading activities,
ordering them in time and analysing the scope–speed–failure relationship is very
important. We propose scope, speed and failures which may be equivalents to
distance, centrality, efficiency and robustness from classical network theory.

For the experiments we use the generic algorithm with the pull strategy
on random graph with two parameters: the maximum influence between a node
and infected neighbours needs to exceed the propagation threshold (θ), the latter
applies to the time–to–recovery, which corresponds with the number of simula-
tion steps. Figure 1 depicts the results of 100 simulation runs of the pull strategy
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(a) θ 0.1 (b) θ 0.3

(c) θ 0.7 (d) θ 0.9

Fig. 1. The scope–speed–failures relationship. Scope (in black) as a function of time-
steps compared with speed (in red) and failures (in green) with the pull strategy for
different values of propagation threshold (Color figure online)

on Erdős-Rényi graph with θ = 0.1, 0.3, 0.7, 0.9 and seeds randomly generated.
The scope shows the number of successfully infected nodes, whereas failures
depicts a number of unsuccessfully infected nodes. The last measure speed illus-
trates the rate at which the process covers a network. For each plots we print
three different lines: the average, the 5th and 95th percentiles.

5 Summary

This paper has surveyed approaches, technologies and research issues related to
propagation and error propagation mechanisms developed in large scale network
systems. Particularly, it has reviewed social networks.

Better understanding of the different directions in which research has been
done on propagation phenomenon was one of the goals for this short survey.
Unfortunately, there is no universal procedure for efficiently utilizing these tech-
niques within a system. Moreover, a set of new propagation problems are impend-
ing in future social systems, in which the line between reality and its represen-
tation will be blurred.
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Following from the discussion of the methodologies, strategies and measures
that concern propagation phenomenon in social networks, this section identifies
directions in research activities and remaining open issues. These can be classi-
fied into seven categories based on different functional objectives of propagation
phenomena. This classification is not meant to enumerate or describe all possible
issues. However, due to the limit of space here, only the most interesting open
issues from our point of view were selected and listed here.

– Maximizing robustness techniques including loosing trust and friends, fraud-
ulent reputation building, false social annotations, emerging unwanted behav-
iour, combating crime, gossiping, spreading of rumours, memes, malwares,
viruses, misinformation and disinformation.

– Enhancing scale and dynamic nature within and inter-domain specific issues
including community detection, identifying influential spreaders, opinion max-
imization, uncertainty propagation, building disaster scenarios.

– Need for prompt network reliability estimation including deafness to social
discord, locating and repairing faults like hegemony, dropping commitments,
insincerity or dishonesty, and anonymity.

– The possibilities of reducing the rate of infection including new methods for
protein synthesis and viral conductance, targeted cyber-attacks prevention.

– Comprehension the network of social networks including abnormal cascading
identification failures, congestion and multi-layered profile analyses.

– Capturing the prediction time and the influence probabilities including effec-
tive centrality prediction and finding effectors.

– New structures in big social networks, precise graph sampling and crawling
feasible to manage entire network.

The effectiveness of propagation measurements for a social network is still
an open issue requiring further investigation. We are still far from a satisfactory
adherence to reality and proper utilization of social propagation, but the recent
advances outlined suggest a promising solution to these challenges. We hope that
this paper presents a next step to exploit the propagation phenomenon in more
effective way.
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Abstract. Proliferation of social networks and its use in education and higher
learning have become an interesting topic. In order to accommodate diverse
student cohorts in the age of massification of education market, this approach
has become attractive. Recent advances in learning analytics and data visual-
ization further proved to be useful in encouraging collaborative learning. On the
other hand, information of social networks can be too complex to visualize often
overloading users with too much possibly unwanted information. The question
is what to show and what not to show when we visualize social relationships of
users. In this paper, we propose a new visualization model called learning space
and develop a method for visualizing learning activities on social network in a
3D virtual learning space. We evaluate the method using questionnaires to see
whether visualization of social relations of learning will improve the learning in
the following ways or not: make it more fun, make it easier, motivate more. The
result shows that our method of visualization of learning activities in social
network made learning more fun and easier. The result also shows that it helps
student engage and motivate on the subjects.

Keywords: Engagement � Motivation � Encouragement � Collaborative
learning

1 Introduction

Proliferation of social networks and its use in education and higher learning have
become an interesting topic. In order to accommodate diverse student cohorts in the age
of massification of education market, this approach has become attractive [1]. Recent
advances in learning analytics and data visualization further proved to be useful in
encouraging collaborative learning.

On the other hand, information of social networks can be too complex to visualize
often overloading users with too much possibly unwanted information. The question is
what to show and what not to show when we visualize social relationships of users.
In particular, we are interested in whether visualization of social relations of learning
will improve the learning in the following ways or not: make it more fun, easier, and
motivational.

In this paper, we propose a method of visualizing learning activities in social net-
works using a 3D virtual world platform. First we review existing literature to identify
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gaps and opportunities in improving learning and teaching in educational social
network. We then develop a new method for visualizing learning activities in an
m-learning platform. We evaluate its effective in making learning more fun and easier as
well as motivating students. Interviews and questionnaires are used for the evaluation.
The result shows that our method of visualization of learning activities in social network
made learning more fun and easier. The result also shows that it helps student engage
and motivate on the subjects. We also observed changes in students learning behaviors.
It also made easier for students to identify areas of focus for their studies. It also helped
students avoid common mistakes by observing activities of other students.

2 Background

2.1 Data Visualization

One of the oldest document about data visualization was found in Turkey, 8000 years
ago, it is the town map of Catal Hyuk in 6200 BC. At the time, people had learned to
describe the information in graphical form so that we can understand it easier.

Visualization in general bring the huge advantage to our life inmany fields. Burkhard,
Meier [2] has presented a framework and model which can identify and related the
key-aspects to help the communication. In this map, the target groups are presented as
tubes. They found that the tube map visualization present the whole project and help the
communication of a complex project with different target groups.

Jeffrey Heer has published a paper about the usage of visualization in online social
network [3]. In this paper, he has presented a system which allow end user to navigate
the large-scale online social networks. This model shows the connectivity of users and
supports many visual feature functions for exploring the community structures. In
result, author has provided the evidence of the usability of social network visualization
on many purposes.

2.2 Use of Social Network for Education

Martınez et al. [4] have proposed a novel approach to evaluating the real experiences to
encourage students’ active and collaborative learning. This approach combines the
traditional sources of data with computer logs with the social network analysis to
evaluating. This proposal has provided an innovative techniques of studying. Fournier
et al. [5] have presented a paper to illustrate the research methods used in exploring
networked learning online. They proposed a hypothesis to analysis the online learning
network and using visualization to improve the learning experiences.

2.3 Learning Analytics

Learning analytics has been examined by many researchers. Some researchers com-
bined and analysed multiple sources of observations to provide a better understanding
of learning and discovered new learning scenarios [6, 7]. Barre et al. [8] have set up
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experimentations of a collaborative e-learning system to argue how tracks arising from
communication tools are analyzed and how useful it is in the reengineering purposes.
Mazza, Milani [9] have published a paper of their research on the usage of learning
systems and gaining insights from visualisations. Authors presented GISMO system to
visualize data from courses collected in real settings, and to track on the status of the
student to quickly discover which individuals need more attention.

2.4 Online Learning, E-Learning, M-Learning

Song and Vong [1] have introduced the Mobile Collaborative Experiential Learning
(MCEL) to allow the students to interact with the system through mobile devices or any
interactive devices which have internet connection. This system gives student ability to
change their state of simulating learning lab at any time anywhere to archive their goal.
In result, Song and Bhati [10] have applied MCEL on experiment. Students interacted
with the system by low cost SMS message. This research has been evaluated by ques-
tionnaires in terms of User-friendliness, Technical feasibility, and Cost effectiveness.

On the research of online learning systems, MOODLE is known as one of the most
popular open source course management system. With over than 65 million users,
MOODLE was trusted by many large or small institutions and organizations as an
effective online learning and courses management platform.

2.5 Use of Social Network for Education and Online Learning

Brady et al. [11] have argued that the trend of social network usage of students is
increasing and the role of distance education in expanding of college or university
level. In this paper, authors have figured the possibility of non-commercial,
education-based SNSs such as Ning in the context of education. By doing the survey
participating by the graduated students, authors found that education-based SNSs can
be the most effective method in distance learning.

Santos et al. [12] have researched on an approach to promote the online learning. In
this paper, they argue the fact that with the innovation of technology, teachers and
students no longer solely interact directly face-to-face. This causes a difficulty to both
sides on having an overview of the class and hard to discover the students’ issues
in-time. Therefore, the visualization of learning activities was proposed in order to
solve this problem. Although they have evaluated the usability and user satisfaction,
authors also provided a future plan for further evaluation.

2.6 Methodology

In order to identify gaps in literature and opportunities, we reviewed existing literature
on online learning platforms, social network, their use in education and higher learning,
and visualization of learning activities in social network.

Our literature review shows that not much research has been done in the visual-
ization of social relations in learning. Therefore, we develop methods for visualizing
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education social network to investigate whether this would improve effectiveness of
learning and motivational appeal, and encourage collaborative learning.

In this research, we create a survey for education social network users to find their
needs, requirements and problems. An online questionnaire is created. The content
covers these fields: ages, major, social network usage frequent for education purpose.
With assumption of 3D data visualization for education activities, the questionnaire
investigate user’s experience to define the usability of 3D learning activities visual-
ization in terms of engagement, motivation, encouragement and collaborative. Target
of this survey will be JCU students and more focused on KOPO MES online mobile
learning platform users (https://www.a.kopo.com/). After that, we analyzed the ques-
tionnaire data to justify the usability of visualizing social learning activities and identify
the need of users.

Figure 1 illustrates the learning space of students in the world. Students participate
in one or more learning activities in various locations and time. For instance, Fig. 1
shows two locations: JCU Singapore campus and JCU Australia campus over one year
period. Students can move between campuses and same subjects offered in the two
campuses but at different timing as the Singapore campus runs the tri-semester system
whereas the Australia campus runs two-semester system.

Fig. 1. Illustration of learning activities in Social Network. The activities are laid out in two
dimensions: time and location. The horizontal axis represents time, such as semesters. The
vertical axis represents locations. Each box represents a learning entity (a group of students in the
same location and time).
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We often find that students are interested in what other students studying, where
and when. Our system is to visualize these learning activities so that students can help
each other forming close student communities.

Figure 2 illustrates the proposed system for visualizing these learning activities.
Users work with the 3D Navigation Interaction Driver to interact with the system, the
control component will send the request to the server to retrieve the data and filled into
the learning activities database model component. The 3D visualization engine uses
open-source ThreeJS library to visualize the learning activities on users’ computer.

Fig. 2. The 3DLAV (Learning Activities Visualization) system of the social network is a
HTML5 web application learning on any mobile devices. The system comprises of the learning
activity database (model) which retrieves learning activity data from a remote server (https://
www.a.kopo.com/), the 3D visualization engine (view), and 3D navigation interaction driver
(control).

                             (a)                                                    (b) 

Fig. 3. Visualization of learning activities of students. Each circle represents a student and labels
represent subjects and groups. Users use the standard touch interface on mobile devices and
search tools to explore learning activities of other users in time and locaiton. (b) shows that two
students Tim and Kim are studying ICT1 in a same group for chapter 1.
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Based on the survey and literature review results, we develop methods for visu-
alizing social relations of learning using HTML5 (css3 and JavaScript) to visualize
learning social network. The three.js-JavaScript 3D library is used. Figure 3 shows that
each user is presented as a sphere and connected to learning activities. The spheres
which have the same activities are connected together.

3 Experiment Setup

In order to evaluate the new 3D learning activity visualization system (3DLAV), we
created a set of synthetic data comprising of 27 users and 3 subjects. This data is used
to generate the test database for the visualization system of 3DLAV.

A group of 31 participations who are the users of KOPO MES was invited to join
the experiment, but there are only 23 people actually completed the test. Participants
were presented with demo and given the access to the 3D visualization system to use
the system and have an overview about the topic. The twelve of them were tested with
a new module to see if they are motivated or whether the system gives them a better
overview. The eleven participants were tested with the subject they are studying to see
whether the system motivate them in their learning, and helping them to solve the
problems. Finally, they were given a questionnaire to complete. The questionnaire
covers the following fields: easiness, friendliness, motivation, encouragement, col-
laboration and the feedback on what need to be improved of the system.

In order to prove to usefulness of 3DLAV, we proposed an evaluation methodology
of using questionnaire with 3DLAV users. The USE Questionnaire (Usefulness,
Satisfaction, and Ease of Use Based) is used for this survey.

The content of the survey included 2 parts: Basic information of participants and
the usefulness of 3DLAV with 5 Likert Scale (Strongly agree, agree, neutral, disagree,
and strongly disagree).

With assumption of 30 data visualization for education activities, the questionnaire
investigates user’s experience to define the usability of 3D learning activities visual-
ization in terms of engagement, motivation, encouragement and collaborative. Target
of this survey will be JCU students and more focus on KOPO MES users. After that,
we analyzed the questionnaire data to justify the usability of visualizing social learning
activities and identify the need of users.

4 Results

There are 60.87 % of participants from 21 and 25 years old, 30.43 % of them are from
26 to 30 years old. Most of the participants are between 21 and 30 years old. Male
participants took nearly 70 % of 23 people. The several of nationalities of participants
helped to increase the accuracy of the result by getting data of different cultures and
different methods of study. One thing in common is they all agreed with the hypothesis
of the research.

More than 80 % of participants strongly agree or agree that they have problem with
finding relevant information about courses, subjects and solutions online. This shows
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a strong need of 3DLAV and the potential benefits of the project. The fact is that many
of the students do not know how to use social network effectively for their studies
(Table 1).

Table 1. Questionnaire questions and survey result. 1 is strongly agree, 2 is agree, 3 is neutral, 4
is disagree, 5 is strongly disagree.

No Question Count Av
score

1. 3DLAV helps me be more effective in studying. 22 1.64
2. 3DLAV helps me be more productive in studying. 22 1.73
3. 3DLAV is useful in studying. 22 1.77
4. 3DLAV gives me a good overview of courses and students. 22 1.27
5. 3DLAV gives me more control over the activities in my study. 22 2.05
6. 3DLAV makes the things I want to accomplish easier to get done. 22 2.09
7. 3DLAV saves me time when I use it. 22 1.82
8. 3DLAV meets my needs. 22 1.95
9. 3DLAV does everything I would expect it to do. 22 2.00
10. 3DLAV is easy to use. 22 1.50
11. 3DLAV is simple to use. 22 1.41
12. 3DLAV is user-friendly. 22 1.64
13. 3DLAV requires the fewest steps possible to accomplish what I want

to do with it.
22 1.91

14. 3DLAV is flexible. 21 1.90
15. Using 3DLAV is effortless. 22 1.86
16. I can use 3DLAV without written instructions. 22 1.91
17. I don’t notice any inconsistencies as I use 3DLAV. 22 1.95
18. Both occasional and regular users would like 3DLAV. 22 2.05
19. I can recover from mistakes quickly and easily. 21 2.00
20. I can use 3DLAV successfully every time. 21 1.90
21. I learned to use 3DLAV quickly. 22 1.50
22. I easily remember how to use 3DLAV. 22 1.50
23. 3DLAV is easy to learn to use it. 22 1.68
24. I quickly became skillful with 3DLAV. 22 1.73
25. I am satisfied with 3DLAV. 22 1.86
26. I would recommend 3DLAV to a friend. 22 2.09
27. 3DLAV is fun to use. 22 1.73
28. 3DLAV works the way I want it to work. 22 1.86
29. 3DLAV is wonderful. 22 2.00
30. I feel I need to have 3DLAV. 22 2.09
31. 3DLAV is pleasant to use. 22 1.77
32. I believe in the future, text lessons will be replaced by visualization. 22 1.73
33. I think visualization of the social relations of other students’ learning

will motivate me in learning and improve my studying.
22 1.50
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The result has proved the hypothesis, the usefulness of 3DLAV in terms of
improving students’ experience, making study more fun and easier as well as moti-
vating students more.

5 Conclusion

Our survey shows that students are interested or using social media during their study
in order to find how other students studying, what they are studying, what subjects they
have completed.

We proposed a new visualization model called learning space. We then developed a
new way of visualizing learning activities on a 3D learning space. The results are
promising that students find it intuitive to navigate learning activities of other student
otherwise too complex or too time consuming to navigate manually. In the future, we
believe visualization will play an important role in education field. Learning will be
much easier and fun than ever when social media and easy to use learning activity
explorer are combined.

References

1. Song, I., Vong, J.: Mobile collaborative experiential learning (MCEL): personalized
formative assessment. In: 2013 International Conference on IT Convergence and Security
(ICITCS), pp. 1–4. IEEE (2013)

2. Burkhard, R.A., Meier, M.: Tube map visualization: evaluation of a novel knowledge
visualization application for the transfer of knowledge in long-term projects. J UCS 11(4),
473–494 (2005)

3. Heer, J., Boyd, D.: Vizster: visualizing online social networks. In: 2005 IEEE Symposium
on Information Visualization, INFOVIS 2005, pp. 32–39. IEEE (2005)

4. Martınez, A., Dimitriadis, Y., Rubia, B., Gómez, E., De La Fuente, P.: Combining
qualitative evaluation and social network analysis for the study of classroom social
interactions. Comput. Educ. 41(4), 353–368 (2003)

5. Fournier, H., Kop, R., Sitlia, H.: The value of learning analytics to networked learning on a
personal learning environment (2011)

6. Avouris, N., Fiotakis, G., Kahrimanis, G., Margaritis, M., Komis, V.: Beyond logging of
fingertip actions: analysis of collaborative learning using multiple sources of data. J. Interact.
Learn. Res. 18, 231–250 (2007)

7. Marty, J.-C., Heraud, J.-M., Carron, T., France, L.: Matching the performed activity on an
educational platform with a recommended pedagogical scenario: a multi-source approach.
J. Interact. Learn. Res. 18(2), 267–283 (2007)

8. Barre, V., El-Kechaï, H., Choquet, C.: Re-engineering of collaborative e-learning systems:
evaluation of system, collaboration and acquired knowledge qualities. In: 12th Artificial
Intelligence in Education AIED, pp. 9–16 (2005)

9. Mazza, R., Milani, C.: Gismo: a graphical interactive student monitoring tool for course
management systems. In: International Conference on Technology Enhanced Learning,
Milan, pp. 1–8 (2004)

104 T.H.Y. Ho et al.



10. Song, I., Bhati, A.S.: Automated tutoring system: mobile collaborative experiential learning
(MCEL). In: 2014 IEEE 14th International Conference on Advanced Learning Technologies
(ICALT), pp. 318–320. IEEE (2014)

11. Brady, K.P., Holcomb, L.B., Smith, B.V.: The use of alternative social networking sites in
higher educational settings: a case study of the e-learning benefits of ning in education.
J. Interact. Online Learn. 9(2), 151–170 (2010)

12. Santos, J.L., Govaerts, S., Verbert, K., Duval, E.: Goal-oriented visualizations of activity
tracking: a case study with engineering students. In: Proceedings of the 2nd International
Conference on Learning Analytics and Knowledge, pp. 143–152. ACM (2012)

Visualizing Learning Activities in Social Network 105



A Mobility Prediction Model
for Location-Based Social Networks

Nguyen Thanh Hai, Huu-Hoa Nguyen, and Nguyen Thai-Nghe(&)

College of Information and Communication Technology,
Can Tho University, Can Tho, Vietnam

{nthai.cit,nhhoa,ntnghe}@ctu.edu.vn

Abstract. Mobility prediction plays important roles in many fields. For
example, tourist companies would like to know the characteristics of their
customer movements so that they could design appropriate advertising strate-
gies; sociologists has made many research on migration to try to find general
features in human mobility; polices also analyze human movement behaviors to
seek criminals. Thus, for location-based social networks, mobility prediction is
an important task. This study proposes a mobility prediction model, which can
be used to predict the user (human) mobility. The proposed approach is con-
ducted from three characteristics: (1) regular movement in human mobility,
(2) the influence of relationships on social networks, (3) other features (in this
work, we consider “hot regions” where attract more people coming to there). To
validate the proposed approach, three datasets including over 500,000 check-ins
which are collected from two location-based social networks, namely Brightkite
and Gowalla, are used for the experiments. Results show that the proposed
model significantly improves the prediction accuracy, thus, this approach could
be promising for mobility prediction, especially for location-based social
networks.

Keywords: Mobility prediction � Location-based social networks � Influence
of relationships on location-based social networks � Human mobility

1 Introduction

Mobility prediction has important roles in many fields. It may enhance the handover
performance in telecommunication. In addition, there are many advertising applica-
tions, which has applied mobility prediction. Tours companies would like to know the
characteristics of human movement so that they could design advertising strategies.
Taxi drivers, tour guides based on tour recommendations to direct tourists 1. Besides,
polices also analyze human movement behaviors to seek criminals. In addition,
sociologists have made many researches on migration to try to find general features in
human mobility, etc.

In fact, there has been a dramatic influence of location-based social networks
(LBSNs) on mobility prediction since information that the users shared on LBSNs may
become recommendations to others. For example, a person (e.g., a potential user in Fig. 1)
who has a LBSN account comes to an interesting place (e.g., a restaurant or a coffee shop,
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etc.) and shares information on that location, e.g., he writes “What aWonderful Place!” on
his wall. When his friends see the feed, they may come to that place, thus, this is good for
marketing/advertisement. Moreover, data on LBSNs are possibly used for analyzing
human mobility. Data on human movement behaviors can be collected through LBSNs
such as check-ins of users, information on locations. From collected data, we can use a
mobility prediction model for capturing human movement in the future basing on their
movement histories. In addition, social connections on LBSNs help to spread the infor-
mation for influence users. Moreover, many users have been using LBSNs and the
number of users of LBSNs may increase quickly so we can exploit the data on LBSNs for
mobility prediction.

Although several researches have been studied in mobility prediction (to be pre-
sented in Sect. 2), some features such as relationships between human and hot regions
have not been considered in detail. Therefore, in this work, we propose a model for
mobility prediction not only based on traditional prediction methods, but also
based on relationships on LBSNs, as illustrated in Fig. 2.

Fig. 1. Influence of a potential user (picture source: adapted from mapexpo.com.au)

Fig. 2. Users’ movement and relationships (picture source: adapted from research.microsoft.
com/apps/mobile/showpage.aspx?page =/en-us/projects/lbsn/)
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2 Related Work

Numerous models for mobility prediction has proposed in recent years. The difficulties
of predicting human mobility were analyzed in [2]. The authors in [3] used Predictive
Mobility Management (PMM), Movement Circle (MC), and Movement Track (MT) to
predict the next movement.

In [4], the authors used WhereNext model to predict the next location of a moving
object based on movement patterns named Trajectory Patterns. In addition, a con-
siderable amount of studies has been attempted to propose prediction models in
high-sampling-rate trajectories [5–7] . The authors in [8] proposed two places (home,
place for work, etc.) namely “latent states” where people usually come to. Basing on
the time, the proposed models in [8] could predict whether the user would be in one of
latent states or not. In this study, social network relationships were also considered.

User preference, social influence and geographical influence were also considered
in [9]. The authors used these characteristics to propose a model for recommendations.

Based on previous studies, we combine algorithms to predict whether a user comes
to a given location or not. A similar model is mentioned in [10]. In this study, the
model is described in detail with some improvements and experiments for evaluating
the performance of the model.

Points of check-ins in Gowalla and Brightkite are discrete so they need to be
clustered in OPTICS [11] to group the points of the datasets into a set of meaningful
regions with Radius 50 m, 100 m, 150 m, 200 m and MinPts ranging from 2 to 5.

3 Proposed Method

In this section, we propose a model for predicting human mobility on LBSNs. First,
algorithms for clustering are used to cluster points collected from the datasets because
points from check-ins of users are discontinuous. Then, we analyze some crucial
characteristics of human movement behaviors and suggest a model to capturing human
movement.

3.1 Preliminaries

The definition of check-in action was mentioned in [10]. We collected the data of users’
check-ins and relationships on location-based social networks. This data can be indi-
cated as a graph G = (U, L, W), where U indicates the set of nodes showing users, L is
the link set representing the friendships between any two users. In the case, there is a
link li,j between two users user ui and uj, then user ui and uj are friends.
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3.2 Predicting Mobility in the Near Future (PMNF)

We predict the next movements based on the estimate of covered space of movement of
users. The geographical spaces where users are more likely to appear in need to be
captured for prediction. The PMNF model (in Algorithm 1) which is proposed to solve
this problem is based on 3 features: (1) the regular movement of users, (2) the
movement of friends of users, (3) hot areas around the most visited areas of users and
friends, and the most attractive regions for others.

George Liu et al. state that human movement includes random movement and
regular movement [1]. We propose the PMNF to identify the movement patterns of
users. For determining the regular movement, we consider two factors: (a) latent states
where users are more likely to be in such as “home” and “work”, and (b) circle
movement patterns which means users have patterns in movement among some often
visited locations. People have the tendency to repeat the movement or the sequence of
movements. Therefore, we need to identify repetitive movements for predicting
mobility accurately. For random movement, it is hard work because random movement
behavior of individuals can change according to time. To do this, we determine hot
regions where users are more likely to come and compute distance from friends of the
users to areas where users usually visit.

We just focus on the influence of users on other users so we extract information
about users, location, friendship that related to check-ins. This means we only consider
users, friendships, locations that appeared in check-ins rows. Therefore, experiments
proceed faster.

We have a strong observation that people have a trend in coming back to locations
where they have already check-ins. The data set shows that more than 34 % of the users
came back to locations where they had visited. Another interesting observation shows
that 28 % of the check-ins of the users were made at regions where their friends had
visited. Based on analyzing the history movement of users, we consider users’ habits of
movement. We compute the distance between locations where they had check-ins. We
store previous movement of users into segments that recorded movement pattern of
users.

A B C A C A ?

If the given location is in the circle movement patterns of the user, it is likely that
the probability of coming to the location of the user is rather high. These steps are
explained in greater detail in the following sections:

In the beginning, an important small set of latent states (included 2 latent states that
are considered as “home” and “work”) must be identified by K-MEAN clustering
method with K = 2. If the given location is in the determined set, we can make a guess
that the user is more likely to come there. Otherwise, we move to the next step with
considering the circle patterns. We store user’s history movements as a sequence
M = <l1,l2,l3,l4,…,ln > in order to time with l1, l2… are locations. With the given
location L, if there exists a match between L1 = <ln,lx,lx+1,lx+2,L > and a part of L that
means L1 � M, we can predict the user may come to L.

A Mobility Prediction Model for Location-Based Social Networks 109



For example, a user has a sequence of movement history such as < ABCAB-
DEC > , and the location needs to be predicted is D. We see that the last location where
the user just visited is C while there exists a chain < CABD > (4 locations in the chain)
� < ABCABDEC > ; therefore, we can predict that the user may come to D. The model
supports the length of recognition chain is up to 5 locations.

If a region fits the features such as user preference, influence of friends and geo-
graphical influence, then a probability corresponding to the features will be added with
values from variables Regular, Influenced_by_friends, Hot respectively. The values of
0.7, 0.1, 0.2 for Regular, Influenced_by_friends, Hot respectively, is chosen for the
experiments. These values are conducted from . In, The authors stated that the factor of
user preference accounts for at least 70 % of user decision while influence of friends
and geographical influence occupy about 10 % and 20 % respectively.

We consider the example from the Fig. 3. Points are clustered into 5 clusters: C1,
C2, C3, C4, C5. Figure 3 indicates the bounded regions of 2 latent states with the points
having the largest number of check-ins (in the cluster C3, C4) considered as centers.
We do not consider points which are near the border of the cluster because of saving

Fig. 3. An example shows points which are clustered by OPTICS for mobility prediction.
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the run-time for considering so many points. The sequence of movement history of the
user is given: H = <C5C3C4C3C1C3 > . C2 belongs to the bounded regions of 2 latent
states of the user with radius R considered as the average next movement distance of
the user, although it does not present in user’s movement log. Assuming that C1, C5
are attractive regions and C2 is the most visited place of a friend.

With the information from the Fig. 3 and the assumption, we calculates the
probability that the user come to C1 is 0.9 (we have C is the last location where the
user visited while there exists a chain < C3C1 > � H. Therefore, it fits regular
movement of the user. In addition, C1 is a hot region) while the probability that the
user travel to C2 is 0.8 (C2 is in the bounded regions of 2 latent states which belongs
to the regular movement of the user. Besides, C2 is a place where the user may come
by the influence of a friend). C5 is an attractive location, so the probability that the
user will come C5 is 0.2.

4 Experimental Results

In this section, we used real datasets, online location-based social networks, to evaluate
the performance of our algorithm. We use 3 baselines which are basic models for
comparison.

4.1 Datasets and Settings

Three real datasets which collected from online location-based social networks
(Brightkite and Gowalla) [8] are used for the experiments. The dataset which was
extracted from Brightkite included 4,491,143 check-ins from 51,406 users. In this
dataset, there were 772,967 check-in points where users have checked from March,
2008 to October, 2010. Besides, we have 2 kind of dataset from Gowalla. One dataset
extracted from Gowalla, named Gowalla 1, includes 6,442,892 check-ins of 107,092
users at 1,280,969 points collecting from February, 2009 to October, 2010. The other
dataset which was clustered by a grid-based clustering approach and extracted from the
original Gowalla (called Gowalla 2), included 466,740 check-ins of 11,814 users at
5,789 regions.

We divide “Gowalla 2” into two parts (one for training, the other for the first testing
data set) according to time of check-ins. The first section consists of 397,017 check-ins
(85 %) collected from March, 2009 to June, 2010. The latter which is used for the first
testing data set includes 69,723 check-ins in July, 2010 (15 %). In addition to testing
tools, the second testing dataset (called “Dataset 4”) included 100 rows contained
locations users came or not is also introduced to evaluate fully performance of the
model. This data set includes 3 columns: user_id, location_id, and the result of whether
user came to the location (say “yes”) or not (“no”). The data set evaluates the models
exactly by reducing the location predicted inaccurately (by location labeled “no”).
Similarly, Gowalla 2, Gowalla 1 is divided into 2 parts 80 %, 20 % for training and
testing, respectively. The numbers of Brightkite are 75 % and 25 %, respectively.
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To evaluate the performance, the 3 baselines are used to compare to the proposed
prediction model.

Baseline 1: The Most Frequented Location Model (MFLM), we count the check-ins at
locations, then we pick one location that had the largest number of check-ins and
assume that the location is the location where the user may come. Assuming that user U
has checked in 122 times at location L1. Location L2 has 345 check-ins from user U,
and user U has 88 check-ins at location L3. Hence, location L2 (where the user has the
largest number of check-ins) is predicted as the location the user may come in the
future.

Baseline 2: RW has been proposed by [8].The model always predicts the next location
where users checked in the last time. For instance, user A has 3 check-ins including
10 am July 1st, 2015 at location L1, 10 pm July 11th, 2015 at location L2, and 2 pm
July 15th, 2015 at location L3. Then, location L3 is predicted as the location the user
may come in the future.

Baseline 3: In addition to the baselines, a model namely “Full history”, including full
movement history of the users, also is introduced for the comparisons. The locations
that appeared in the movement history of the user will be predicted as the location the
user may come in the future.

Metrics: To evaluate the accuracy of the algorithm, the prediction accuracy is
measured by

The number of rows is predicted exactly
The number of rows is predicted

3 baselines and the proposed model are trained by the training datasets, then algorithms
predict users in the testing datasets whether they may come to the given location in the
testing dataset or not.

4.2 Experimental Results

Figure 4 displays the performance of PMNF in comparison with the baselines. The
Baseline 2 (RW) with prediction by the last known location of the user performs worst
with the accuracy rates from 2–3 %, while the Baseline 1 (MFLM) has little better
accuracy rates with the score from 3–5 %. “Full history” model scores a large
improvement with over 32 %. Significantly, our model gives great improvements with
over 2.5 times higher the “Full history” model, and over 15–20 times greater than
Baseline 1 and Baseline 2, respectively.

Similarly, experiments with the data set including 100 rows (50 locations users
came to, and the 50 others did not) also show similar results (Fig. 5). “Full history”
presents an average performance with 71 %. The accuracy of PMNF model is up to
91 % with 48/50 locations predicted exactly. Similar to the first experiment, the
accuracy rate is nearly 2.5 times than “Full history” model about the prediction of
location users came to (48 compared to 21), while RW, MFLM show lower
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performances with the accuracy rate of only 53 %, 54 %, respectively. From these
results, we can see that the proposed method is very promising, however, testing on
other data sets will be continued in the future to consolidate the PMNF.

Another experiment also was employed to measure the influence of choice on the
top places in the prediction. We observe in Fig. 6 that the accuracy increases to a
threshold, and goes down. This explains that more locations to consider increases the
probability of exact prediction for “yes” but also rises the number of locations predicted
incorrect.

Fig. 4. Performance of PMNF compared to MFLM, RW, Full history model

Fig. 5. Performance of PMNF compared to baselines
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5 Conclusion

Mobility prediction plays important roles in many fields, especially for location-based
social networks. For example, tourist companies would like to know the characteristics
of their customer movements so that they could design appropriate advertising
strategies; sociologists have made many research on migration to try to find general
features in human mobility; polices also analyze human movement behaviors to seek
criminals.

In this study, the PMNF model is proposed to capture the human/user mobility. The
model has covered important features of human movement behaviors. Compared to
different approaches of mobility prediction in telecommunications, the relationships
between friends in social networks are considered. This feature takes an important role
in human movement behaviors. As a result, the exact of the prediction has improved. In
the future, the influence from friend group as well as comments, feeds from social
networks should be considered to improve the accuracy of the prediction.
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Abstract. User-based collaborative filtering (CF) is a widely used rec-
ommendation method that suggests items to users based on ratings of
other users in the system. The performance of user-based CF can be
degraded due to its inherent weaknesses, such as data sparsity and cold
start problems. To address these weaknesses, many researchers have pro-
posed to incorporate trust information into user-based CF. However, as
reported in many recent works on trust aware recommendation, effec-
tively exploiting trust in recommendation is not straightforward due to
insufficient understanding of the relationship between trust and ratings.
This paper empirically analyses real-world ratings data and their asso-
ciated trust networks. Specifically, we focus our analysis on comparative
characteristics of cold users vs. non-cold users. Our results show that the
characteristics of cold users and non-cold users are significantly different.

Keywords: Collaborative filtering · Trust network · Trust aware
recommendation · Cold start problem · Experimentation

1 Introduction

In recent years, recommender systems have become a major component of the e-
commerce ecosystem. They are designed and built to assist users in finding items
(e.g. movies, music, books, etc.) of interest from a large collection of available
choices. The recommender systems are being deployed at numerous websites to
provide personalised recommendation and decision support services to end users.
Examples of such websites include www.Amazon.com and www.NetFlix.com.

User-based collaborative filtering (aka. k-NN collaborative filtering [1]) is
a well-known recommendation method that presents items to users based on

This work was supported by KMITL-UEC Global Alliance Lab (KMITL-UEC GAL).
The KMITL-UEC GAL was established in 2014 under the collaboration between
King Mongkut’s Institute of Technology Ladkrabang, Bangkok, Thailand and the
University of Electro-Communications, Tokyo, Japan.

c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 116–126, 2016.
DOI: 10.1007/978-3-662-49381-6 12

www.Amazon.com
www.NetFlix.com


Empirical Analysis of the Relationship 117

ratings of other users in the system. The underlying assumption of user-based
CF is that if users agree about the quality of some items, then they will likely
agree about other items as well – if Alice likes the same items as Jane, then
Jane is likely to like the items Alice likes which she hasn’t yet seen. Specifically,
recommendations are generally made by computing the similarity between users
in the system and recommending items that are liked by similar users.

In real world settings, the performance of user-based CF can be degraded
due to its inherent weaknesses, such as data sparsity, cold start problem, and
user profile based attack to name a few. In order to address these weaknesses,
many researchers have proposed to improve recommendation performance by
exploiting trust information derived from trust networks. This type of recom-
mender systems is called trust aware recommender systems. Scores of trust aware
recommendation algorithms have been proposed in the literature over the years
(for example, [4–6,8,9,12]). Nevertheless, as already reported in some recent
works ([10–12]), effectively exploiting trust in recommendation is not straight-
forward and there remains much work to be done towards effective trust aware
recommendation.

One of the major obstacles to achieving effective trust aware recommenda-
tion is insufficient understanding of the relationship between trust and ratings.
To alleviate this obstacle, in this paper, we aim to uncover the relationship
between trust and ratings in the context of recommender systems by conducting
empirical analyses of real-world ratings data and their associated trust networks.
Specifically, we focus our study on the comparative characteristics of cold users
versus non-cold users over trust networks. Main contributions of the paper are
as follows.

– To the best of our knowledge, we are the first to consider the characteristics
of cold/non-cold users separately.

– We empirically demonstrate that the characteristics of cold users and non-cold
users over trust networks are significantly different.

– Based on our empirical results, we propose guidelines for designing an effective
trust aware recommendation algorithm.

The rest of the paper is organised as follows. Section 2 introduces notation and
terminology that will be used throughout the paper. Section 3 describes the
characteristics of the datasets used in this study. Section 4 presents experimen-
tal analyses of the relationship between trust and ratings data. Finally, Sect. 5
concludes the paper with the future work.

2 Notation and Terminology

In this section, we introduce notation and terminology that are required for our
empirical analyses of recommendation datasets in subsequent sections.

In a trust aware collaborative filtering (CF) system, users can express their
preferences for various items. A preference of a user for an item is called a rating.
Ratings are commonly represented with a triple (UserId, ItemId, RatingValue).
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The RatingValue can be represented in several formats, for example, unary rat-
ings (e.g. “has purchase”), binary ratings (e.g. “like/dislike”), integer-valued
rating scales (e.g. “0–5 stars”), and real-valued rating scales (e.g. “0.0–10.0
score”). The set of all rating triples forms the ratings matrix (also known as the
U-I matrix). In addition to specifying preferences or ratings, the users of a trust
aware CF can implicitly or explicitly express trust statements toward other users
in providing accurate and helpful ratings. A collection of trust statements can
be organised as a trust network, where the users are represented as nodes and
the trust statements are represented with edges or links between nodes.

In this paper, a set of users within a collaborative filtering system is denoted
by U . A set of items is denoted by I. The set of items rated by user u is denoted
by Iu. The set of users who have rated item i is denoted by Ui. The rating matrix
is denoted by R. The rating value of user u for item i is denoted by ru,i. r̄u is the
average rating of u. Typically, most users of recommender systems will provide
ratings to only a small fraction of items in the system. This naturally results in
highly sparse rating matrices. The sparsity of a rating matrix R is computed by:

Sparsity = (1 − #Ratings

#Users × #Items
) × 100% (1)

In collaborative filtering systems literature, users with very small number of
ratings are called cold users. It is well known that the generation of effective rec-
ommendation for the cold users is challenging (owing to the intrinsic properties
of collaborative filtering systems). In this paper, we define a cold user as the
user who has provided ratings to less than five items [8]. More formally, a cold
user ucold is defined as any user u ∈ U such that |Iu| < 5, and a non-cold user
unoncold is defined as any user u ∈ U such that |Iu| ≥ 5.

A trust network associated with a collaborative filtering system is represented
as a directed graph TN(V,E), where V ⊆ U is a finite set of users {v1, ..., vn},
and E is a set of trust relations {e1, ..., em}. A trust relation (or an edge) from
user vi to user vj within the trust network TN indicates the existence of vi’s
belief that ratings provided by vj are trustworthy. The source node of the trust
relation vi is called a trustor, while the destination node vj is called a trustee.

3 Datasets and Their Basic Characteristics

Four datasets are used in this work: Epinions, CiaoDVD.review, CiaoDVD.movie
and FilmTrust. The Epinions dataset was collected by [7]. The CiaoDVD.review
and the CiaoDVD.movie datasets were collected by [2]. The FilmTrust dataset
was collected by [3]. All datasets consist of both user ratings data and the asso-
ciated trust networks. We summarise characteristics of all datasets in Table 1.

The Epinions dataset [7] was crawled from Epinions.com during November
to December 2003. Epinions.com is a website that allows users not only to write
reviews for various products but also to read and rate the reviews written by
other users using an integer-valued rating scale (from 1 to 5). Moreover, the
users can explicitly express their trust toward the quality of other users’ reviews
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Table 1. Basic characteristics of the datasets.

Dataset User ratings data Trust networks

#Users %ColdUsers #Items #Ratings #Nodes #Edges

Epinions 40,163 42 % 139,738 664,824 49,288 487,183

CiaoDVD.review 21,019 57 % 71,633 1,625,480 4,658 40,133

CiaoDVD.movie 17,615 85 % 16,121 72,665 4,658 40,133

FilmTrust 1,508 19 % 2,071 35,497 874 1,853

by adding the trusted users into their “Circle of Trust”. According to Table 1,
about 139 K items have received 664 K ratings from 40 K users (about 42 % of
these users are cold users, i.e. they have provided less than 5 ratings). The rating
matrix REpinions is a highly sparse matrix, its sparsity is about 99.98%. The
trust network TNEpinions is a directed graph, consisting of 49 K users and 487 K
trust relations. Note that, unlike other datasets, the number of users in the
trust network (|VTNEpinions

| = 49, 288) is larger than the number of users in the
user ratings data (|U | = 40, 163). A plausible reason for this discrepancy is the
limitation of the crawling method used to collect the data.

The CiaoDVD dataset [2] was crawled in December 2013 from the category
DVD in the www.ciao.co.uk/. Like Epinions.com, users of www.ciao.co.uk/ can
read/write reviews for various kinds of products that they purchased in the past;
and other users can provide feedbacks on the helpfulness of these contributed
reviews using an integer-valued rating scale (from 0 to 5). If a user finds any
review writer to be trustworthy of valuable reviews, the user can add that review
writer into his/her trust list. The trust lists of all users form the CiaoDVD’s
trust network. In this work, we have separated the CiaoDVD into two datasets:
CiaoDVD.review and CiaoDVD.movie. The CiaoDVD.review dataset contains
ratings data of review items; whereas the CiaoDVD.movie dataset contains rat-
ings data of movie items. Both CiaoDVD.review and CiaoDVD.movie datasets
share the same social trust network. As can be seen from Table 1, about 21 K
users in the CiaoDVD.review dataset have contributed 1.6 M ratings for 71 K
review items; around 57 % out of 21 K users are cold users. The rating matrix
RCiaoDVD.review is slightly denser than REpinions, its sparsity is about 99.89%.
As for the CiaoDVD.movie dataset, 85 % of 17 K users are cold users; and there
are 72 K ratings for 16 K items in the system. The sparsity of the rating matrix
RCiaoDVD.movie is around 99.97%. The trust network TNCiaoDVD is a directed
graph, consisting of 4 K users and 40 K trust relations.

The FilmTrust dataset [3] was crawled from a movie sharing and rating
website (http://trust.mindswap.org/FilmTrust) in June 2011. The FilmTrust
users can rate and review movie using a real-valued rating scale (from 0.5 to 4.0
with step 0.5). The users can also explicitly specify trustworthiness of other users
with a certain level of trust from 1 to 10. Unfortunately, due to the sharing policy,
the FilmTrust dataset, that we adopted from [3], only provides the existence of
trust statements between users with a binary values 0 and 1. As shown in Table 1,
there are 1,508 users providing 35 K ratings to 2,071 items; and about 19 %

www.ciao.co.uk/
www.ciao.co.uk/
http://trust.mindswap.org/FilmTrust
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of these users are cold users. The sparsity of the rating matrix RFilmTrust is
about 98.86 %. The trust network TNFilmTrust is a directed graph; it consists
of 874 nodes representing users and 1,853 edges representing trust relations.

It is worth noting that each dataset has different percentages of cold users and
trust network sizes. The CiaoDVD.movie dataset represents the case where most
users are cold users. The Epinions and the CiaoDVD.review datasets represent
the case where a moderate number of users are cold users. The FilmTrust dataset
represent the case where a small portion of users are cold users.

4 Empirical Analysis of Trust and Ratings Data

We conducted four types of analyses on the four datasets described earlier. The
overall objective of our study is to understand the characteristics of the social
trust networks associated with recommender systems in general and the com-
parative characteristics of those network nodes corresponding to cold versus
non-cold users in particular.

4.1 Distribution of the Number of Trustees and Trustors

In the first experiment, we would like to study how many trustees and trustors
that cold and non-cold users have. We counted the number of trustees (i.e. out-
degree) and the number of trustors (i.e. in-degree) for both non-cold and cold
users in the trust networks of all datasets, and created distribution plots for the
number of trustees and the number of trustors.

Figure 1 shows the distributions of the number of trustees per users derived
from trust networks associated with each dataset. Two observations deserve
careful consideration here. First, the distributions of the number of trustees
(for all but the FilmTrust dataset) follows the power-law. This means that a
large portion of the users in the system has only a few number of trustees;
and only a few users has a large number of trustees. Note that, although the
distribution of the number of trustees in TNFilmTrust does not follow the power-
law, a similar implication can be drawn regarding the proportion of users with
a few number versus a large number of trustees. Second, from Fig. 1, one can
see that the distributions of the number of trustees for cold users cases are
significantly steeper than those for the noncold users case. This means that,
compared to non-cold users, a far more sizeable portion of cold users have small
number of trustees.

How can these two observations be exploited in trust-aware based CF where
trust is used to replace user similarity computation? First, because most users
(especially the cold users) have very few number of trustees, the trust-aware
based CF algorithm should have some mechanism for selectively and effectively
expanding the trusted neighbours (e.g. trust propagation and weight averaged
with other similarity measures). On the other hand, for users with a large number
of trustees, the trust-aware based CF algorithm should be able to intelligently
filter out those trustees which might not contribute to the increase in recom-
mendation performance (e.g. topic-based filtering technique, proposed by [12]).
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Fig. 1. Distribution of the number of trusted neighbors (out-degree)

Fig. 2. Distribution of the number of trustors (in-degree)
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Table 2. Ratio of link types

Source
node type

Destination
node type

Dataset

Epinions FilmTrust CiaoDVD.review CiaoDVD.movie

ucold ucold 15,128 61 107 12,533

(22.5 %) (23.7 %) (12.4 %) (56.3%)

unoncold 51,976 196 754 9733

(77.5%) (76.3%) (87.6%) (43.7 %)

unoncold ucold 46,040 263 817 8,936

(11.0 %) (16.5 %) (2 %) (50.0%)

unoncold 374,039 1,333 38,455 8,931

(89.0%) (83.5%) (98.0%) (50.0 %)

Table 3. Shortest distance from cold to nearest non-cold user nodes

Shortest distance Dataset

ucold → unoncold Epinions FilmTrust CiaoDVD.review CiaoDVD.movie

1 13,234 115 239 841

(50.8 %) (46.0 %) (25.6 %) (23.7 %)

2 1,381 5 4 82

(5.3 %) (2.0 %) (0.4 %) (2.3 %)

3-11 96 0 0 2

(0.4 %) (0.0 %) (0.0 %) (0.1 %)

∞ 11,325 130 690 2,623

(43.5 %) (52.0 %) (74.0 %) (73.9 %)

Table 4. Shortest distance from non-cold to nearest non-cold user nodes

Shortest distance Dataset

unoncold → unoncold Epinions FilmTrust CiaoDVD.review CiaoDVD.movie

1 17,880 424 1,168 417

(76.9 %) (67.9 %) (31.4 %) (37.6 %)

2 528 9 1 21

(2.3 %) (1.4 %) (0.0 %) (1.9 %)

3-11 40 1 0 0

(0.2 %) (0.2 %) (0.0 %) (0.0 %)

∞ 4,804 190 2,556 672

(20.6 %) (30.5 %) (68.6 %) (60.5 %)
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Fig. 3. Correlations of trust and interest similarities

The distributions of the number of trustors are shown in Fig. 2. Like the
distributions in Fig. 1, the distributions of the number of trustors fit the power
law (except for TNFilmTrust where the distributions is very close to exponential).
The distribution plots for the cold users case are, like in Fig. 1, steeper than those
for the noncold users case. Another interesting observation from Fig. 2 is that
there are some cold users with a large number of trustors despite their limited
number of ratings (<5). Notably, in TNEpinions, some cold users even have more
number of trustors than other noncold users.

Finally, we remark that the distribution plots of the CiaoDVD.movie dataset
in Figs. 1 and 2 exhibit different phenomena than those of the other datasets:
there are more cold users than non-cold users. This result is to be expected,
because as we reported in Sect. 3, the %ColdUsers of CiaoDVD.movie dataset
(85%) is much larger than other datasets.

4.2 Ratio of Linkage Types

In this experiment, we look at the linkage patterns between pairs of nodes within
the trust networks. In particular, we labelled each node in a trust network as
either ucold or unoncold according to the type of the user that the node represents.
With two types of nodes within the trust network (i.e. ucold and unoncold), there
would be four possible linkage patterns between a pair of nodes: ucold → ucold,
ucold → unoncold, unoncold → ucold, unoncold → unoncold. We counted how many
links in the trust network correspond to each linkage pattern; and computed the
ratios of linkage types.
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The number and the ratio of linkage types of the trust networks derived from
our four datasets are reported in Table 2. It can be clearly seen that following a
link in a trust network, in most cases, will lead to a unoncold node. However, the
probability that the destination node will be a unoncold node will be higher if the
source node is also a unoncold node. Note that, trust-aware based CF typically
needs to search for trusted neighbours that correspond to unoncold nodes as these
nodes could provide more item ratings information needed by the algorithms.

4.3 Shortest Distance to Nearest Non-cold Nodes

Most trust-aware recommendation algorithms traverse the trust network to
acquire more trusted neighbours with a lot of ratings. Unfortunately, it is unclear
how many hops away from the starting node should the algorithms attempt to
seek for more trusted neighbours. In order to shade some light on this issue, we
have conducted experiments to measure the shortest distance from any node to
the nearest unoncold node in the trust networks of all four datasets. The results
were summarised in Tables 3 and 4. From the Tables, we can conclude that the
suitable number of hops for trust-aware recommendation algorithms that aim to
seek for more unoncold nodes is just around 1–2 hops as it would be too expen-
sive or even impossible (i.e. >12 hops is needed) to find more unoncold trusted
neighbours afterwards.

It might be tempting to reason that the aggregate number of counts in Table 2
must be in agreement with the number of counts leading to non-cold user nodes
in Tables 3 and 4. Nevertheless, that is not the case because in Table 2, we
are counting different types of incident edges in the trust network; whereas, in
Tables 3 and 4, we are counting shortest paths of different lengths.

4.4 A Closer Look at Correlations of Trust and Interest Similarities

In [13], it was found that there is a strong correlation between trust and interest
similarity. This result indicated that trust information could be used to comple-
ment or to replace user similarity in CF based recommender systems. Unfortu-
nately, to the best of our knowledge, there is no further work to investigate how
the trust information should be exploited.

In this experiment, we compute the similarity between each user node u in
a trust network TN and each of its adjacent node v using Pearson correlation:

PCC(u, v) =

∑
i∈Iu∩Iv

(ru,i − r̄u)(rv,i − r̄v)
√∑

i∈Iu∩Iv
(ru,i − r̄u)2

√∑
i∈Iu∩Iv

(rv,i − r̄v)2
(2)

The correlations of all-peers PCC similarity and trusted-peers PCC similarity
for all four datasets are as shown in Fig. 3. Our main finding here is that, com-
pared to trusted peers of unoncold, trusted peers of ucold nodes consistently gave
better PCC scores. Consequently, the trust-aware CF based recommendation
algorithms may safely choose to rely on a simple approach to exploiting trust
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information to generate recommendation for ucold users. However, special care
must be taken in order to effectively exploit trust information for unoncold users
because, according to Fig. 3, there are a sizeable number of unoncold nodes whose
trusted peer based PCC similarity scores are lower than those of the overall peer
based PCC similarity scores.

5 Conclusion

We presented a detailed analyses of the comparative characteristics of cold versus
noncold users over trust networks associated with user-based CF recommenders.
Our results indicated that there are differences between the characteristics of cold
and noncold users in several aspects. For the future work, we will apply these
findings to the design of an effective trust aware recommendation algorithm.
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Abstract. In text mining, the feature selection process can potentially improve
classification accuracy by reducing the high-dimensional feature space to a
low-dimensional feature space resulting in an optimal subset of available features.
In this paper, a hybrid method and two meta-heuristic algorithms are employed to
find an optimal feature subset. The feature selection task is performed in two steps:
first, different feature subsets (called local-solutions) are obtained using a hybrid
filter and wrapper approaches to reduce high-dimensional feature space; second,
local-solutions are integrated using two meta-heuristic algorithms (namely, the
harmony search algorithm and the genetic algorithm) in order to find an optimal
feature subset. The results of a wide range of comparative experiments on three
widely-used datasets in sentiment analysis show that the proposed method for
feature selection outperforms other baseline methods in terms of accuracy.

Keywords: Feature selection � Integration feature selection methods �
Harmony search � Genetic algorithm � Sentiment analysis

1 Introduction

With the exponential growth of internet usage, users can be easily posted their opinions
and comments on the web. This posted-content is a valuable resources for companies,
organizations, and individual as it can be used to inform better decision-making. This
situation is creating growing interest in technologies for automatically analyzing and
mining the opinions and sentiment from web documents. The main task of sentiment
analysis can be carried out in two steps: the first step involves the selection and/or
extraction of features from the textual opinions, and the second step involves the senti-
ment classification of the samples into multi-classes (e.g. positive, neutral, negative) [1].
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Saeys et al. [2] categorized feature selection techniques into three approaches: the
filter, wrapper, and embedded approaches. The filter approach provides ways to choose
an optimal subset of features by scaling features and eliminating low-scoring features. In
the wrapper approach, the choice of an optimal feature subset is provided by generating
and evaluating different subsets in the space of states. In the third approach, namely, the
embedded approach, the search occurs through the combination of the model hypothesis
and feature subset space into a classifier structure [1, 3].

In the case of generating the subsets in wrapper approach, heuristic search methods
are used to solve the exponential time to find a feature subset; regarding the evaluation
of subsets, the classifier evaluates the effect of selecting a feature subset on the per-
formance of sentiment classification in order to find an optimal feature subset. For
instance, two meta-heuristic algorithms including Harmony Search (HS) algorithm and
Genetic Algorithm (GA) are efficient techniques for searching for the global-solution
by overcoming the main problems of local-search techniques. Where, HS algorithm
mimics the behavior of music improvisation process, as is the population-base and
single-point search-base algorithm [4] and the GA belongs to the class of evolutionary
algorithms which mimics the process of natural selection [5].

In this research, we propose a feature selection method to obtain a high-quality
minimal feature subset from a real-world domain. In the method proposed in this
research, the feature selection task is performed in two steps. In the first step, different
middle feature subsets (MFSs) are obtained using a hybridization of filter and wrapper
approaches to reduce the high-dimensional feature space. The MFSs are referred to as
the local-solutions in feature space. In the second step, two different meta-heuristic
algorithms are applied to integrate the different MFSs in order to find an optimal
solution separately.

The remainder of this paper is organized as follows: Sect. 2 introduces the related
works on sentiment analysis. Section 3 describes the proposed method for feature
selection. The results of the comparative experiments and evaluation are presented in
Sect. 4. Finally, Sect. 5 concludes the paper.

2 Related Works

Rogati and Yang [6] investigated filter techniques for textual feature selection. They
scored features by five methods: document frequency (DF), information gain (IG),
chi-square (CHI), mutual information, and term frequency. They removed 97 % of the
low-scoring features and gained better classification results by using the CHI and IG
methods. In some studies, feature selection methods such as the IG and CHI methods
have been found to achieve better accuracy than other methods [7]. On the other hand,
Yousefpour et al. [8] scored features based on the distribution of features by the
standard deviation (SD) of the features. A hybrid approach has also been introduced for
solving the problem of low-accuracy sentiment classification in the filter methods and
the problem of the higher-computation burden in wrapper methods [9].

Feature selection using HS was proposed by Diao and Shen [4]. They found that
their proposed method identified multiple solutions and overcome local-solutions with
respect to the stochastic nature of the HS algorithm and control of its parameters.
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They compared the HS with other meta-heuristic techniques such as the GA on the
University of California Irvine benchmark datasets. They showed that the HS identified
good-quality feature subsets for most of the test datasets. Wang et al. [10] used the HS
algorithm for feature selection in email classification. Feature selection in credit risk
assessment was proposed by Oreski and Oreski [5].

3 Methodology

In this research, we propose a feature selection method to obtain a high-quality minimal
feature subset from a real-world domain which is described in detail in this section.

3.1 Feature Representation

The detection of features from a raw document is the main challenge in text mining; in
other words, it is related to the question of whether a word or a sequence of words can
be a feature. In the experiments conducted in this research, n-gram variable features
were mainly used. The variable n-gram features were extracted using part of speech
(POS) patterns to detect features with a maximum length of three. To identify the
variable n-gram features from raw reviews, twenty-four pattern-based linguistic filters
were developed in four categories. They are presented in Table 1.

The POS patterns listed in Table 1 were categorized into four classes. In the first
class, the patterns identify features that start with a noun (N). In the second class, the
patterns capture features that begin with an adjective (J). The patterns in the third and
fourth classes capture features that start with verbs (V) and adverbs (R). Letter (I) is a
preposition or conjunction. For example, the feature of “excellent book” is identified by
the pattern of “J N”.

3.2 Feature Subset Selection Using Meta-Heuristic Algorithms

In this research, feature subset selection was performed in two steps. In the first step,
different MFSs were created through a hybrid of filter and wrapper approaches in order
to reduce the high-dimensional feature space to a low-dimensional feature space. In the
second step, the MFSs were integrated using two meta-heuristic algorithms in order to
find an optimal feature subset. Steps 1 and 2 are described in detail in this section:

Middle Feature Subsets. The feature subsets with the highest accuracy obtained in
the hybrid approach were referred to as the MFSs. The left side of Fig. 1 shows the

Table 1. Twenty-four POS patterns used for detection of features

Class of patterns POS-patterns

Noun N, N N, N N N, N I, N N I, N I N, N V
Adjective J, J N, J J N, J N N, J N I
Verb V, V I, V N N, V N, V N I, V V, V V I, V J N
Adverb R, R R, R R J, R R R
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preprocessing and feature representation based on POS. Three phases were used for the
detection of features in the raw documents: POS tagging, linguistic POS patterns,
and the removal of stop words (SW). To annotate documents with POS, we used the
Stanford POS tagger.

To find a MFS, different feature subsets were generated based on the orders of
feature ranks. After feature ranking, the features were sorted in descending order
according to their weights in feature vector. Then, the different feature subsets were
generated as follows:

Feature Vector ¼ x1; x2; ::; xNð Þ; 8i;ji\j ! rank xið Þ� rankðxjÞ
Feature subsets ¼ x1f g; x1; x2f g; x1; x2; x3f g; . . .; x1; x2; ::; xNf gf g

�
ð1Þ

where xi is a feature and N is the total number of features. In this representation, x1 has
the highest rank (or weight) and x2 has the second highest rank in feature vector. Four
well-known text classification algorithms, namely, Support Vector Machine (SVM),
Naive Bayes (NB), Maximum Entropy (ME) and Linear Discriminant Function
(LDF) evaluate different feature subsets to find the subset with the highest accuracy,
which we called the MFS.

Integration of Different Middle Feature Subsets. The MFSs that were created in the
first step were integrated using two meta-heuristic algorithms separately, namely, the
HS algorithm and the GA.

HS Algorithm. As a meta-heuristic algorithm, the HS algorithm gains superb results in
optimization problems. HS can be seen as a meta-heuristic algorithm that, seeks a
global-optimal solution by a set of parameters including a musician (decision variable)
who plays a note (value of the decision variable) to find the best harmony (global-optimal
solution). The notes played by all musicians (called a harmony) are considered for
optimization of an audience’s aesthetic impression (objective function). The five key
parameters of the HS algorithm are:
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• Harmony memory size (HMS) - The HMS specifies the number of solution vectors
in the harmony memory whereby a solution vector is the set of all decision vari-
ables, and a harmony memory is created by all the solution vectors.

• Harmony memory considering rate (HMCR) - The HMCR is the rate of selecting a
value from the harmony memory.

• Pitch adjusting rate (PAR) - The PAR is the rate of choosing a neighboring value.
• Adjusting bandwidth (BND) - The BND is a fret width that specifies the amount of

maximum change in pitch adjustment.
• Maximum iteration (maxIter) - The maxIter is the number of improvisations based

on the stopping criteria.

Let X = (x1, x2,.., xn) be a representation of a solution vector, where xi’s are
decision variables. The HS algorithm is shown as follows:

Step 1. Initialize the algorithm parameters
Step 2. Initialize the harmony memory with different MFSs
Step 3. Repeat:

3.1. Improvise a new harmony from the harmony memory.
-Memory considering
-Pitch adjusting
-Randomization

3.2. Update the harmony memory.
Step 4. Repeat until the termination criterion is satisfied.

In Step 2 of the algorithm, the harmony memory is created by all the MFSs,
whereby each row of the harmony memory represents one MFS. Each feature selector
may choose one feature which has already been selected by another feature selector. In
other words, all the feature selectors are allowed to choose the same feature. Figure 2
shows harmony memory encoded by the MFSs.

In step 3.1, a new solution (Xnew) is improvised from the existing vectors in
harmony memory as follow:

Xnew ¼ xnew1 ; xnew2 ; . . .; xnewn

� � ð2Þ

Where xnewi ¼
xi kð Þ 2 ½valuerange� w:p:ð1� HMCRÞ
xi kð Þ 2 fx1i ; x2i ; ::; xHMS

i g w:p:HMCR
xiðk � randðÞ � BNDÞ w:p:PAR

8<
:

where xi is a feature. In Step 3.2, the harmony memory is updated by a new solution
vector if the evaluation of the new solution vector is better than the evaluation of the
existing worst vector in the harmony search. The individual classifiers of SVM, NB,

Feature selector: S1 S2 S3 S4 S5 S6 Feature subset
HMi : x3 x7 x7 x4 x7 x4 {x3, x4, x7} = MFSi

HMj     : x2 x2 x5 x2 x5 x2 {x2, x5}  = MFSj

HMk    : x3 x2 x3 x5 x5 x7 {x2, x3, x5, x7}  = MFSk

Fig. 2. Harmony memory encoded by MFSs
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ME and LDF are used as objective functions for evaluation of the feature subsets and
allocation of merit to each of the new feature subsets. In fact, the HS algorithm attempts
to enhance existing accuracies in the harmony search.

Genetic Algorithm. The GA is inspired by Darwin’s theory of evolution. It belongs to
the class of evolutionary computing. The GA starts with a set of chromosomes (so-
lutions) called a population. Solutions from one population are taken and used to form
a new population. This is motivated by a hope that the new population will be better
than the old one. Solutions which are selected to form new solutions (offspring) are
selected according to their fitness the more suitable they are the more chances they have
to reproduce. The GA is shown as follows:

Step 1. Initialize the algorithm parameters
Step 2. Initialize population (t) with different MFSs
Step 3. Determine fitness of population (t)
Step 4. Repeat:

4.1. Select parents from population (t) according to their fitness
4.2. Perform crossover on parents creating population (t + 1)
4.3. Perform mutation of population (t + 1)
4.4. Determine fitness of population (t + 1)

Step 5. Repeat until best individual is good enough.

Population size in the GA is equal to the number of MFSs, the size of the chro-
mosome is set to the number of union MFSs, and the genes are binary in chromosome
representation.

Figure 3 shows some chromosomes that are binary-encoded by the MFSs.

4 Evaluation

Three document-level datasets that are widely used in sentiment analysis were
employed in this research. The book, electronic, music review corpora were used to
investigate the performance of the proposed method [11]. The review datasets com-
prised 1000 positive samples and 1000 negative samples. All the features were pre-
sented as POS-based features. All the feature weights in the term document matrix were
set to the term frequency-inverse document frequency. All the results were obtained
through 5-fold cross-validation with a random starting point in 3-repetitions on review
datasets that were referred to as 5*3-FCV. Table 2 shows the average and SD of the

Features: x1 x2 x3 x4 x5 x6  … Feature subset
Chromi : 0 1 0 0 1 1 … {x2, x5, x6,…} = MFSi

Chromj : 1 0 1 0 0 0 … {x1, x3,…}      = MFSj

Chromk: 1 1 0 1 1 0 … {x1, x2, x4, x5,…}  = MFSk

Fig. 3. Chromosomes that are binary-encoded by MFSs
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classification’s accuracy on all training feature sets. The classifiers were trained using
the training feature set. The classification accuracy was evaluated based on the testing
feature set.

4.1 Performance Measures

Generally, the performance of sentiment classification is evaluated using four indexes,
namely, accuracy, precision, recall and F1-score. The measures can be computed
through the following equations:

Accuracy ¼ TPþ TN
TPþ TN þFPþFN

ð3Þ

F1 ¼ 2� Precision� Recall
PrecisionþRecall

ð4Þ

Precision posð Þ ¼ TP
TPþFP

ð5Þ

PrecisionðnegÞ ¼ TN
TNþFN

ð6Þ

Recall negð Þ ¼ TN
TNþFP

ð7Þ

RecallðposÞ ¼ TP
TPþFN

ð8Þ

Where TP is the number of actual positive samples that were predicted to be
positive, FN is the number of actual positive samples that were predicted to be neg-
ative, TN is the number of actual negative samples that were predicted to be negative,
and FP is the number of actual negative samples that were predicted to be positive.

Table 2. Average and standard deviation of accuracy (ave ± σ) for classification algorithms on
all POS-based features using 5*3-FCV

Classifier Book review Electronic review Music review
# of
features

Accuracy # of
features

Accuracy # of
features

Accuracy

SVM 53685 73.43 ± 2.12 29644 75.77 ± 2.34 41012 75.72 ± 1.70
NB 71.62 ± 1.72 75.37 ± 2.57 71.00 ± 2.51
ME 75.67 ± 2.12 77.92 ± 1.92 73.65 ± 2.39
LDF 74.08 ± 2.47 77.18 ± 2.05 72.13 ± 1.97
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4.2 Experimental Results and Discussion

The parameters of the HS algorithm and GA were adjusted based on the setting in
Table 3 and were chosen empirically.

We obtained the performance results of the classifiers using two meta-heuristic
algorithms on three review datasets. Table 4 presents the results when the HS algorithm
was applied. Table 5 presents the results when the GA was used.

Based on a comparison of the performance of the HS algorithm and the GA, three
main points can be made. First, the HS algorithm has some advantages over traditional
optimization techniques such as the GA. For instance, the HS takes advantage of all
existing quality vectors to obtain a new solution vector, whereas the GA only considers
two parents in order to obtain a new offspring. Second, the HS algorithms has less
time-complexity than the GA. Equations 9 and 10 compare the two algorithms based
on the call number of evaluation function (CNEF).

CNEFHS ¼ Npop þmaxIter ð9Þ

CNEFGA ¼ Npop þNpop � maxIter ð10Þ

where Npop is the size of the population and maxIter is the number of iterations. In
Eq. 9, CNEF is equal to the size of the initial population (Npop) and only one new
harmony is created in each iteration; however, in the GA, a new population or offspring
is created in each iteration and the evaluation function is called once for each offspring.

Third, the HS algorithm outperforms the GA in terms of better accuracy in more
time. Figure 4 shows the comparison between the two algorithms in terms of accuracy.

In addition, the proposed methods are compared with the average of the best MFSs
(BMFS) as a baseline method. In order to assess whether there are any significant
differences in terms of accuracy between the proposed methods and BMFS as a
baseline method, a statistical test was conducted based on the accuracy results obtained
from the 5*3-FCV experiments. The statistical test results showed significant differ-
ences between the proposed methods and the baseline method in all comparisons. We
used a paired t-test to evaluate whether the differences between the two techniques were
statistically significant. Table 6 shows the numerical results of the statistical test.

Table 3. Parameter settings of experimental environment

HS parameters GA parameters

Iteration 2000 Iteration 2000
HMS 20 Population size 20
HMCR 0.9 Crossover operator Two point crossover
PMR 0.3 Crossover probability 0.9
BND 0.01 Mutation probability 0.3
Number of variables Max size of MFSs Chromosome size Size of Union MFSs
Variables value Feature Gene Feature
Evaluation function SVM, NB, ME, LDF Fitness function SVM, NB, ME, LDF
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The H-value indicates that the null hypothesis can be rejected at the 5 % significance
level (“H = 0”: not statistically significant; “H = 1”: statistically significant).

On the other hand, the results in Table 6 show the extent of improvement in the two
algorithms compared to the BMFS as the baseline method in terms of accuracy. In fact,
3.08 % was average of improvement using the HS algorithm and 2.51 % gained by GA.
The BMFS is calculated by the average of the highest value of each FCV as follows:

BMFS ¼ 1
M

XM

i¼1
HiMFSi; HiMFSi ¼ max

1	 j	N
MFSj ð11Þ

where M is the number of FCV, N is the number of MFSs and HiMFS is the highest
value in each FCV. For example, M is equal to the value of 15 and N is equal to the
value of 20 in our study. In Table 6, the average value of the BMFS is shown and
standard deviation value is left in short.

Fig. 4. Comparative average of accuracy between two meta-heuristic algorithms

Table 6. Comparison between two methods and BMFS as baseline method by T-test measure

Dataset Classifier BMFS HS T-test BMFS GA T-test
P-value H-value P-value H-value

Book SVM 83.68 86.93 4.77e-04 1 84.05 86.25 6.05e-03 1
NB 91.18 94.75 1.84e-05 1 91.63 94.98 4.69e-06 1
ME 82.83 85.75 1.40e-05 1 82.92 85.48 2.15e-04 1
LDF 83.72 86.70 1.67e-04 1 83.85 88.05 3.78e-07 1

Electronic SVM 85.72 88.80 6.14e-04 1 85.88 87.21 1.07e-02 1
NB 90.32 93.25 7.16e-08 1 90.19 92.19 5.62e-04 1
ME 83.48 86.45 6.50e-05 1 83.08 84.23 1.84e-02 1
LDF 85.43 88.15 1.83e-05 1 85.25 87.06 5.54e-04 1

Music SVM 82.88 86.28 1.39e-04 1 82.40 86.10 3.28e-06 1
NB 89.88 92.53 2.49e-04 1 91.55 92.97 1.92e-02 1
ME 80.38 83.83 5.65e-05 1 80.65 84.57 2.99e-05 1
LDF 83.25 86.10 2.40e-04 1 83.13 86.33 3.04e-04 1
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5 Conclusion

In this paper, we proposed a method for feature subset selection using the integration of
different feature selection methods by applying two meta-heuristic methods in two
steps. In the first step, different middle feature subsets were created using a
hybridization of filter and wrapper approaches to reduce the high-dimensional feature
space. Irrelevant features were removed in this step. In the second step, different middle
feature subsets were integrated using two meta-heuristic algorithms (the HS algorithm
and GA) in order to find an optimal feature subset. The experimental results showed
that the HS algorithm outperformed the GA in terms of accuracy in more time. A hy-
brid harmony search can be used to integrate middle feature subsets in future work.
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Abstract. The paper will concern the theoretical and practical problems of
analysing the mass of linguistic data which has arisen in conjunction with the
development of many fields of life. Moreover, the universe of texts is growing
every day – both forwards and backwards. Forwards because every new article,
book, blog, e-mail or text message expands the set of existing texts; and
backwards because the same set is also expanded whenever a scan is made of
another historical text. Our knowledge about past times is growing by leaps and
bounds. We are therefore particularly interested in the analysis of historical texts
that can be carried out in the second decade of the 21st century.

Keywords: Linguochronologisation � Photodocumentation � Polish language �
20th-century texts

1 Introduction

We consider here the theoretical and practical problem of making linguistic descrip-
tions of the mass of data that has come into being with the development of many areas
of human activity: academic expansion, involving for example the growth in the total
number of researchers, diversification of linguistic disciplines, networking of labora-
tories, etc., as well as technical development, the development of civilization, and so
on. We also wish to put forward the thesis that every historical epoch has its own types
of accumulation, as described now by the term big data, and so the problem of making
descriptions, including linguistic ones, of data of this type reappears according to some
kind of cycle. Moreover, the accumulation of data, which is often unexpected – it may
occur rapidly over a relatively short time, such as a few years or a couple of decades –
leads to anomalies in existing theories. The multiplicity of linguistic examples devi-
ating from those for which existing theses have been formulated is so large as to
produce a crisis of existing concepts, and consequently an inability to formulate new
theoretical ideas. Hence from time to time it occurs that a researcher is able to perceive
the mass of new data, but for certain reasons is not able to create theoretical
counter-proposals to the pre-existing model (cf. G. Lakoff, M. Rudnicki, etc.).

It can be stated as a general observation that the work of linguists in the 21st
century is developing in the direction of experimental, corpus-based, quantitative
studies. They are nearly always observing, and then calculating. While research prior to
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N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 141–150, 2016.
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the big data era was dominated by the problem of identifying oppositions, at the present
time more and more studies are devoted to the collection of numerical data relating to
various linguistic objects.

To sum up – linguistics is becoming more and more quantitative. Consequently,
due to the high costs of human work, it is becoming more and more computerized. The
question then arises of how powerful a device needs to be used to perform a certain
task – or perhaps more pertinently: how powerful a device is it not worth employing for
the performance of a particular operation, especially due to economic reasons.

Most of the activities known to us concerning the automatic processing and
searching of texts and extraction of information are carried out on private home
devices. However, the linguistic challenges of the 21st century present significantly
greater operational requirements [8]; that is, requirements that can only be met by
employing supercomputers, clusters or grids. An important issue here is parallelization,
the possibility of performing tasks simultaneously without collision and without
holding up the queue. For example, the present author was once faced with the task of
combining several tens of thousands of compounding forms with appropriate words
(for the purpose of producing artificial vocabulary items and checking for their pres-
ence in real texts). This task required the combination of 60,000 prefixes with
4.7 million words, and searching for the resulting items in a list of 70 million words
taken from 20th-century texts. A total of 282 billion objects were produced, and their
presence was checked over 70 million lines. In home computing conditions this pro-
cedure required approximately one month of machine time, whereas a supercomputer
with no definite location, distributed throughout the Polish academic infrastructure
(http://www.plgrid.pl), completed it in just a few minutes.

We therefore aim to consider here the economics of the construction of big models,
taking as an example the case of a derivational and lexical model constructed for the
Polish language of the 19th and 20th centuries. In other words: how do we today
conceive of the construction and effects of large models able to cope with any linguistic
problem in a situation where it is known in advance that the quantity of new data
affecting the linguistic picture is certain to grow? For example, a decade or more ago a
researcher taking up a particular descriptive problem operated within a relatively
predictable empirical base – the number of objects, such as texts, which he or she
planned to study could be foreseen from the start. The present rate of growth in
quantities of text – and text is always the object of study in the type of linguistic work
described here – is an unprecedented phenomenon. The expansion of big data leads to
the rapid ageing of linguistic information, particularly of the synchronic type (for Old
and Middle Polish the problem has not yet arisen). In beginning work on a particular
model, we can anticipate that a significant part of it will have become outdated by the
time we finish. The acceptability of this phenomenon is one of the issues requiring
consideration.

The concept of big data, in turn, relates to large, diverse and changing sets of data,
which cannot be mastered by means of well-known and generally applied methods.
The processing of large sets of data is a complex operational problem. Examples of
data of this type include meteorological data, telephone billing items, DNA code, brain
tomography images and so on. Today’s CCTV surveillance systems, for instance,
provide immeasurable portions of communicative information every day. The situation
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is similar with contemporary text – in other words, the information provided as input to
linguistic analysis is multiplying day by day. Moreover, today’s text, as a born-digital
entity, is increasingly well described and structured. It comes with not only the content
itself, but also a similarly large amount of meta-content, such as metrics and external
descriptions. In every case we know the author, the date of creation of the text, place of
publication, size, functional type of document, and so on. This information begins to
accumulate, creating a new network of data which is not without interest to the lin-
guistic model being created.

In contrast to investigations of an introspective nature, which require no more than
a piece of paper and a pencil (and sometimes not even these), big data needs resources,
in the form of premises, staff – generally speaking, economic resources. Researchers
who are relatively well supplied with resources are able to carry out investigations on
large sets of linguistic data. All of the large linguistic models known to the present
author have been the result of projects funded by grants, which enabled and facilitated
the researchers’ work.

The concept of resources can be understood in many ways, for example in terms of
researcher posts, computers, laboratories, cars, clothing, energy, size of monitors,
temperature of rooms, comfortable chairs, and even the working atmosphere within the
team. A particular category of resource, however, is time. Time is an issue which
permeates the task of constructing large linguistic models. Time has to be conformed
to; time is known in advance in the form of a deadline. It might even be suggested that
deadlines are the category that distinguishes introspective research from research of an
operational, decision-based nature.

In making a review of conscious strategic concepts, namely those fundamentally based
on decision or choice, the first to be considered should be military programmes. Sun Zi’s
The Art of War is a Chinese military study from the 6th century BC. It consists of
13 chapters and contains operational principles expressed in condensed form, for example:

If one does not know the place of battle and the day of battle, then his left cannot aid his right,
his right cannot aid his left, his front cannot aid his back, and his back cannot aid his front.

A work of a similar nature is Carl von Clausewitz’s On War, published in 1832,
and entirely devoted to matters of strategy. With regard to the efficient organisation of
work, mention should also be made of Karol Adamiecki (born 18 March 1866 in
Dąbrowa Górnicza, died 16 May 1933 in Warsaw), originator of the study of organ-
isation and management. These initial considerations lead on to the concept of
grammar of action.

2 Grammar of Action

The term grammar of action was introduced to the literature on praxeology by Tadeusz
Kotarbiński in the 1920 s and 1930 s. It referred to an explicit methodological pro-
gramme which made it possible to distinguish certain significant components of an
action [bolding – P.W.]:

This is the field of enquiry that we have in mind when speaking of general methodology or
praxeology. Generally, then, and briefly, by general methodology or praxeology we understand
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the science of methods of doing anything, a science that considers work from the point of view
of effectiveness, and in isolation both from the particular conditions of work in an exclusively
defined specialty and from any evaluations of an emotional nature. That science has the right to
be called methodology, since it considers methods, and it can be called general methodology
since it considers the methods of all kinds of work [5].

These are the common concepts from the field of general methodology: action, material, doer,
goal, design, plan, work, product, tool, means, manner, method, organisation, ability to
act, need to act, difficulty, obstacle, cooperation, counteraction, efficiency, effectiveness,
performance, practicality and others. The basic concept of action is so important here that the
whole of the discipline being described might be called the theory of action, and so significant
for it is the consideration of everything in terms of practicality that it would also be apt to apply
the name theory of practicality [5].

Tadeusz Kotarbiński was not the only researcher to focus on issues concerning the
components of action, including the design of operational processes. Others that might
be listed include A. Espinas, B. Prus, G. Hostelet, N. Krupska, G. von Wright, and the
founders of the Poznań “Complex of Operations” School. A more developed account
of the components of action, particularly in the context of time- and task-based
descriptions, can be found in the works of W. Gasparski, J. Węglarz, J. Błażewicz, R.
Słowiński and others. Particularly in the work of Gasparski from the 1960 s and 1970 s,
a description of a formalization of praxeology can be found – cf. Kryterium i metoda
wyboru rozwiązania technicznego w ujęciu prakseometrycznym [The Criterion and
Method of Selection of a Technical Solution from a Praxeometric Standpoint] [2], Z
zagadnień metodologii projektowania inżynierskiego [From Problems of Methodology
of Engineering Design] [3], and the more recent Praxiology and the Philosophy of
Technology [1].

3 Digital Libraries

Digital libraries provide an ideal opportunity for the application of praxeological ideas
in relation to operations in the field of linguistics. It might be suggested that the
motivation for the creation of Polish digital libraries came from a series of thefts that
took place in the late 1990 s. In 1998 a copy of Copernicus’ On the Revolutions of the
Heavenly Spheres, published in 1543, was stolen from the Library of the Polish
Academy of Sciences. The greatest loss, however, was suffered in 1999 by the
Jagiellonian Library, which discovered over a dozen items missing from its storeroom,
including works by Galileo, Kepler and Bessarion.

As a result of these thefts, certain actions were taken that have consequences of
interest to us. The path to the development of Polish digital libraries was opened by an
Order of the Minister of Culture and Arts in 1998:
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It was partly because of the provision contained in item (4) that an extensive
digitization campaign began in Poland. In 2002 the country’s first digital library, the
Digital Library of Wielkopolska, was established, using dLibra software. dLibra is a
system for the storage, editing and sharing of digital publications, developed at the
Poznań Supercomputing and Networking Centre. The publications (magazines, books,
photographs, films, etc.) were made available – and are planned to continue to be – to
all users in an identical manner, in most cases permanently and entirely free of charge.
At the end of the first decade of the 21st century the total number of publications was
approximately 300,000:

The collection of approximately 300,000 digital objects currently available in the PIONIER
network is being constantly expanded thanks to the cooperation of several hundred institutions
of culture in Poland. The resource is the result of many years of effort and cooperation by
institutions of science and culture, effort oriented towards enriching the services and oppor-
tunities offered to the information society. Thanks to the PIONIER network these valuable
resources can be used widely in academic circles and in education, as well as by individuals [6].

The digital libraries, which have already been the subject of a significant number of
reports in the subject literature (cf. e.g. [7, 9]), store various types of collections
(printed publications, press cuttings, audiovisual materials); the most popularly used
library items are old printed materials, press publications and manuscripts, particularly
from the 20th century, such as those shown here: (Fig. 1)

The historical material accumulated in the digital libraries has provided an ideal
basis for the development of a linguistic theory which enables the identification of
historical trends in language, particularly during the 19th and 20th centuries (1801–
2000). Moreover, the material contained in the digital libraries was ideally suited to
being investigated under a big data model. This results from the fact that every pub-
lication in the dLibra system is described according to the Dublin Core Schema, e.g.
oai:www.wbc.poznan.pl:359665:
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dc:title (pl): Amtsblatt der Königlichen Regierung zu Posen. 1902.05.06 Nro.18
dc:subject (pl): Grand Duchy of Poznań
dc:subject (pl): statutes
dc:subject (pl): Poznań in the 19th cent.
dc:subject (pl): official announcements
dc:subject (pl): Poznań Province
dc:subject (pl): official orders
dc:subject (pl): Wielkopolska people of the 19th cent.
dc:subject (pl): regulations
dc:description (pl): Gothic font
dc:description (pl): From 1821 alternative title “Dziennik Urzędowy Regencji w
Poznaniu”.
dc:description (pl): co-published supplement: Oeffentlicher Anzeiger http://www.
wbc.poznan.pl/dlibra/publication/408392
dc:type (pl): magazines
dc:type (pl): official publications
dc:format (pl): image/x.djvu
dc:identifier: http://www.wbc.poznan.pl/Content/359665
dc:identifier: oai:www.wbc.poznan.pl:359665
dc:language (pl): ger
dc:rights (pl): Biblioteka Poznańskiego Towarzystwa Przyjaciół Nauk
dc:rights (pl): for all without restriction

Access (http://fbc.pionier.net.pl/owoc/oai-hosts) to more than two million publi-
cations with descriptions of this type provides linguists with previously unimaginable
analytical opportunities, because each of the publications is accompanied by biblio-
graphic parameters (title, subject, type, etc.). This wealth of resources gave rise to the
theory of linguochronologization, which is oriented towards generating hypotheses
concerning the chronology of the language of the 19th and 20th centuries.

Fig. 1. Selected categories of materials stored by dLibra.
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4 The Theory of Linguochronologization (TLCH)

The theory of linguochronologization (TLCH), also called chronologizational gram-
mar [9], describes those properties of language units which are relevant to chronolo-
gization, namely the assignment of dates (such as specific years) to language units. The
date assigned to a language unit is equal to the date of the text from which it is
extracted.

The purpose of the theory of linguochronologization, as formulated by the present
author, is to enable the acceptance or rejection of hypotheses concerning linguistic
chronology, particularly for vocabulary from the Modern Polish era (1750–2000). Such
hypotheses are formulated using a class of observational sentences obtained in the
process of excerption of empirical material. These sentences consist of assertions
concerning a language unit (a word, for example) and its dating. To ensure that
examples of language units appear in a form that is as faithful as possible to the
original, it is proposed that they be presented in the form of photodocumentation.

4.1 Methods of Chronologization

The fundamental task faced by a language historian is to determine at what time a given
word or language phenomenon first appeared. We therefore consider criteria for the
evaluation of novelty or neonymy (the property of being a neonym). There exist several
criteria for determining the neonymy of a given lexical unit with respect to a given date
limit, such as the year 1945. Every neonymic hypothesis, namely one which states that
a given unit came into being after a specified date, derives from the criteria adopted for
determining neonymy. Among the main criteria considered are those based on:
(a) consultation; (b) lexicographic listing; (c) appearance in dictionary source material;
(d) appearance in texts; (e) introspection; (f) derivational analysis.

In the case of the consultation criterion the chronologization of a given unit is
decided by appropriate consultation with experts. Questions are addressed to a group of
experts, who may be subject matter specialists, specialists in the history of the disci-
pline in question, etc. The lexicographic criterion is based on the use of a list of the
headwords of a particular dictionary – usually one of general type, a so-called national
dictionary, reference dictionary, etc. It is checked whether the item in question appears
in the list of headwords. If it is found not to appear, it is considered to be a neonym
with respect to that dictionary. The dictionary source material criterion is a variant of
the lexicographic criterion. Its application consists in investigating whether a unit
appears in the dictionary’s source material prior to the expected date. In other words,
under this criterion the date is assigned based on the absence of attestation in the
quotations contained in the dictionary source material. The textual criterion involves
analysis of a certain set of texts optimally chosen based on pre-selective analysis, and
determination of whether a given unit appears within that set in texts with a given
chronologization. The introspective criterion involves the dating of a given unit based
on the researcher’s own intuition regarding its chronology. Under the derivational
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criterion it is determined that a derivative form cannot have an earlier chronologization
than its basic form, whose chronologization is determined by another criterion.

TLCH, which serves to generate chronological hypotheses for particular words,
morphemes, etc., is a theory of applied linguistics, and as such must contain certain
directives. Directives are formulated for the purpose of achieving the best possible
excerption results, that is, the largest possible set of examples. Directives are divided
into: (a) requirements; (b) prohibitions; (c) recommendations.

Requirements and prohibitions are directives which must be unconditionally
adhered to in TLCH, whereas recommendations are directives whose application is
suggested, but which need not be realized unconditionally. For example, in con-
structing a chronologizational model of the vocabulary of the 19th and 20th centuries, it
is necessary to determine:

(a) what empirical basis should be taken for the applied theory leading to the
obtaining of a model for the vocabulary of the 19th and 20th centuries, that is,
what set of sources (documents) should be contained in such an empirical base;

(b) whether that set ought to be subject to additional classification;
(c) how to present given excerpts;
(d) how to order excerption tasks, that is, what tasks should be given priority as

regards excerption for the 19th and 20th centuries;
(e) what time frame to adopt for a task designed in this way;
(f) a team of how many people, having what resources at their disposal, would be

able to develop a chronologizational model of a particular language, of what size
and with what excerption features;

(g) etc.

The above questions might be answered by stating that:

(a) for the creation of a chronologizational model of 19th- and 20th-century Polish
the optimum textual resource is the dLibra system, created in 2002;

(b) from dLibra it is necessary to select those documents for which the best technical
form of digital photograph is available (higher scan resolution, preserved scan
colour, paper source for scan, etc.);

(c) the optimum form of presentation of excerpts from 19th- and 20th-century texts is
photodocumentation;

(d) the optimum ordering of excerption tasks for 19th- and 20th-century vocabulary
gives priority to the excerption of affixational derivatives and compounds;

(e) the optimum time frame for the excerption of 19th- and 20th-century vocabulary
from the material contained in dLibra is up to several years;

(f) the task of excerption and chronologization for 19th- and 20th-century vocabulary
ought to be carried out by a team consisting of between one and over a dozen
people;

(g) etc.
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5 Results

The creation of a diachronic resource in the form of headwords from 19th- and
20th-century vocabulary will provide a powerful tool for researchers studying the
language in general or the language of press reports, of smaller textual forms such as
advertisements and press announcements, etc. An example model of such a resource is
presented at www.nfjp.pl (the National Photocorpus of the Polish Language). Such a
collection also provides a tool that can be used by historians and cultural anthropol-
ogists. Researchers studying 20th-century topics might use it to make interpretations
from many angles. A possible question to be addressed is that of identity, determining
the consciousness of language users in the light of the systems of concepts which they
used during that century. The general interpretation will aim to determine by what
mechanism a resource came into being, spread, vanished, or changed in function. This
task, in view of its explanatory component, is one that will never be complete.
Undoubtedly several generations of linguists, historians and anthropologists could
make use of this resource and make a variety of interpretations [4]. Already now it is
possible to identify certain patterns governing the vocabulary of the 19th and 20th
centuries; cf.: (Figs. 2 and 3)

Fig. 2. Prevalence of the prefix super- in 1800–2000

Fig. 3. Prevalence of the prefix quasi- in 1800–2000
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It should be emphasised that magazines in particular are an especially valuable
resource for linguistic research. For this reason, free access to large quantities of texts
in the OAI-PMH (Open Archives Initiative Protocol for Metadata Harvesting) system is
particularly important. Polish digital libraries fulfil these conditions. We should
remember that newspaper texts constitute a register of the language created day by day
in many different subject areas, and moreover by a variety of authors. By reading
newspapers we can discover interesting words, sentence constructions, prefixes, suf-
fixes, etc. Newspapers also have the significant advantages that (a) there are many of
them, and (b) they are relatively precisely dated. This means that a sufficiently exact
date (a specific year) for a word of interest can be determined easily and reliably. In this
way it is possible to establish, for example, the earliest known date of use of a given
word in print – examples might include telewizor (“television”), aspiryna (“aspirin”),
komputer (“computer”), etc. Of course, this will not always be the earliest date at which
the word in question appeared. Researchers will very rarely be certain that they have
searched all of the printed material in which the word might conceivably have
appeared. The situation is somewhat reminiscent of the work of archaeologists – a
discovered object, such as an axe, may be the oldest known item of its kind in a given
area, but there is no certainty that there did not exist older objects which have not
survived or which have not yet been uncovered. Naturally both a linguist and an
archaeologist may, based on their knowledge, suitably interpret their discovery and put
forward hypotheses as to whether the object in question might in fact be the oldest. The
power of such a hypothesis depends on the accumulation of textual research material.
In this sense, research based on a big data model represents an extremely promising
path to a discovery of the secrets of language – certainly not the final one, but an
extremely extensive and exhaustive one.
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Abstract. Twitter sentiment analysis has emerged and become interest-
ing in many field that involves social networks. Previous researches have
assumed the problem as a tweet-level classification task where it only
determines the general sentiment of a tweet. This paper proposed hybrid
approach to analyze aspect-based sentiments for tweets. We conducted
several experiments to identify explicit and implicit aspects which is cru-
cial for aspect-based sentiment analysis. The hybrid approach between
association rule mining, dependency parsing and Sentiwordnet is applied
to solve this aspect-based sentiment analysis problem. The performance
is evaluated using hate crime domain and other benchmark dataset in
order to evaluate the results and the finding can be used to improve the
accuracy for the aspect-based sentiment classification.

Keywords: Twitter · Aspect-based sentiment analysis · Aspect extrac-
tion · Aspect classification

1 Introduction

Major studies in twitter research area apply sentiment analysis to classify opin-
ions of user’s expressions and thoughts from their tweets. The major area being
highlighted in tweets is included to develop variety of techniques to monitor
twitter in real time for the major events such as political events, business (stock
markets movements, movies) and also society.

Using social network sites and micro-blogging sites as a source of data still
need deeper analysis [1]. The major problem in supervised learning technique
is the data problem such as data sparsity issues [2]. The availability of training
dataset, the language used in twitter, and also determining the structure of
learned function is might be one of the issues. In certain situation, unsupervised
learning techniques can be applied because it does not require any training data
but are not mathematically well-defined [3].

Previous researches considered twitter sentiment analysis problem as a tweet-
level sentiment classification task which is similar to document-level sentiment
classification. Tweet-level sentiment classification will decide the tweet sentiment
in general. However, it is more crucial to determine what exactly the opinions of
c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 151–160, 2016.
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tweets rather than getting an overall positive or negative sentiment which might
not be useful to the organizations. It would appear tweets can still contain various
sentiments about a service or organization even though Twitter has limitation
of characters [4].

In this research, we discuss an aspect-based sentiment analysis problem on
twitter. As a result, we proposed a hybrid approach for the aspect-based sen-
timent analysis and we also presented our own Hate Crime Twitter Sentiment
(HCTS) dataset in order to give the solution for this problem. Additionally,
we benchmark with existing Stanford Twitter Sentiment (STS) dataset for this
purpose.

The rest of this paper is organized as follows; Sect. 2 describes related work
for twitter aspect-based sentiment classification task. Section 3, describes the
proposed framework. Then, Sect. 4 describes the results and discussion obtained
from the experiments. Finally, the last section presents the conclusion and sug-
gested future work.

2 Related Work

The main focus is to conduct a research on the following twitter aspect-based sen-
timent analysis. Aspect-based sentiment analysis is the research problems that
focus on the identification of all sentiment expressions within a given document
and also to determine specifically the aspects sentiment of the target [5]. Simi-
larly, according to [6], aspect-based sentiment analysis is focus to identify all sen-
timent expressions within a document including the specific aspects of the target.
The aspect-based sentiment analysis can be divided into two main task which are
aspect-based feature extraction and aspect-based sentiment classification [7].

The first task of aspect-based sentiment analysis is aspect-based feature
extraction which is to identify aspects of the entity or also known as information
extraction task. To perform aspect-based feature extraction, we need to find the
major aspects of entities in a specific domain. There are mainly four types of
methods for extracting feature for aspect-based sentiment analysis which are
extraction by frequent nouns and noun phrases that considered as aspect can-
didates, extraction by opinions and aspect relation, extraction by supervised
methods, and extraction by topic modelling [8].

Meanwhile, aspect sentiment classification will determines whether the opin-
ions on different aspects are either subjective or objectives. The main task in
aspect-based sentiment classification is to extract the opinion words and also
find the polarity of opinion words towards its context. One of the methods being
used by researcher is to extract all the adjectives, adverbs, verbs from the tagged
sentences [9].

3 The Proposed Framework

The proposed framework consists of data collection and preparation, twitter
preprocessing, and two main aspect-based sentiment analysis phases which is
aspect-based feature extraction and aspect-based sentiment classification.
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3.1 Data Collection and Preparation

There are only a few free resources available for sentiment analysis in microblog-
ging. The corpus that will be used for sentiment analysis must be labelled to
know which documents express positive opinion and also negative opinion. We
consider this work as a target-dependent and automatic aspect sentiment clas-
sification by using opinion words extraction.

Here, we proposed our own Hate Crime Twitter Sentiment (HCTS) Dataset.
We use Twitter Search API v1.1 for our data collection though in order to
produce manual labelled corpus is hard and time consuming [10]. The most
regular and reliable method for gathering data is to request a paged set of data
based on a given query. The query selected for this research is the types of
hate crime which is “anti-muslim”, “anti-black”, “anti-white”, “anti-jews” and
“anti-feminist”. We also considers twitter hashtags to make sure the tweet is
about the context such as hashtags #racist and #MuslimCyberHateCrime. The
dataset produced a study corpus of 622 tweets. This dataset will be published
once it is verified by the experts. However, this is a relatively small corpus for
a machine learning classification task but in order to validate the results it was
essential to derive a gold standard dataset that was coded according to the
specific target (query) it contained. It is common to use a smaller dataset where
this is required [11].

The method to classify tweets is based on work by [12] where emoticons are
stripped off to avoid affecting the classifier accuracy. The twitter search API
allows retrieving the most recent tweets based on a search query. However, it
returns only 100 tweets per page and up to 15 such pages. The API also limits the
number of requests per hour from an Internet Protocol address. Considering the
hourly limits and allowing enough time for our requests to yield unique tweets,
our system sent out a search request for each word every 30 min.

This corpus was domain-oriented and not very large because the annotation
procedure was very complex and manual. In order to build the training data,
we use Sentiwordnet from [13] to identify whether the tweets contain sentiment
words. Then we decide the sentiment orientation of each tweets according to
context it appear. From this experiment, we separate factual (neutral) from
opinionated text by removing all neutral tweets from the database to avoid
unnecessary process.

We also used Stanford Twitter Sentiment (STS) Dataset which is publicly
available to evaluate the methods. The Stanford Twitter Sentiment (STS) corpus
(http://help.sentiment140.com/) was introduced by [12]. It consists of a training
and testing set. But we only considers testing dataset because we want the
tweets is about the given target. The testing dataset consists of 173 negative,
180 positive and 139 neutral tweets which are manually classified. The targets
such as “malcolm gladwel”, “nike”, “kindle2”, “night at the museum”, “time
warner”, “Bobby Flay”, “google” and “obama”.

http://help.sentiment140.com/
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3.2 Twitter Preprocessing

Twitter language has some unique attributes that may not provide relevant
information in order to reduce the feature space [12]. The unique attributes that
will be eliminated is included username. Username is included in the tweets
in order to direct the messages to another one. It can be recognized with the
symbol @ followed by the usernames. We also remove links and hashtags. Link
is used to include web direction in tweets. In this process, links, hashtags and
retweets will be removed because it will not be analyzed. The problem arise
because retweets have similar content and for that reason it will be removed to
avoid redundancies.

Another problem with tweet is the language used in tweets is more casual
and informal. So it is important to do some filtering on the raw tweets before
feeding to classifier. The filtering process involves remove new lines and oppo-
site emoticons where some of the tweets contain two parts which are positive
and negative. This tweet has to be removed to avoid ambiguity. Furthermore,
remove emoticons with no clear sentiment and also repeated letters, laugh and
punctuation marks.

The datasets will go through the preprocessing task of tweets such as tok-
enization, stop word removal, lowercase conversion and stemming. Tokenization
is the process of splitting a text into words, phrases, or other meaningful parts,
namely tokens. Next, remove the stop words from tweets that are commonly
encountered in texts such as conjunctions, prepositions, etc. Then all uppercase
characters are usually converted to their lowercase forms before the classification
stages. Finally, the stemming process was performed to obtained root and stem
of the derived words.

3.3 Twitter Aspect-Based Feature Extraction

The task is performed to find the explicit aspects and implicit aspects. For
the explicit aspects, we proposed association rule mining for this task.In this
experiment, we focus on finding features that appear explicitly as nouns and
noun phrases in the tweets by using part-of-speech (POS) tagging. Then, to find
the important feature/aspects of the hate crime based on people commented on
their twitter, and ranking the hate crime features according to the frequencies
they appear on twitter.

Association Rule Mining for Explicit Aspect Extraction. Association
rule mining is used to find those important aspects for the given target [14]. In
this case, we define aspects as important if it appears in more than 1 % (minimum
support) of the tweets.

Association rule mining is stated as follows:
Let I = i1, ..., in be a set of items, and D be a set of transactions (the

dataset). Each transaction consists of a subset of items in I. An associationrule
is an implication of the form X → Y , where X ⊂ I, Y ⊂ I, and X ∩ Y = ∅. The
rule X → Y holds in D with confidence c if c%of transactions in D that support
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X also support Y . The rule has support s in D if s% of transactions in D contain
X ∩ Y . The problem of mining association rules is to generate all associations
rules in D that have support and confidence greater than the user-specified
minimum support and minimum confidence.

Association rule mining is based on Apriori algorithm. We use Apriori algo-
rithm to find the frequent(important)aspects from a set of transactions that
satisfy a user-specified minimumsupport.

Dependency Parsing for Implicit Aspect Extraction. We also proposed
Stanford Dependency Parser [15] in order to capture grammatical relations
occurring in twitter. In our experiment, we use this dependency parser to find out
the implicit aspects from tweets. We have obtained the list of sentiment tweets
from preprocessing steps, then we fed this tweets to dependency parser to find
certain relations which is found to be useful than the others. Here we considered
relation nsubj(nominal subject), amod(adjectival modifier), (advmod(adverbial
modifier), xcomp(clausal component with external subject) and negation mod-
ifier. The reason behind using this grammatical relations will not be explained
further in this paper because it is beyond the scope.

For instance, we take from this tweet: “tumblr user melepeta for being anti-
feminist and now she’s claiming reverse racism is real and that people are
overreacting”

The dependency parser yields the following results: root (ROOT-0, claiming-

12), amod (melepeta-4, unfollowed-1), compound (melepeta-4, tumblr-2), compound

(melepeta-4, user-3), nsubj (claiming-12, melepeta-4), mark (anti-feminist-7, for-5),

cop (anti-feminist-7, being-6), acl (melepeta-4, anti-feminist-7), cc (anti-feminist-7,

and-8), advmod (she-10, now-9), conj (anti-feminist-7, she-10), aux (claiming-12,

’s-11), amod (racism-14, reverse-13), nsubj (real-16, racism-14), cop (real-16, is-

15), ccomp (claiming-12, real-16),cc (real-16, and-17), mark (overreacting-21, that-

18), nsubj (overreacting-21, people-19), aux (overreacting-21, are-20), conj (real-16,

overreacting-21)

From this example, there are two aspects identified from twitter which is
‘anti-feminist’ as an explicit aspects and ‘reverse racism’. ‘Reverse racism’ is an
implicit aspect that actually referring to anti-white sentiment. From the depen-
dency parser, we also get opinion words for the aspect ‘anti-feminist’ and ‘reverse
racism’. This grammatical relation is important to identify the sentiment of the
aspects. Besides, when negation words is found, the opinion word will be changed
to opposite sentiment.

3.4 Opinion Word Scoring Using Sentiwordnet

In this experiment, we use features which are useful for opinion words extrac-
tion to determine whether the tweets contain the sentiment. It is asserted opin-
ion words is the word that people use to express a positive or negative opinion
[14]. For that reason, opinion words which are located around the hate crime
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feature/aspects in the sentence can be extracted using all the remaining fre-
quent features especially when people express their views. From these words it
is possible to infer the sentiment present in tweets.

One reason is research has shown that adjectives and adverbs are good indi-
cators of subjectivity and opinions [16]. A nearby adjective refers to the adjacent
adjective that modifies the noun or noun phrase that is a frequent feature for
the aspect-based extraction. Consequently, it is considered an opinion word when
such an adjective is found.

The Sentiwordnet [17] is used to assign the polarity scores for each opinion
word appear on tweets. For example in this tweet: “you are speculating, based
on racial anti-white propaganda. Don’t regurgitate, think for yourself. Study the
facts/evidence”

The polarity score of the word ‘speculate’ based on Sentiwordnet is 0.75
because it is definitely a negative opinion when the user tweets based on review
in an idle or casual way and with an element of doubt. But it can become pos-
itive opinion when speculate referring to believe especially on uncertain or ten-
tative grounds. So it will get other polarity scores. Since our research is to focus
on aspect-based sentiment analysis, so different polarity scores will be assigned
depending on the context it appear. This process we addressed nominally before
we move to aspect-based classification problem to improve the accuracy of the
tweet sentiment.

3.5 Evaluation Measures

We use accuracy measures to evaluate the whole classification performance with
binary classes (positive and negative). For positive and negative sentiments on
entities, we employ the standard evaluation measures of precision and recall.

Four effective measures used in this study are based on confusion matrix
output, which are True Positive (TP), False Positive (FP), True Negative (TN),
and False Negative (FN) [18].

– Precision(P) = TP/(TP+FP)
– Recall(R) = TP/(TP+FN)
– Accuracy(A) = (TP+TN)/(TP + TN + FP + FN)

4 Results and Discussion

4.1 Twitter Aspect-Based Feature Extraction

In twitter aspect-based sentiment analysis, the first phase is aspect-based fea-
ture extraction. Here we focus on finding aspects that appear explicitly as nouns
or noun phrases in the tweets by using part-of-speech (POS) tagging. Associ-
ation rule mining is used to find the important aspects from the given target.
Association rules are created by analyzing data for frequent if/then patterns and
using the criteria support and confidence to identify the most important rela-
tionships. In other words, support is an indication of how frequently the items
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appear in the database whereas confidence indicates the number of times the
if/then statements have been found to be true. In this experiment, we applied
different values for minimum support and minimum confidence before we get
suitable value for minimum support which is 0.1 and minimum confidence value
to be 0.8.

The process began by taking each tweet for analysis. Then the Part of Speech
(POS) tags of the tweets were identified and nouns and noun phrases were
extracted. This process is repeated for all sentences. The next process would
be, counting the frequency of extracted words and take most frequent one. Each
tweet is annotated with a list of aspects that is relevant to both dataset. It iden-
tifies all main aspects which represent company, event, location, misc, movie,
person, and product which are relevant to the known aspects listed from Stan-
ford Twitter Sentiment (STS) dataset. Besides, there are four explicit aspects
from Hate Crime Twitter Sentiment (HCTS) dataset including “anti”, “mus-
lim”, “feminist” and “jewish” which are relevant according to our targets. The
results also show aspects words which represent all the main aspects such as
“racist”, “girl”, “muslim”, “feminist”, “jewish”, “women”, “israel”. The gener-
ated frequent explicit aspects are stored to the feature set for further processing.

Another task is to find the implicit aspects. We proposed Stanford Depen-
dency Parser to find the implicit aspects based on grammatical relation between
words in the sentence. The dependency parsing would obtain list of implicit
aspects from tweets such as ‘nigga’, ‘nigger’, ‘anti-black’, ‘neo-nazism’, ‘anti-
oppresion’, ‘anti indigeneity’, ‘anti-semitic’, ‘reverse racism’ and ‘anti equality’.
The process continues with opinion word scoring using Sentiwordnet [17].

4.2 Twitter Aspect-Based Sentiment Classification

In this section, Support Vector Machine (SVM) is used to get the sentiment clas-
sification accuracy on the Stanford Twitter Sentiment(STS) dataset and Hate
Crime Twitter Sentiment (HCTS) dataset. We divided our Twitter Aspect-Based
Sentiment Classification into two level of classification which are tweet-level
classification and tweet aspect-based classification. We conducted several exper-
iments and presented that our aspect-based classifier can improve the perfor-
mance by giving detail sentiment of tweets compared to conventional tweet-level
classifier.

Twitter Aspect-Based Level Classification. This experimental result for
twitter aspect-based sentiment analysis involves the polarity orientations for
each aspect from the tweets. Figure 1 shows the polarity scores according to
Sentiwordnet for HCTS Dataset. The hybrid approach successfully performed
classification according to the aspects. For racial aspects from hate crime, the
approach successfully classified 28 % as neutral, 53 % as hate tweets and 19 % as
free tweets. Besides, it also classified 24 % as neutral tweets, 58 % as hate tweets
and 18 % as free tweets towards sexual aspects. Finally, for religion aspects, the
hybrid approach classified 32 % as neutral, 48 % as hate tweets and 20 % as free
tweets.
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Fig. 1. Aspect-based sentiment classification results for different aspects in HCTS
dataset

Twitter Tweet-Level Classification. Here we compared with tweet-level
classification where we used precision, recall, and accuracy evaluation measures.
We obtained classification results with Hate Crime Twitter Sentiment (HCTS)
Dataset and Stanford Twitter Sentiment (STS) dataset. Table 1 shows the per-
formance of tweet-level classifier on both dataset. Besides that, it shows the
different classification results when using different features such as ngram and
Part-of-Speech (POS) Tags. It can be seen from Table 1 that the accuracy results
with Support Vector Machine (SVM) classifier is achieved 75.11 % with HCTS
dataset. Besides, we obtained different results with STS dataset where the high-
est accuracy achieved is 81.58 %.

Table 1. HCTS and STS dataset tweet-level classification results

Accuracy Precision Recall

HCTS Unigrams 62.70 62.91 62.04

Bigrams 54.05 53.56 62.15

Trigrams 50.82 50.33 60.07

POS Tags 75.11 84.12 65.34

STS Unigrams 81.58 83.08 78.64

Bigrams 66.57 84.56 39.32

Trigrams 50.71 49.58 33.93

POS Tags 80.73 82.32 77.48
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5 Conclusion

Most of the work in Twitter sentiment classification has performed tweet-level
sentiment classification. In this paper, we proposed a combination of association
rule mining, dependency parsing and Sentiwordnet to perform aspect-based sen-
timent classification for Twitter. The novelty lies in the use of hybrid approach
for twitter aspect-based sentiment analysis. Our approach can be applied and
tested in subjectivity detection and polarity classification. The pre-processing
steps are also important because twitter contains informal language and restric-
tions of 140 characters which are also help to improve classification performance.
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Abstract. This paper deals with the design of a speech corpus for a
corpus-based Text-To-Speech (TTS) synthesis approach. The purposes are first
to provide enough speech to develop Yoruba corpus-based TTS system and
second, to provide a simple methodology for other languages corpus design. The
paper focuses on text analysis, selection of the reliable sentences, selection of
the reader, and sentences recording. The analysis is performed to ensure a good
balance of the corpus. Then, 2,415 sentences are gathered (essentially affirma-
tive sentences). Those sentences have been read by a Yoruba language journalist
who is a native speaker of the language. There is one speaker for the whole
corpus.

Keywords: Yoruba language � Language corpus � TTS � Unit selection

1 Introduction

One of the crucial problems that have to be solved when speech recognition or a speech
synthesis system is developed is the availability of a proper speech corpus for the
system training and testing. The problem is usually solved in the following way: first, a
set of suitable sentences are selected from a database of phonetically transcribed
sentences; next the set of selected sentences are read by a group of speakers and, as the
last step, the utterances are used to form the training and the test datasets [19]. Several
works have been realized in the field of speech technology in general and TTS in
particular. Among them we can mention those on Spanish [17], French [10], Czech
[13], etc. The main obstacle to African languages in speech applications is the lack of
sufficient speech material for the study of speech events and for training, development,
and testing of algorithms and systems [10]. A 2013 review on prosody realization in
Text-to-Speech applications showed that Yoruba is under-researched in the area of
prosody and speech synthesis in general [5]. So far, Yoruba language has not
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experienced enough studies in speech corpus design for TTS synthesis. This paper
provides an overview of ongoing research on the development of a Yoruba corpus. The
goal of our work is to provide base material for the development and evaluation of TTS
synthesis systems. We focus on the analysis, selection of text material and reader.

The paper is organized as follows. Sections 2 and 3 presents the Yoruba sound
system and related works respectively. In Sect. 4 the methodology for designing
Yoruba text corpus is presented. Section 5 deals with the conditions for recording a
quality speech corpus. Section 6 is dedicated to our results and discussion. Finally,
Sect. 7 contains the conclusion and outlines our future work in this field.

2 Yoruba Sound System

Yoruba is an African language of the family of Niger-Congo languages. It is natively
spoken in southwestern Nigeria (the second largest ethnic group in number), Benin and
Togo by over 30 million people [11]. There are three sets of sounds which make up
Yoruba words: these are vowels, consonants and tones [4]. In Yoruba there are 12
vowels which are classified into 2 types, oral and nasalized vowels. Oral vowels are
produced entirely through the mouth and nasalized ones are produced through both the
mouth and the nose. Orthographically, nasalized vowels are written with an ‘n’ fol-
lowing an oral vowel. Yoruba has 18 consonants. It is a tonal language. It has three
surface tones of different pitch levels. Tones are marked on vowels and syllabic nasals.
The tones and their orthographic representations are as in Table 1 with the corre-
sponding musical note1.

Indeed, a word may have different lexical meanings depending on whether it is said
with a high, a mid or a low pitch. This shows the extent to which tones are important in
Yoruba. The wrong pronunciation of a word could involve a wrong comprehension as
illustrated in Table 2. Then, the tonal information removes the ambiguity in the pro-
nunciation of well written and properly accented Standard Yoruba texts [15].

Table 1. Yoruba language tones

Tone Mark Corresponding musical note

High ´ mi
Mid Unmarked re
Low ` do

Table 2. Illustration of tone use on the vowel o

Word Tone on the vowel Meaning of the word

. High To build

. Mid To sing

. Low To refuse

1 http://www.africa.uga.edu/Yoruba/phonology.html.
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3 Related Work and Motivation

In the past few years, Yoruba TTS study has drawn a wide attention. TTS is then the
area of speech technology that attracts more research effort. In 2004, Odéjobi et al. [16]
have presented the design and analysis of an intonation model for Text-To-Speech
synthesis applications using a combination of Relational Tree and Fuzzy Logic tech-
nologies. The model was demonstrated using Standard Yoruba language. In the pro-
posed intonation model, phonological information extracted from text is converted into
Relational Tree. Mean opinion Scores of 9.5 and 6.8, on a scale 1–10, was obtained for
intelligibility and naturalness respectively. In 2011, a text markup system for text
intended as input to standard Yoruba speech synthesis was presented by Odéjobi [15].
In 2012, van Niekerk and Barnard [23] have investigated the acoustic realization of
tone in short continuous utterances in Yoruba. Fundamental frequency (F0) contours
were extracted for automatically aligned syllables from a speech corpus collected for
speech recognition development. Extracted contours were processed and analyzed
statistically to describe acoustic properties in different tonal contexts. In 2013, Afolabi
and Wahab [2] have focused their research work on the use of E-learning
Text-To-Speech to teach Yoruba language online. A database was created for the
recorded syllables in the tree tones of Yoruba language. In 2014, Akinadé and Odéjobi
[3] examined the process underlying the Yoruba numeral system and described a
computational system that is capable of converting cardinal numbers to their equivalent
Standard Yoruba number name. In 2015, Adeyemo and Idowu [1] considered the
development of TTS in Yoruba to assist Yoruba language speaking people especially
the visually impaired users. They therefore created inventory of syllable pronounceable
in Yoruba and recorded all of them. In other hand, Dagba et al. [7] investigated the
integration of Yoruba into eSpeak2 system for the purposes of mobile phone appli-
cations. They have defined 54 phonemes of Yoruba language by using existing pho-
neme tables such as Base table, English table and French table. They have built also
rules which indicate how to pronounce certain groups of words. They finally have a
dictionary file with 70 rules.

As shown by the above review, apart from the work of van Niekerk and Barnard
[23] these studies are not corpus oriented or they relied on relatively small samples
based on carefully designed corpora.

4 Design of Yoruba Text Corpus

4.1 Background of Corpus Building

The whole corpus building process is diagrammed as shown in Fig. 1 [21]. The criteria
in designing speech corpus are size, coverage, domain and quality.

The recently developed corpus-based speech synthesizers tend to rely on large scale
database, ranging from a few hours to more than 10 h of speech corpora, to provide

2 http://espeak.sourceforge.net.
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sufficiently natural output speech [12]. But an increase of the corpus size will affect the
performance of the used method and slacken the synthesis process.

For unit selection synthesizer, the quality of speech is highly dependent on unit
coverage of speech corpus. The corpus database must be phonetically rich. In other
words, it must involve as many phonetic combinations as possible, including
intra-syllabic and inter-syllabic structures, in a corpus of acceptable size [6]. The
corpus words should also include at least one instance of all units [14].

As argued in [18], a system with a good selection module and a high quality speech
corpus may yield output speech of extremely high quality, even if the signal processing
module is rather simple.

The domain or focus application of a corpus-based Text-To-Speech is very
important since a limited domain can reduce the corpus size and yet preserve the
quality of synthetic speech. Several projects have been developed in restricted domains
such as in weather forecasts and talking clock contexts [9, 14].

Our speech corpus construction requires the collection of texts written in Yoruba
with well-spelled words. The reading of each sentence constitutes the audio corpus.
The reader must respect the rules of pronunciation, tones and punctuation while
adopting a consistent pace in a sound proof environment. Ideally, a recording studio is
a suitable environment for this kind of recording. The speech corpus is a set of audio
and text corpora, in the same folder, with a link between the text and the corresponding
record.

4.2 Text Collection and Preprocessing

The collection of textual data was done from a Yoruba version of the Holy Bible3. The
first 50 chapters of Genesis were taken into account in the construction of the corpus.
However, after processing, some sentences were made entirely of personal names.

Fig. 1. Corpus building process

3 http://www.jw.org/yo.
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Those sentences have been deleted. Also some sentences of genesis 7, 13 are too long
and have been deleted too. Paragraphs are extracted to expect overall consistency of the
corpus. Because the meaning of sentences matters here, it is important to have correct
sentences for easier reading and to allow the reader to be in a real and coherent context,
and to help to enrich the speech corpus in emotions. Illustrations and tables are deleted
as well as characters that are not taken into account such as +,−, *, %, etc. It is decided
to use sentences as units of the corpus.

4.3 Text Analysis

This step allows the analysis of the text corpus at sentences level. In the first step, the
statistics on the size of the corpus of sentences and words (number of words, number of
distinct words, the average number of words in sentences, etc.) are produced. Then, the
proportion of co-occurrence P(u,v) (see Eq. 1) is computed with f(u) (frequency of
word u), f(v) (frequency of word v) and f(u,v) (frequency of word u and v occurring in
the same sentence).

P u; vð Þ ¼ f u; vð Þ= f uð Þþ f vð Þ � f u; vð Þð Þ ð1Þ

After that, the existence of different phonemes of Yoruba in every sentence and in
the corpus is assessed. It is then ensured that there is no excessive difference between
the frequencies of occurrence of different phonemes. In addition, most common con-
texts of use are represented. It is this tradeoff (between frequencies of phonemes and
contexts) which defines the sound balance in the corpus. Finally, a K-means classifi-
cation is performed based on the frequency of occurrence of words and phonemes to
better appreciate the different lexical categories in the corpus. All the above analysis is
repeated till acceptable tradeoff between frequencies of phonemes and utilization
contexts is achieved.

5 Recording of the Sentences

After the design of text corpus, focus is placed on speech corpus design as illustrated in
Fig. 1.

5.1 Choice of the Reader

To find the suitable reader, some criteria are used. First of all, the reader should be
someone that practises the language in his/her daily life. A Yoruba language radio
journalist who is also a native speaker has been selected. Thus, it is sure to have a voice
respecting the rules of pronunciation and tones, but also prosodic parameters such as
rhythm, intonation and emphasis. We took into account the playback speed because it
is an important factor affecting the proper articulation of words. The recording is done
in a recording studio preferably late at night.
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5.2 Reading

This step is the recording of the text corpus. It is based on the use of Redstart of
MaryTTS [20]. This tool allows us to calibrate the system on the recording settings
prior to any playback/recording. Speech audio and timing parameters are given as
shown in Table 3.

The Redstart tool also allows listening to the sound, and re-recording or viewing the
signal spectrum, pitch and energy diagram. A meticulous handling of the records is
conducted. We listened to each sentence looking at the written version and the spec-
trum of the signal to verify that the sound is not clipped (Fig. 2) or misread. If one
and/or another of the above cases of mistakes occur, the recording is repeated.

The audio tool convertor of MaryTTS [20] is used for the normalization of
recordings in wave format to meet the conditions of the voice synthesis system. This
tool also permits to address the overall amplitude and power of the recording sentence
by sentence, to filter the noise frequencies below 50 Hz and remove start and end
silence of wave sounds.

6 Results and Discussion

6.1 Results

The text corpus collected on the Internet, after analysis and balancing contains 2,415
sentences. Most of these sentences are affirmative sentences (88.65 %) with only
6.05 % of interrogative sentences and 5.30 % of exclamation sentences (see Table 4).

Table 3. Speech audio and timing parameters

Parameter Value

Frequency 44,100 Hz
Number of bit 16
Input type Mono
Timing before reading 2,000 ms
Timing after reading 2,000 ms
Pause 0 ms

Fig. 2. Spectrum of a clipped signal (top) and a normal spectrum (bottom)
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This corpus contains 46,117 words (2,275 distinct words). The average occurrence of
words is 20.27 with a standard deviation of 93.22. This standard deviation reflects the
unequal distribution of words in the corpus. This state is justified by the fact that words
such as pronouns and prepositions appear more than 1,000 times in the corpus while
common nouns, verbs, adjectives, and adverbs appear 100 times. Proper nouns and
cardinal numbers appear less than 10 times. K-means classification confirmed the three
categories of words that we had previously identified and the balance of phonemes.

6.2 Evaluation of the Corpus

To have an idea about the quality of this corpus, an experimental TTS corpus-based
system using “unit selection algorithm” for Yoruba language is built by applying
MaryTTS. The Mean Opinion Score (MOS) was used to evaluate the general output of
the system. We have got the result as presented in Table 5. In subjective testing, a MOS
is the arithmetic mean of all of the individual opinion scores resulting from a single test
[8, 24]. Then, 10 native Yoruba speakers were selected. They were between 11 and 30
years old. Each person had listened to 10 synthesis sentences and had given a mark
between 0 and 5. The MOS is equal to 2.9. This score is equivalent to a good per-
ception of the voice in the system output. At this stage, we have integrated Yoruba
localization into MaryTTS which is available on Gitub branch4 of this tool. The next
version of the tool will merge it with the master branch.

6.3 Discussion

We can first notice that the detailed methodology used to design our speech corpus can
be used in similar work for other languages. Second, this corpus can be used in

Table 4. Features of the corpus

Item Value

Sentences 2,415
Affirmative sentences 88.65 %
Interrogative sentences 6.05 %
Exclamation sentences 5.30 %
Average of word per sentence 11.38
Phonemes 148,823
Frequency of phonemes 2,705.87
Phonemes of high tone 24.48 %
Phonemes of mid tone 16.02 %
Phonemes of low tone 18.60 %
Phonemes of consonant 18.60 %
Size of the corpus 234 mn

4 https://github.com/johnaoga/marytts.
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synthesis systems. It can also be noticed that the contribution of linguistic analysis to
ensure sound balance proved to be very useful. It has helped to know how to present all
the phonemes in the corpus. This has also allowed us to better understand the con-
stitution and the features of our corpus. Indeed, the texts of the corpus must be recorded
by the same person who must be qualified to do this work. Studies on the possibility of
combining heterogeneous voice sources may allow the use of a great mass of
heterogeneous data. Those issues were previously mentioned in the literature [14, 22].

7 Conclusion

This paper deals with the design of a speech corpus for corpus-based Text-To-Speech
synthesis approach. First, texts have been collected and analyzed. After that, we have
proceeded to the recording of the sentences. We have obtained a speech corpus which
contains 2,415 sentences with 148,823 phonemes. The corpus has been tested in an
experimental TTS system with a good result. Our future work will increase the size of
the corpus, and take into account more interrogative and exclamation sentences.

Acknowledgments. The authors acknowledge the contribution of Vincent AWE, radio jour-
nalist of Yoruba language at the Office of Radio and Television of Benin (ORTB), for the
recording of the corpus.
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Abstract. Named entity recognition (NER) for written documents has
been studied intensively during the past decades. However, NER for spo-
ken texts is still at its early stage. There are several challenges behind
this: spoken texts are usually less grammatical, all in lowercase, and even
have no punctuation marks; continuous text chunks like email, hyper-
links are interpreted as discrete tokens; and numeric texts are sometimes
interpreted as alphabetic forms. These characteristics are real obstacles
for spoken text understanding. In this paper, we propose a lightweight
machine learning model to NER for Vietnamese spoken texts that aims
to overcome those problems. We incorporated into the model a variety
of rich features including sophisticated regular expressions and various
look-up dictionaries to make it robust. Unlike previous work on NER,
our model does not need to rely on word boundary and part-of-speech
information – that are expensive and time-consuming to prepare. We
conducted a careful evaluation on a medium-sized dataset about mobile
voice interaction and achieved an average F1 of 92.06. This is a significant
result for such a difficult task. In addition, we kept our model compact
and fast to integrate it into a mobile virtual assistant for Vietnamese.

Keywords: Natural language understanding · Named entity recogni-
tion · Vietnamese spoken text processing · Mobile virtual assistant

1 Introduction

With the recent important advances [6,9,10] in speech recognition technology,
voice-based communication and interaction are becoming increasingly popular.
We can easily see this shift via the use of speech-to-speech translation1 [1], call
center automation, in-car voice control, and the emergence of mobile virtual
assistants like Apple Siri, Google Now, and Microsoft Cortana [17]. These appli-
cations serve different purposes but they all have two main phases: automatic
speech recognition (ASR) and spoken text understanding [19]. The former has
1 Microsoft Skype Translator and AT&T Speech-to-Speech Translation.
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been being studied for decades and now achieved significant results while the lat-
ter is still at its early stage. Among spoken text processing tasks, NER is one of
the fundamental problems that is essential for further language understanding.

NER, as defined in MUC conference series [5,7], is the process of extracting
text chunks that are names of person, organization, location, or time mentioned
in written documents. Starting two decades ago, NER, however, is still far from
being solved in terms of its scope and recognition accuracy. Named entity, in a
broader sense, is any type of interest like a book, song, movie title or the name
of a bacteria, symptom, or medical condition. This diversity and the ambiguity
nature of human language make this task difficult and still an open problem.

NER for spoken texts, however, is even more challenging than working with
written documents. Firstly, spoken sentences are commonly shorter and less
grammatical. Sentence constituents like subject or object are sometimes omitted.
Also, there are no punctuation marks in the texts. It, therefore, is non-trivial
to segment and parse spoken sentences correctly. Secondly, the ASR’s output
texts are all in lowercase. This makes it extremely difficult to recognize proper
nouns or personal names because capitalization, the most reliable feature for
NER, is now not available. The third difficulty is the alphabetic and numeric
ambiguity, that is, numbers are sometimes produced by ASR in alphabetic texts.
For example, spoken time expressions like 8:25’ or 8h25’ may be interpreted as

(8 o’clock twenty five minutes), a much longer text
chunk and much harder to handle. Lastly, continuous text patterns like email
addresses and hyperlinks may be interpreted as discrete tokens. For instance,
a URL like dantri.com.vn will be produced as (dan
tri dot com dot vn), a discrete, longer, and not a well-formed text pattern.

The above obstacles, however, are the main motivations for our work. In this
paper, we will present how we put our effort to solve NER for Vietnamese spoken
texts (NER4VST for short). In our work, we aimed to build a NER4VST model
that is robust, fast, and compact. It is capable of recognizing named entities in
Vietnamese spoken texts about the interaction contents between mobile users
and their smart devices. The NER4VST model was also integrated into a virtual
assistant for Vietnamese (VAV2). VAV is capable of interpreting users’ spoken
natural language commands to perform a variety of tasks on their smartphones
such as locating an address, finding direction from location A to location B on
the map, playing a song, making a call to a particular contact name, asking for
weather information, arranging a meeting in their calendar, and many more. In
VAV, the NER4VST model helps to identify the command arguments (i.e., the
named entities) in the users’ inputs like a contact name or number, a hyperlink,
an address or a location, a datetime expression, or an application name. Figure 1
shows the general design of the VAV and how the NER4VST model is integrated
into this application. In order to make the model accurate, fast, compact, and
applicable, we had to deal with a lot of problems, including the above challenges
and other engineering issues. All in all, the following points make our work
different from the previous studies and are also our main contributions:
2 VAV: https://play.google.com/store/apps/details?id=com.mdnteam.vav.
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• To the best of our knowledge, this work is the first study conducting NER
for Vietnamese spoken texts. We also built a medium-sized set of data with
named entities annotated for evaluation as well as application in the VAV.

• The NER4VST model can deal with the challenges stated above like less gram-
matical issue, all-lowercase texts, no punctuation, numeric–alphabetic ambi-
guity, and discrete interpretation of continuous patterns (e.g., email, URLs).

• Our model does not need to rely on the word boundary and part-of-speech
information as almost all previous NER systems. We incorporated into the
model a variety of rich features that help overcome the lack of these types of
information.

• The model is lightweight and compact in order that NER can be performed
right on mobile devices. This is obviously an advantage because normal NER
models are usually large and need powerful machines.

Fig. 1. NER4VST is a core component of the mobile virtual assistant for Vietnamese

2 Related Work

NER for written texts has a long history of development. Most previous papers
focused on NER tasks defined in the MUC conferences [5,7] and the automatic
content extraction conference (ACE). There have been a lot of studies about
NER for written documents [3,4]. We, however, only describe here most related
researches working on NER for Vietnamese written or spoken texts.

Nguyen et al. 2007 [14] used conditional random fields (CRFs) to perform
NER for Vietnamese texts and achieved an average F1 of 85.51. In order to
improve the question answering performance, Molla et al. 2007 [13] performed
NER for speech data. However, they describe that they used various kinds of
features including capitalization, that is not available in our spoken texts. Pan
et al. 2005 [16] proposed two approaches to NER for Mandrin Chinese spoken
documents: the first is based on the observation that NER is easier if they jointly
consider the multiple occurrences of a name in different contexts of the whole
document; the second is based on external knowledge, e.g., the Web, to expand
the context information of each named entity. And Hatmi et al. 2013 [8] proposed
a multi-level methodology based on CRFs to NER for speech transcripts of more
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than 40 h of data recorded from different French speaking television and radio
stations. Most studies above worked on speech transcripts or stories – that are
much different from the output texts of ASR.

3 NER for Vietnamese Spoken Texts (NER4VST)

3.1 NER4VST as a Segmentation Problem for Sequence Data

NER4VST is the task of identifying named entities in Vietnamese spoken text
sentences. In this study, named entities are limited to the list of eight types
L = {location, datetime, url, cnumber, cname, aname, email, number} as shown
in Table 1. Let x = (x1, x2, . . . , xn) be an input Vietnamese spoken text sen-
tence, performing NER4VST for x is to recognize a list of named entities
Ex = {ei(li, ai, bi)} mentioned in x. For each ei(li, ai, bi) ∈ Ex, li (∈ L) is
its named entity type, ai and bi are the indexes of the first and the last tokens of
ei in x (1 ≤ ai ≤ bi ≤ n). Named entities are non-overlapping, that is, given two
entities ei, ej ∈ Ex, the first and the last indexes of the two entities must satisfy:
bi < aj or bj < ai. Table 2 gives samples of Vietnamese spoken sentences with
named entities marked. In the 7th sentence x =
there are two named entities: Ex = {e1(location, 3, 4), e1(datetime, 5, 6)}.

Table 1. Named entity types (i.e., command argument types) defined in VAV

NE types Description

location Location name, e.g., a province, city, river, . . . or a specific address

datetime Time or date expression, any form of time, date, or time and date

url Uniform resource locator or hyperlink: e.g., a web page

cnumber Contact number (phone/fax), any form of phone/fax number

cname Contact name, e.g., names saved in the contact list

aname Application name, e.g., dropbox, facebook, skype, evernote, . . .

email Email address

number Number, e.g., integer, real, or percentage

NER can be seen as a segmentation problem for sequence data. In most
previous studies, a machine learning model is trained to recognize named entities
as chunks of texts in sentences [3,4]. In addition to text content, these models
used information about part-of-speech (POS) tags of words. For languages like
Vietnamese, word boundary must first be identified. Hence, these models actually
use three kinds of information: word tokens, word boundary, and POS tags of
segmented words. These add richer features to the models and, therefore, help to
achieve better NER performance. We, on the other hand, did not use information
about word boundary and POS tags for NER4VST. There are reasons for this.



174 P.-N. Tran et al.

Table 2. Sample natural (spoken) language commands with labeled named entities

Firstly, performing word segmentation and POS tagging are also challenging for
spoken texts. Secondly, if we attempt to do that, we have to annotate a lot of
labeled data, this is expensive and time-consuming. Lastly, we want to keep the
NER4VST model compact to fit and execute it right on mobile devices.

3.2 Machine Learning Approaches for NER4VST

For segmentation problems, linear-chained graphical models like conditional ran-
dom fields (CRFs) [11] have been proven really effective. One of the advantages
is that CRFs can encode the sequential dependencies between consecutive posi-
tions. However, in our work, we decided to use maximum entropy (MaxEnt) clas-
sification [2] because of several reasons. First, MaxEnt is suitable for sparse data
like natural language [3,4,15,18]. Second, like CRFs, MaxEnt can also encode
various rich and overlapping features at different levels of granularity. Third, we
observed that sequential dependencies in Vietnamese spoken texts are not as
strong as in written texts, therefore we do not really need sequential models like
CRFs. Lastly, MaxEnt is very fast in training and inference in comparison with
CRFs. Also, the MaxEnt model is really compact to run on mobile devices.

The MaxEnt principle is to build a classification model based on what have
been known from data and assume nothing else about what are not known. This
means MaxEnt model is the model having the highest entropy while satisfying
constraints observed from empirical data. Berger et al. (1996) [2] showed that
MaxEnt model has the following mathematical form:

pθ(y|x) =
1

Zθ(x)
exp

n∑

i=1

λifi(x, y) (1)
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where x is the data object that needs to be classified, y is the output class label.
θ = (λ1, λ2, . . . , λn) is the vector of weights associated with the feature vector
F = (f1, f2, . . . , fn), and Zθ(x) =

∑
y∈L exp

∑
i λifi(x, y) is the normalizing

factor to ensure that pθ(y|x) is a probabilistic distribution. Feature in MaxEnt
is defined as a two-argument function: f<cp, l>(x, y) ≡ [cp(x)][y = l], where [e]
returns 1 if the logical expression e is true and returns 0 otherwise. Intuitively
feature f<cp, l>(x, y) indicates correlation between a useful property, called con-
text predicate (cp), of the data object x and an output class label l ∈ L.

To build a MaxEnt model for NER4VST, we defined the set of class labels L =
{b-location, i-location, b-datetime, i-datetime, b-url, i-url, b-cnumber, i-cnumber,
b-cname, i-cname, b-aname, i-aname, b-email, i-email, b-number, i-number, o}.
The b-<ne type> indicates the first token of a named entity and i -<ne type>
is the next or the last token of that named entity. The label o indicates outside
of named entities. This is the IOB2 format, a common label representation for
sequential labeling and segmentation problems.

Training or estimating parameters for MaxEnt model is to search the opti-
mal weight vector θ∗ = (λ∗

1, λ
∗
2, . . . , λ

∗
n) that maximizes the conditional entropy

H(pθ) or maximizes the log-likelihood function L(pθ,D) with respect to a train-
ing data set D. Because the log-likelihood function is convex, the search for the
global optimum is guaranteed. Recent studies have shown that quasi-Newton
methods like L-BFGS [12] are more efficient than the others. Once trained, the
MaxEnt model will be used to predict class labels for new data. Given a new
object x, the predicted label is y∗ = argmaxy∈L pθ∗(y|x).

3.3 Feature Templates for Training NER4VST Segmentation Model

Features are important part of NER4VST model. We attempted to incorporate
in the model a variety of highly discriminative features like: n-grams, regular
expressions, dictionaries, and combinations of them as listed in Table 3.

The first feature type is n-gram. The top of Table 3 shows the context predi-
cate templates for generating 1-grams, 2-grams, and 3-grams. We used a window
of size 5 sliding along text sentence. The leftmost index is −2, the next token is
−1, the centered (the current) token is 0, the next one is 1, and the rightmost
is 2. We took 1-grams, 2-grams (combinations of two consecutive tokens) and
similarly 3-grams. The second feature type is regular expressions. We used cer-
tain regular expression patterns like number, day, date, week, full–date, phone–
number, street–name, url, etc. For these patterns, we used sliding windows of
different sizes (5, 7, 9, 11, 13) and in each window we combined 2, 3, 4, 5, 6, and
7 consecutive tokens for matching.

We also used a variety of dictionaries for looking-up features: url (pop-
ular URLs in Vietnam like vnexpress.net and (24h.com));
part–of–url (a list of top and second-level domains: .vn, .com, and edu.vn);
address-word (a list of words indicating address text like (street) and

(intersection)); time–word (a list of words about time expressions like
(midnight) and (half )); day–word (words about day expressions
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Table 3. Feature templates for training the maxent NER4VST model

N-grams Context predicate templates

1-grams [w−2], [w−1], [w0], [w1], [w2]

2-grams [w−2w−1], [w−1w0], [w0w1], [w1w2]

3-grams [w−2w−1w0], [w−1w0w1], [w0w1w2]

Reg. expressions Text templates for matching regular expressions

is–number, is–day, 1–tokens: −2 . . . 2 → [w−2], [w−1], [w0], [w1], [w2]

is–date, is-week, 2–tokens: −2 . . . 2 → [w−2 w−1], [w−1 w0], [w0 w1], [w1 w2]

is–month, is–year, 3–tokens: −2 . . . 2 → [w−2 w−1 w0], [w−1 w0 w1], [w0 w1 w2]

is–full–date 4–tokens: −3 . . . 3 → [w−3 w−2 w−1 w0] . . . [w0 w1 w2 w3]

is–phone–number, 5–tokens: −4 . . . 4 → [w−4 w−3 w−2 w−1 w0] . . .

is–street–number, [w0 w1 w2 w3 w4]

is–email, is–url, 6–tokens: −5 . . . 5 → [w−5 w−4 w−3 w−2 w−1 w0] . . .

[w0 w1 w2 w3 w4 w5]

7–tokens: −6 . . . 6 → [w−6 w−5 w−4 w−3 w−2 w−1 w0] . . .

[w0 w1 w2 w3 w4 w5 w6]

Dictionaries Text templates for matching dictionaries

url, part–of–url, 1–tokens: −2 . . . 2 → [w−2], [w−1], [w0], [w1], [w2]

address-word, 2–tokens: −2 . . . 2 → [w−2 w−1], [w−1 w0], [w0 w1], [w1 w2]

day–word, time–word, 3–tokens: −2 . . . 2 → [w−2 w−1 w0], [w−1 w0 w1], [w0 w1 w2]

period–word, 4–tokens: −3 . . . 3 → [w−3 w−2 w−1 w0] . . . [w0 w1 w2 w3]

app–name, 5–tokens: −4 . . . 4 → [w−4 w−3 w−2 w−1 w0] . . .

street–name, [w0 w1 w2 w3 w4]

organization–word, 6–tokens: −5 . . . 5 → [w−5 w−4 w−3 w−2 w−1 w0] . . .

contact–word, [w0 w1 w2 w3 w4 w5]

location–word, 7–tokens: −6 . . . 6 → [w−6 w−5 w−4 w−3 w−2 w−1 w0] . . .

province–name [w0 w1 w2 w3 w4 w5 w6]

Additional feature templates (regular expressions and dictionaries)

street number (reg. expression) + street name (dict.)

address word (dict.) + street name (dict.)

street number (reg. expression) + address word (dict.) + street name (dict.)

like (today) and (the next day)); period–word (words about
time periods like (everyday) and (weekly on wednes-
day)); location–word (words or phrases indicating location or direction like

(locate), (from), (to)); app-name (popular applications like face-
book, dropbox, and my talking tom); street–name (street names in Vietnam:

and ); province–name (names of provinces/cities
in Vietnam: ); contact–word (words related to contact
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names/numbers: (call to) and (sms to)); organization–
word (words that are prefixes of organizations, such as, (airport) or

(bank)). We also combined regular expressions and dictionaries in
order to capture long addresses: street number + street name, address word +
street name, and street number + address word + street name.

4 Evaluation

4.1 Experimental Data and Settings

In order to evaluate the NER4VST model, we created a medium-sized dataset
including 3,029 Vietnamese spoken text sentences. In this dataset all named enti-
ties of eight types described in Table 1 were annotated in XML format. A group of
ten students were asked to use Google Now to speak natural language questions
or commands (sample sentences are shown in Table 2) and obtain the output
text sentences from this ASR service. The resulting sentences are then corrected
to obtain the final Vietnamese spoken text dataset. We used the MaxEnt imple-
mentation – that is one component of the Java-based Text Processing Toolkit
(JTextPro3) – for training and testing. We trained four MaxEnt models for 4-
fold cross-validation tests. For each fold, we train a model with 200 L-BFGS [12]
iterations and we also performed inference on the test data for evaluation. The
experimental results will be reported in the next subsection.

4.2 Experimental Results and Analysis

Table 4 shows the experimental results of the 4th fold. Human is the number of
manually annotated named entities in the test set. Model is the number of named
entities predicted by the trained MaxEnt model. Match is the number of named
entities correctly recognized by the MaxEnt model, i.e., the true-positive. The
last three columns are the precision, recall, and F1-measure calculated based on
Human, Model, and Match values. We achieved the macro-averaged F1-measure
of 94.62 and the micro-averaged F1-measure of 93.38. This is a significantly
high performance because we did not use any information about punctuation,
capitalization, word boundary, and part-of-speech tags. We carefully performed
4-fold cross validation evaluation and the results are reported in Table 5. The
lowest and highest micro-averaged F1 values are 91.06 and 93.38, respectively.
The average value of the micro-averaged F1-score of the four folds is 92.06.

Figure 2 gives us an insight into the performance of each named entity type.
We calculated the average precision, recall, and F1-measure of each type over
the four folds. The NER4VST models achieved the highest recognition accu-
racy for the three classes cnumber, email, and number with the average
F1-score values of 98.04, 98.69, and 97.01, respectively. This is because these
types have well-formed formats that can be easily captured using regular expres-
sions. We also achieved a significant F1 value (95.85) for application names
(aname) thanks to look-up features based on a dictionary of popular mobile
3 JTextPro: http://jtextpro.sourceforge.net.

http://jtextpro.sourceforge.net
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Table 4. The precision, recall, and F1-score of NE types of the best fold

NE types Human Model Match Precision Recall F1-score

aname 296 302 289 95.70 97.64 96.66

datetime 159 159 152 95.60 95.60 95.60

cname 80 79 72 91.14 90.00 90.57

cnumber 31 32 31 96.88 100.00 98.41

location 145 141 119 84.40 82.07 83.22

url 46 49 45 91.84 97.83 94.74

email 6 6 6 100.00 100.00 100.00

number 21 20 20 100.00 95.24 97.56

Averagemacro 94.44 94.80 94.62

Averagemicro 784 788 734 93.15 93.62 93.38

Table 5. The results of the 4-fold cross validation evaluation

Folds Human Model Match Pre.micro Rec.micro F1-scoremicro

Fold 1 778 777 708 91.12 91.00 91.06

Fold 2 782 782 724 92.58 92.58 92.58

Fold 3 788 797 723 90.72 91.75 91.23

Fold 4 784 788 734 93.15 93.62 93.38

Average 91.89 92.24 92.06

native applications like skype, calendar, candy crush saga. However, the models
are sometimes confused to distinguish between the name of a native application
and the hyperlink of the web-based version of that application. For example, a
user command like “ vnexpress” can be interpreted as “open the native app
named vnexpress” or “open the web page vnexpress.net”. As stated earlier, ASR
interprets URLs as long, discrete, and irregular text patterns (e.g., thesaigon-
times.vn as “the saigon times vn”). This diversity and irregularity lead
to an average F1-score of 92.78 for the url class. Date and time (datetime) is
another hard class (average F1 of 91.60). Datetime expressions in spoken texts
are very diverse and long such as (8:30
on wednesday morning every week). There is no general regular expression to
capture these datetime patterns. We used various rich local features to infer the
whole datetime chunks.

Contact names (cname) in contact lists are even more ambiguous. Mobile
users tend to save contacts in different ways. Sometimes, names are associated
with the relationship, title, profession, or even the nickname of a person like
“ (teacher nguyen van thanh),
“ anh microsoft”, or “nam doremon”. Contact name recognition from spo-
ken texts, therefore, is much harder than personal name recognition in written
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Fig. 2. The average precision, recall, and F1-score of NE types over 4-fold CV tests

documents. For this reason the NER4VST models achieved an average F1 value
of 88.01 for this type. Among the eight named entity types, location is proba-
bly the most difficult-to-recognize class. In our work, a location is any form of
a postal address or a specific location ranging from a bridge, an intersection,
a street, a building, a university, a shopping mall . . . to a city or a country.
Some location is very long like “ (the inter-
section between and duy streets). Also, there is no regular
expressions or dictionary can cover the diversity of location names. That is why
we achieved the lowest F1-score (84.14) for this class. Fortunately, in practice
we can perform well in most cases and that is why NER4VST models can be
applied in VAV. We also conducted experiments with Conditional Random Fields
(CRFs) [11] and the results are about 2 % higher than those of MaxEnt.

5 Discussion

In this paper, we have presented a lightweight machine learning approach to the
problem of NER4VST. To overcome the challenges derived from the nature of
spoken language, we incorporated into the NER4VST models a wide spectrum of
features ranging n-grams, regular expressions to look-up dictionaries. We decided
to use MaxEnt classification to build the NER4VST models rather than using
complex graphical models like CRFs to keep the models fast and compact. Also,
we did not rely on word boundary and POS tags because these kinds of infor-
mation are expensive and time-consuming to acquire. The experimental results
show that with limited labeled training data and limited information, we can
obtain an average F1 value of 92.06, a significantly high performance for a dif-
ficult task like NER4VST. The trained NER4VST models were also integrated
into VAV, a virtual assistant for Vietnamese that allows mobile users to interact
with their smartphones using natural spoken questions and commands.

Acknowledgment. This work was supported by the project QG.15.29 from Vietnam
National University, Hanoi (VNU).
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Abstract. In this paper, we attempt to analyze the intonation of Vietnamese
prosody in order to produce a natural Vietnamese synthesizer. We continue to
go into the advanced research of the intonation (intensity, altitude and duration).
We study the pitch change between words in a phrase, the “swallowing sound”
phenomenon at the junction of two words, the simulations of the duration of
words in the Vietnamese TTS and the echo problem in processing the change of
word’s duration.

Keywords: Vietnamese language � Text to speech (TTS) � Prosody � Intona-
tion � Intensity � Altitude � Duration

1 Introduction

In a previous study [1], we have aborded the impact and role of intonation in Vietnamese.
Accordingly, we have split the meaning of “Prosody” from the sense of Western into 2
parts: word-prosody (effect on the individual words - local effect) and sentence-prosody
(effect on the whole statement - global effect). We went into the advanced research of the
prosody and suppose that in Vietnamese language, the most obvious factor which effects
to Vietnamese prosody is the duration. This is different from polyphonic languages
(English, French, etc.) in which the intonation and intensity of prosody are extremely
important in making natural voices.

In this report, we only study the altitude and the intensity factors of tone, and the
effects of them in the phrase to make a more natural voice. Precisely, we have not yet
considered the sentence-prosody in a full sentence, because in the polyphonic language
where questions pronounced by a rising tone at the end, that raises up the pitch of that
word. In Vietnamese, we can’t do that because it will change the accent of the word
making a different meaning or have no meaning at all. We also do not study the context
sensitive voice because it must be done with the semantic analysis to understand the
pronounced words, such as “to speak with a low tone”, “to whisper”, “to talk confi-
dentially” or “to speak in a tone of command”, etc. Moreover, to do so, instead of
changing the elements of sound (intensity, altitude and duration) we also need the
special PUs (phonetic units), and they must be recorded separately.

© Springer-Verlag Berlin Heidelberg 2016
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2 Comparing the Concatenation Method Between
the Vietnamese and the Polyphonic Languages

In our recent research [1], when we synthesize the Vietnamese by the concatenating
method, we record only 1984 basic phonetic units (called PU or diphones) and con-
catenate 2 PUs to generate about 12,000 Vietnamese simple words (e.g.:
là + àm = làm). While in a polyphonic language, a word can be concatenated from
many PU (e.g.: lo-co-mo-ti-ve = locomotive).

In concatenating a pair of Vietnamese PU together, we have cut the first part of the
first PU to merge it with the second part of the second PU. In doing so we have avoided
a difficult problem, that is the two factors (volume and pitch) at the juncture of two PUs
are already equal, or easily be adjusted so that they are equal. We just decided the
duration (by percentage) of each PU when splicing and merging them. While in
polyphonic languages, this adjustment is very complex (one must decide the stress, the
duration and intensity of each PU).

Now, considering the Vietnamese prosody, we encounter similar problems as with
the polyphonic languages. That is, after the decision on the appropriate duration for
each word in the phrase, we have to adjust the pitch of each word. However, this
problem only occurs in the joint between two words in a phrase or in a compound
words, and the change is relatively small for a very short time (only about 5-10 ms), but
its effect is very clear (to make more natural voice rather than disjointed and jerky
voice). This is the reason that we must consider this juncture: if two words were spoken
continuously (they are spoken stuck together), then the pitch of the following word will
be affected by the tail of the previous word, sometime this may cause the echo making
it very difficult to hear.

3 The Pitch Change Between Words in a Phrase

In Vietnamese, we have up to 6 accents (6 levels of intonation). Therefore, it depends
on the accent of the two words that we must adjust their pitches.

3.1 Research

The Table 1 below shows all cases of adjusting the pitch after many experimentations:
If we do not adjust these parameters, the voice is audible but not natural, because

the difference between the tail of the previous word and the head of the next word is
almost equal to zero (since we recorded each PU separately). To adjust the pitch, we
have to know about the pitch of each word which is difficult to hear. Unfortunately, the
program tool for the speech spectrum only shows the pitch by the density of the sound
waves, which is difficult to recognize. Therefore, we need to use an appropriate tool
such as Xitona [3] software (Fig. 1).
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3.2 Technique of Changing Pitch at the Junction Between Two Words

According to the Tables 1 and 2 above, we conduct an experiment with the phrase “Rút
ngắn đường đến trường thi” to change the pitch for the tail of the previous words:

Table 1. Adjusting the pitch for the first part of the second word (that is the current word)
depending on the accent of the previous word.

Cur. (Adjust pitch for the first part of word)

Pre. Không Sắc Huyền Hỏi Ngã Nặng
Không Inc..1 Dec..1 Inc..1 Inc..1 Inc..1
Sắc Dec..1 Dec..2 Inc..1 Inc..1 Inc..1
Huyền Inc..1 Inc..2 Dec..1 Inc..1 Inc..1
Hỏi Dec..1 Inc..1 Dec..2 Inc..1
Ngã Dec..1 Inc..1 Dec..2 Inc..1
Nặng Inc..1 Inc..1 Dec..1 Inc..1 Inc..1

Inc..2 = Increment 15 % of pitch
Inc..1 = Increment 9 % of pitch
Blank = Not change
Dec..1 = Decrement 9 % of pitch
Dec..2 = Decrement 15 % of pitch
Pre.: Previous word Cur.: Current word Next: Next word

Fig. 1. In this graph, the white line illustrates the pitch of the phrase “Rút ngắn đường đến
trường thi” (Reduce the path to the school).
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To change the head of the following words:

4 “Swallowing Sound” Phenomenon at the Junction of Two
Words

While we investigate about the junction between two words, we found a special
phenomenon which is called “word swallowing”. This phenomenon occurs when the
previous words is ended with a strong sonant [2] (such as a - o - e - ê) and the following
word is begun with a sensitive consonant [2] (such as b, c, ch, d, k, kh, p, t, tr), then this
sonant will cause the following word’s consonants to disappear (Table 3).

In order to avoid this problem, we just insert a silence about 5 ms so that all words
could be heard clearly. For examples (Fig. 2):

With the phrase “Rút ngắn đường đến trường thi” (Reduce the path to the school),
the Figs. 4 and 5 illustrate a sound spectrum before and after changing the pitch at the
junction between two words, analyzed by Praat [4] software (Fig. 3):

Table 2. Adjusting the pitch for the last part of the current word depending on the accent of the
next word.

Cur. (Adjust pitch for the last part of word)

Không Sắc Huyền Hỏi Ngã Nặng Next
Inc..1 Dec..1 Không

Dec..1 Dec..2 Dec..1 Sắc
Inc..1 Inc..2 Inc..1 Inc..1 Inc..1 Huyền
Dec..1 Dec..1 Hỏi
Dec..1 Dec..1 Dec..1 Ngã
Dec..1 Inc..1 Dec..1 Nặng

Table 3. Example of three phrases

Phrase Sonant Sensitive
consonant

tạo ra-từ (created from) a t
sinh vật nơi đây thật phong phú và đa-dạng (really riche and
multiforms)

a d

cả-trên biển và núi (both on the sea and on the mountain) ả tr
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Audio files of a paragraph both before and after pitch adjustment may refer to the
URL (Fig. 6):

– No adjustment pitch:
https://drive.google.com/file/d/0Byzy9ZhFKHPuYnpNWjRHS0RBSW8/view?
usp=sharing

Fig. 2. The sound spectrum of the phrase “ thật phong phú và đa dạng “

Fig. 3. The sound spectrum of that one after the silence’s inserting

Fig. 4. The sound spectrum before the pitch’s adjusting.

Explorations of Prosody in Vietnamese Language 185

https://drive.google.com/file/d/0Byzy9ZhFKHPuYnpNWjRHS0RBSW8/view?usp=sharing
https://drive.google.com/file/d/0Byzy9ZhFKHPuYnpNWjRHS0RBSW8/view?usp=sharing


– After adjusting pitch:
https://drive.google.com/file/d/0Byzy9ZhFKHPuSzQ2YVQxSmpMNEk/view?
usp=sharing

5 Normalizing of the Word’s Duration

When we synthesize Vietnamese by using concatenating method, in order to make
synthesized voice more natural, we have to normalize the word’s duration. According
to [2, 6], the Vietnamese words have different durations depending on their compo-
nents. Especially, some words containing sonants will have the largest lengths.

Fig. 5. The sound spectrum after the pitch’s adjusting.

Fig. 6. A comparison of the pitch before and after adjustment.
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We calculate and test the duration of each word by using the below formula, with L
being the length of the element in milliseconds (ms):

LW ¼ LFC þ LMV þ LLC ð1Þ

W : Word FC : First Consonant L1ð Þ
MV : Middle Vowel L2ð Þ LC : Last Consonant L3ð Þ

For words which does not contain all of the 3 components such as “ba” (without
LC), “an” (without FC) or “oa” (without both FC and LC), we use this formula instead
(by adding the average length for L1 and L3) (Table 4):

The Table 5 shows some vowels and consonants’s average length.

This is a statistical comparison of some words’ duration spoken by a broadcaster
(PTV) and their durations are simulated by our sound synthesis (TTS):

The table below is a statistical comparison of some words’ duration (in ms) spoken
and recorded by a broadcaster and their durations are used to normalize the Phonetic
Unit in our voice synthesizer (TTS) (Table 6):

Original wave files read by a Broadcaster can be listened or downloaded from this
URL:
https://drive.google.com/open?id=0Byzy9ZhFKHPuNlowTUg2OHUtMVU

Table 4. A formular to normalize the word’s length in all cases.

Category Word L1 L2 L3

Has 3 parts nam L FC L MV L LC

Without LC na_ L FC L MV 36
Without FC _am 20 L MV L LC

Without both FC and LC _a_ 36 L MV 45

Table 5. Length of some consonants and vowels.

Consonant Length Consonant Length Vowel Length

Ch 97 B 62 Iêu 62
Gi 73 C 62 Yêu 62
Gh 70 D 51 Oai 51
Kh 86 Đ 49 Oao 49
Ng 86 G 48 Ai 48
Nh 86 H 47 Ao 47
Ph 73 J 47 Au 47
Qu 62 K 47 A 47
Tr 85 L 65 Ă 65
Th 79 M 47 Â 47
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TTS wave files which we made before normalizing can be listened to or down-
loaded from the URL:
https://drive.google.com/file/d/0Byzy9ZhFKHPuQTNLU2ZfN3dtbVE/view?usp=
sharing
TTS wave files that we perform after normalizing can be listened or downloaded
from the URL:
https://drive.google.com/file/d/0Byzy9ZhFKHPuZGdRQzdjT0NiX2s/view?usp=
sharing.

6 Reducing the Echo in Processing the Word’s Duration

Nowadays, there are several methods which can be used to stretch the duration of the
sound such as PSOLA [5], WSOLA [7]. However, the echo is going to appear if the
stretching (prolonging or shortening) is great. To overcome this obstacle, we partition
each of the words from 3 to 5 segments depending on the properties of words. After
stretching each segment, we merge all of them into one word to minimize the echo
while synthesizing Vietnamese (Fig. 7).

Table 6. Duration of words spoken by a broadcaster and our TTS:

Word Cù lao Chàm nằm trong địa bàn Hành chính của xã Tân Hiệp

PTV (ms) 92 182 313 209 174 90 249 167 184 107 193 130 179
TTS (ms) 114 149 253 218 144 136 226 162 171 125 196 124 136

Compare (%) 23.9 −18.1 −19.2 4.3 −17.2 51.1 −9.2 −3.0 −7.1 16.8 1.6 −4.6 −24.0

Fig. 7. How to minimize the echo while synthesizing Vietnamese.
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The TTS wave files with no splitting segment can be heard or downloaded from the
URL:
https://drive.google.com/file/d/0Byzy9ZhFKHPucklSSF8yN3FtMDg/view?usp=
sharing
The TTS wave files in which each word is splitting into segments to reduce the echo
can be heard or downloaded from the following URL:
https://drive.google.com/file/d/0Byzy9ZhFKHPuMk5DT0U5SjVuYjA/view?usp=
sharing.

7 Future Research

In this paper, we only analyze and make the change of the pitch in some general cases
listed in Tables 1 and 2 (based on the previous and the following word’s accent). In the
future, we will continue to statistically analyze for more details and try to formulate
some rules so that the change of the pitch of the previous word’s accent and the
following word could be more appropriate.
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Abstract. This paper presents a lightweight machine learning model
and a fast conjunction matching method to the problem of identify-
ing user intents behind their spoken text commands. These model and
method were integrated into a mobile virtual assistant for Vietnamese
(VAV) to understand what mobile users mean to carry out on their smart-
phones via their commands. User intent, in the scope of our work, is an
action associated with a particular mobile application. Given an input
spoken command, its application will be identified by an accurate classi-
fier while the action will be determined by a flexible conjunction match-
ing algorithm. Our classifier and conjunction matcher are very compact
in order that we can store and execute them right on mobile devices.
To evaluate the classifier and the matcher, we annotated a medium-
sized data set, conducting various experiments with different settings,
and achieving impressive accuracy for both the application and action
identification.

Keywords: Natural spoken language understanding · User intent iden-
tification · Vietnamese spoken text processing · Mobile virtual assistant

1 Introduction

With the recent major advances in speech recognition technology [8–10], voice
interaction has become an alternative way for mobile users to interact with their
smart devices. We can easily see this trend via the application of speech-2-speech
translation1 [1], the growing adoption of in-car voice control, call-center automa-
tion, and the popularity of mobile virtual assistants like Apple Siri, Google Now,
and Microsoft Cortana [12]. These applications deal with different issues but all

1 Microsoft Skype Translator and AT&T Speech-to-Speech Translation.

c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 190–201, 2016.
DOI: 10.1007/978-3-662-49381-6 19
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of them have to solve two major problems: automatic speech recognition (ASR)
and spoken language understanding [15]. While the former has a long history of
research and development, the latter is still at its early stage.

Unfortunately, parsing and understanding spoken texts are much more chal-
lenging than working with written documents. The output texts of ASR services
are commonly short, less grammatical, all in lowercase, and even have no punc-
tuation marks. In addition, ASR commonly interprets numbers as alphabetic
texts and recognizes continuous text chunks (e.g., email addresses, hyperlinks)
as discrete tokens. These inherent characteristics of spoken texts are obviously
big obstacles for deep spoken text analysis and understanding.

In this work, we will present our effort to understand spoken text commands
from mobile users, that is, we will propose a two-step method to identify the
intent behind their spoken commands. According to Bratman, intent or inten-
tion, in the general sense, is a mental state that represents a commitment to
carrying out an action or actions in the future [7]. In scope of this study, we con-
sider and represent a user intent of a spoken command as a pair of an application
and an action. For example, a spoken command like

(arrange a meeting with microsoft
at eight thirty on next wednesday morning) means that we need to insert or
add (the action) an entry about the meeting into the calendar (the application).
Our method takes the command sentence as input and classifies it into one of
a pre-defined set of applications (see Table 4 for the 23 applications) and then
matching the command together with its application with a list of pre-defined
conjunctions to determine the action (see Table 5 for a list of 53 actions).

There have been several studies working on transforming spoken language sen-
tences or commands into structured and actionable forms so far. Wit.ai2 is a plat-
form that converts natural language sentences into structured forms that can be
applied for robot control, wearable devices, home automation, and internet-of-
thing applications. Bastianelli et al. (2014) proposed a method to understand
natural language for human-robot interaction [2]. Branavan et al. (2009, 2010)
presented a reinforcement learning method for mapping natural language instruc-
tions to actions [5,6]. Tellex et al. (2011) also proposed a natural language under-
standing technique for robotic navigation and mobile manipulation [14].

Our work is different from those previous studies in several points and these
are also our main contributions. First, we propose a definition of user intent for
human-mobile voice interaction commands. Second, to the best of our knowl-
edge, this is the first attempt to identify user intents in Vietnamese spoken
texts. Third, we propose a lightweight approach with an accurate classifier and
a flexible conjunction matcher to perform application and action identification.
To deal with the obstacles in spoken text processing, we came up with a variety
of rich and sophisticated features to make the classifier really robust. Also, the
classifier and the matcher are fast and compact to be executed right on mobile
devices. We also built a medium-sized labeled data set for evaluation and analy-
sis. The classifier built on this data set and the conjunction matcher were applied

2 Wit.ai: https://wit.ai.

https://wit.ai
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in our mobile virtual assistant for Vietnamese (VAV3). VAV allows mobile users
to do a lot of tasks via spoken natural language commands like setting an alarm,
arranging a meeting, finding a direction from point A to point B on the map,
searching a contact, asking weather information, finding and playing a song and
many more. The experimental results show that our solution can meet important
requirements: compact, fast, and highly accurate for real-world applications.

2 User Intents in Spoken Texts: Definition
and Application

As stated earlier, Bratman (1987) defined intent or intention as a mental state
that represents a commitment to carrying out an action or actions in the
future [7]. In scope of this work, we focused on the user-mobile interaction
domain, that is, capturing the user intents behind their spoken text commands.

In our study, a user intent of a spoken text command c, denoted I(c), is
defined as a pair of an application a and an action f associated with a.

I(c) = 〈a, f〉 (1)

Table 1 shows several examples of user spoken commands and their intents.
The command (open page dantri dot com
dot vn) means using the web browser to open the web page

. Thus, the intent should be 〈browser , open〉 or browser ::open. The user

Table 1. Sample Vietnamese spoken language commands and their user intents

3 VAV: https://play.google.com/store/apps/details?id=com.mdnteam.vav.

https://play.google.com/store/apps/details?id=com.mdnteam.vav
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Fig. 1. The overall architecture of the mobile virtual assistant for Vietnamese (VAV).
The user intent identifier module is a core component in VAV.

input (where is the tay son chua boc intersection)
is actually a question. However, the intent behind this question is to locate the
tay son chua boc intersection on the map (map::locate).

In our work, we defined a set of 23 mobile applications or features like phone,
sms, calendar, email, etc. (see Table 4 for a complete list of applications). We have
a special class called other–app that refers to any other applications installed on
the user device, such as facebook, dropbox, candy crush saga, etc. We also defined
a list of actions associated with each application, such as open, set, query, add,
turn–on, . . . (see Table 5 for a complete list of actions). We combined applications
and actions to obtain a list of totally 53 intents as shown in Table 5.

As mentioned earlier, user intent identification is one of the core com-
ponents of the VAV. The general architecture of the VAV application
is shown in Fig. 1. In order to understand and execute a user spoken
command, VAV first records the user voice command and converts to a
spoken text sentence using an ASR service. The spoken text command
is then analyzed to capture the intent that the user meant to do as
well as to extract any necessary parameters for execution. Given a com-
mand (find direction from ha dong to
88 lang ha), VAV needs to determine its proper intent as map::find–direction. In
addition, finding a direction requires a source and a destination as arguments.
Therefore, VAV will ask the argument recognizer to recognize the source

and destination in the command. The resulting intent
and arguments are finally sent to the action executor for execution. There
are totally six core components in the VAV. However, we will only present the
technical details of the user intent identifier module. As depicted in Fig. 1,
this module consists of two sub-modules: Application Classifier for application
identification and Action/Aspect Identifier for action recognition.

3 Identifying User Intent from Vietnamese Spoken Texts

Understanding a user intent I(c) behind a spoken text command c is to identify
the pair 〈a, f〉 as defined in Eq. 1. In this paper, we proposed a two-step solution



194 T.-L. Ngo et al.

Table 2. Feature templates for training MaxEnt-based application classifiers

1-gram (word tokens), 2-gram (two consecutive word tokens)

regular expressions: for matching date–time, email, url, phone number, location . . .

dictionary look–up: dictionaries of location, popular applications, popular songs . . .

conjunction matching: conjunctions of words that are skeletons of spoken commands

to determine the application a and the action f . The subsequent sections will
describe how we built the application classifier and the conjunction matcher.

3.1 Application Classification with Maximum Entropy

Basically, we can use any classification method for building a classifier. How-
ever, we decided to use maximum entropy (MaxEnt) for several reasons. First,
MaxEnt is suitable for sparse data like natural language [3,4,13]. Second, Max-
Ent can encode a variety of rich and overlapping features at different levels
of granularity for better classification. Lastly, MaxEnt is very fast in training
and inference, and its performance is competitive with most advanced statistical
learning methods. The principle behind MaxEnt is to build a classifier having
the highest entropy while satisfying all constraints (features) observed from the
empirical data. MaxEnt model has the following mathematical form [3]:

pθ(y|x) =
1

Zθ(x)
exp

n∑

i=1

λifi(x, y) (2)

where x is input object, y is the classified label. θ = (λ1, λ2, . . . , λn) is the
vector of weights associated with the feature vector F = (f1, f2, . . . , fn). Zθ(x) =∑

y∈L exp
∑

i λifi(x, y) is the normalizing factor. Training MaxEnt model is to
search for the optimal θ∗ = (λ∗

1, λ
∗
2, . . . , λ

∗
n) that maximizes the entropy function

H(pθ) or maximizes its convex log-likelihood function L(pθ,D) for training set D.
Recent studies have shown quasi-Newton methods like L-BFGS [11] are fast and
efficient. Once trained, the MaxEnt model will be used to predict class labels for
new data. Given a new object x, the predicted label is y∗ = argmaxy∈L pθ∗(y|x).

In order to train the MaxEnt models, we used different of feature templates
from the data. Table 2 shows four types of features used for our classifiers.

3.2 Action Identification with Conjunction Matching

After performing application classification using the Application Classifier (see
Fig. 1) for a given command c, we will obtain its application ac. Both c and ac

will be sent to the Action/Aspect Identifier to determine the action fc. In order
to identify fc, we proposed a fast and efficient conjunction matching method.
The main idea is that for each user intent a::f , we manually created a list of
conjunctions associated with it. Each conjunction consists of a set of matching
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Table 3. Sample conjunctions for identifying the action/function of user intents

Algorithm 1. Conjunction indexing
1: procedure IndexConjunctions(R)
2: create a map: 〈t ⇒ 〈r ⇒ xrt〉〉 : 〈Term ⇒ 〈Conjunction ⇒ Frequency〉〉
3: for each r = 〈yr, pr, br, er, sr, tur 〉 ∈ R do
4: for each (t, g) ∈ tur = {(tu1 , g1), (t

u
2 , g2), . . . , (t

u
l , gl)} do

5: xrt ← g
6: end for
7: end for
8: return the map 〈t ⇒ 〈r ⇒ xrt〉〉
9: end procedure

conditions. Given a command, the matching algorithms will find a (small) subset
of matched conjunctions. In this subset, the conjunction with the highest priority
will be selected and its action will be chosen for the command.

Mathematically, let R = {r1, r2, . . . , rn} be the set of all conjunctions asso-
ciated with all intent types. Each conjunction r ∈ R is defined as a 7-tuple:
r = 〈ar, fr, pr, br, er, sr, tu

r 〉, in which ar and fr are the application and action
associated with the conjunction r; pr is the conjunction priority (1 is the high-
est); br is true if the first term of this conjunction must be the first word in a
matched command and is false otherwise; similarly er is true if the last term of
r must be the last word of a matched command; sr = (s1, s2, . . . , sq) is the list
of all text segments of r (a text segment can be a single word/term or a chunk
of consecutive words/terms); tu

r = {(tu1 , g1), (tu2 , g2), . . . , (tul , gl)} is the set of all
unique words/terms together with their frequency (count) in r.

Table 3 shows several sample conjunctions. A conjunction can simply be rep-
resented as a text string like (“map,
find–direction, 1–ˆfind+direction from to”). The ‘+’ character is used to connect
consecutive terms in a segment. The character ‘ˆ’ indicates the segment

must appear at the beginning of a matched command (br = true). 1 indi-
cates that this conjunction is at the highest priority. Therefore, this conjunction
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Algorithm 2. Get relevant conjunctions of a user input spoken text command
1: procedure GetRelevantConjunctions(c, R, 〈t → 〈r → xrt〉〉)
2: create an empty set of conjunctions: R′ = ∅
3: create a temporary map: 〈r ⇒ zr〉 : 〈Conjunction ⇒ Count〉
4: for each (w, h) ∈ wu

c = {(wu
1 , h1), (w

u
2 , h2), . . . , (w

u
k , hk)} do

5: get the sub–map 〈r ⇒ xrw〉 from the map 〈t ⇒ 〈r ⇒ xrt〉〉 with t = w
6: for each map entry (r ⇒ xrw) ∈ 〈r ⇒ xrw〉 do
7: if h ≥ xrw then
8: if r is a key in the map 〈r ⇒ zr〉 then
9: zr ← zr + 1

10: else
11: add the entry (r ⇒ 1) to the map 〈r ⇒ zr〉
12: end if
13: end if
14: end for
15: end for
16: for each map entry (r ⇒ zr) ∈ 〈r ⇒ zr〉 do
17: if the number of unique words in conjunction r (i.e., l) = zr then
18: R′ ← R′ ∪ {r}
19: end if
20: end for
21: return the set of relevant conjunctions: R′

22: end procedure

can be converted into mathematical form as:

User input command, denoted c, is defined as a pair: c = 〈wc,wu
c 〉,

where wc = (w1, w2, . . . , wm) is the list of all words/terms and
wu

c = {(wu
1 , h1), (wu

2 , h2), . . . , (wu
k , hk)} is the list of unique words/terms

together with their frequency in the command. For example, given
a user command like (“what is
the weather like in xuan mai tomorrow”), c will be converted to

To perform conjunction matching, all the conjunctions must first be indexed
using the IndexConjunctions described in Algorithm 1. The key data structure
is a map from terms to their conjunctions together with their frequency in each
conjunction: 〈t ⇒ 〈r ⇒ xrt〉〉. Given an input command c, the procedure GetRel-
evantConjunctions in Algorithm 2 will find a smaller subset of conjunctions (R′)
that are relevant to c. The main idea is that a conjunction r is relevant to c if c
contains all unique words/terms in r and the frequency of each unique word/term
in c is always greater or equal to that of the corresponding word/term in r.
Algorithm 2 performs inverse look-up and checking the frequency condition very
fast and efficiently. The number of relevant conjunctions of a command is much
smaller than the total number of conjunctions, i.e., |R′| � |R|. All relevant
conjunctions are then checked for the conditions br and er as well as the list of



Identifying User Intent in Vietnamese Spoken Language Commands 197

segments sr = (s1, s2, . . . , sq) of r appear in c with the same order. Conjunctions
satisfying these conditions will be added to the set of matched conjunctions R∗.
From R∗, the highest-priority conjunction satisfying ar ≡ ac will be selected.
Finally, the action of the command is fr of the selected conjunction.

Table 4. The precision, recall, and F1-score of application types in the best fold (fea-
tures: n-gram, regular expression, dictionary look-up, conjunction matching)

Application Type Human Model Match Precision Recall F1-score

setting–3g 17 21 17 80.95 100.0 89.47

music 20 20 20 100.0 100.0 100.0

alarm 41 41 40 97.56 97.56 97.56

setting 8 8 8 100.0 100.0 100.0

other–app 27 23 23 100.0 85.19 92.00

browser 52 54 52 96.30 100.0 98.11

photo 22 22 22 100.0 100.0 100.0

setting–orientation 17 17 17 100.0 100.0 100.0

sms 22 22 22 100.0 100.0 100.0

setting–wifi 17 16 16 100.0 94.12 96.97

phone 31 29 29 100.0 93.55 96.67

setting–bluetooth 16 16 16 100.0 100.0 100.0

email 12 11 11 100.0 91.67 95.65

map 26 25 25 100.0 96.15 98.04

reminder 47 47 47 100.0 100.0 100.0

setting–volume 28 28 28 100.0 100.0 100.0

calendar 29 28 27 96.43 93.10 94.74

web–search 26 27 26 96.30 100.0 98.11

weather 24 25 24 96.00 100.0 97.96

contact 19 21 19 90.48 100.0 95.00

note 24 24 24 100.0 100.0 100.0

camera 19 19 19 100.0 100.0 100.0

setting–brightness 11 11 11 100.0 100.0 100.0

Macro average 98.00 97.88 97.94

Micro average 555 555 543 97.84 97.84 97.84

4 Evaluation

4.1 Experimental Data and Settings

To evaluate the proposed method, we asked a group of students to speak natural
language commands to an ASR service (Google Voice) then took the output spo-
ken texts. We obtained a medium-sized data set consisting of 2368 Vietnamese
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spoken text sentences as shown in Table 1. The output spoken text sentences are
all in lowercase and have no punctuation marks. We then randomly divided the
data set into four parts to perform 4-fold cross-validation evaluation.

4.2 Experimental Results and Analysis

Table 4 shows the performance of application classification of the fold giving
the highest accuracy. The feature templates include 1,2-gram, regular expres-
sions, dictionary look-up, and conjunction matching. The macro-averaged F1-
score of 97.94 means that the balance of performance among classes. The micro-
averaged F1 of 97.84 means that with this set of feature templates, we can
achieve a very high accuracy level. We also conducted the experiments for differ-
ent feature choices and reported the results in Fig. 2. On average (over the four
folds), we can achieve an micro-averaged F1 of 93.11 with 1,2-gram features only.
We added regular expressions and the result is 94.59. Dictionary look-up features

Fig. 2. The MaxEnt accuracy of the 4 folds with different feature templates

Fig. 3. The F1 scores of each class in the 4 folds and their average value (features:
n-gram, regular expression, dictionary look-up, conjunction matching)
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can improve the performance and gave the micro-averaged F1 of 95.86. And
finally, with all feature types (including conjunctions), we achieved the result of
96.90. This is a significantly high accuracy.

The results reported in Fig. 3 show the performance of each class over the
four folds. Most of the classes are very stable, achieving very high accuracy in
every fold. For some others like setting–3g, other–app, and web–search, the accu-
racy values are less stable and lower than the others. This is understandable
because commands for web-search are highly ambiguous. The classifier needs a
search action is about calendar ::query, contact ::query, map::locate, phone::query,
or web–search::query. For example, a command like will

Table 5. The accuracy of action recognition using conjunction matching

Application Action Accuracy Application Action Accuracy

alarm turn–off 100.0 phone call 100.0

query 100.0

set 99.06 open 90.0

delete 100.0 reminder turn–off 100.0

open 96.78 set 100.0

browser open 88.27 delete 97.96

calendar set 92.30 open 90.91

query 84.91 sms send 96.15

delete 100.0 open 100.0

open 88.20 weather query 100.0

camera take–photo 98.77 web–search query 72.97

record–video 100.0 open 50.00

contact add 100.0 setting–wifi turn–off 100.0

query 96.00 turn–on 100.0

share 71.43 setting open 100.0

open 100.0 setting–3g turn–off 93.94

email query 75.00 turn–on 95.92

send 100.0 setting–volume turn–down 95.24

open 100.0 set 80.95

map find–direction 87.80 turn–up 95.56

locate 83.95 setting–orientation turn–off 100.0

open 88.89 turn–on 100.0

music open 100.0 setting–brightness turn–down 93.33

note add 97.56 set 92.86

open 96.67 turn–up 93.75

other–app open 94.74 setting–bluetooth turn–off 100.0

photo open 100.0 turn–on 100.0
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ask the VAV to locate street on the map rather than doing
a web search for the information about , a legendary supreme
commander in the history of Vietnam. This is very ambiguous because most of
the features indicate that this is a web search command. The class other–app
is also ambiguous because it includes all commands related to other applica-
tions installed on the user device. Table 5 shows the action recognition accuracy
using conjunction matching. As we can see, manually created conjunctions can
work well for most actions. There are only some that gave lower accuracy than
the others like contact ::share (71.43), email ::query (75.00), web–search::query
(72.97), and web–search::open (50.00). As explained above, web–search is a
highly ambiguous class and their actions are also hard to recognize. The two
actions email ::query and web–search::query are also difficult to distinguish.

5 Conclusions

In this paper, we have presented a lightweight approach to identify the user
intents behind their spoken text commands. We proposed to use a MaxEnt clas-
sifier to classify applications and a conjunction matching to identify actions. We
evaluated our method on a medium-sized data set consisting of 23 application
classes and 53 intents and achieved significant results. Both the application clas-
sifier and the conjunction matcher are highly accurate, very fast and compact so
that they can be run right on mobile devices. Also, these classifier and matcher
were successfully integrated into our mobile virtual assistant for Vietnamese.

Acknowledgment. This work was supported by the project QG.15.29 from Vietnam
National University, Hanoi (VNU).
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Abstract. Information overload is one of the most important problems
in context of personalized document retrieval systems. In this paper we
propose to use ontology-based user profile. Ontological structures are
appropriate to represent relations between concepts in user profile. We
present a method for determining representative profile of users’ group.
Two users are in the same group when their interests (profiles) are sim-
ilar. If a new user is classify to a group, a system can recommend him a
representative profile to avoid ,,cold-start problem”. Results obtained in
experimental evaluation are promising. Method presented in this paper
is a crucial part of developed personalized document retrieval system.

Keywords: Ontology-based user profile · User preference · Representa-
tive profile · Personalization

1 Introduction

Nowadays personalization systems are more and more popular due to the prob-
lem with information overload. In the Internet one can find a lot of information
but the problem is to find interesting documents that really correspond with
users needs. In this context personalization system can be treated as a filter
that selects only relevant documents. Personalized document retrieval system
stores information about the user: his queries and selected results. Based on
them it builds user profile which is used during the recommendation process.

Our general research area is connected with developing a personalized docu-
ment retrieval system. In the system we can distinguish three modules. The first
module is associated with user profiles and methods for the clustering procedure.
In the second one we consider problems with determining representative profile
of the users group. The last module is associated with a new user that comes
to the system – he is classified into a proper group based on his demographic
data and a representative profile of this group is recommended for him. Despite
of the lack of history information about user activities we can avoid “cold start”
problem which is important problem in many personalization systems.

c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 202–211, 2016.
DOI: 10.1007/978-3-662-49381-6 20
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In this paper we consider methods for the second module. We assume that
we have a group of users with similar interests (similar profiles) and the main
aim is to determine a representative profile of this group. A quality condition is
also proposed to check if the obtained profile represents users’ interests for the
whole group. We have developed a series of simulations to show dependencies
between systems’ parameters.

The rest of the paper is organized as follows. In Sect. 2 we present a survey
of methods connected with ontology-based user profile building and integrating
information from many profiles. The model of documents set and user profile are
presented in Sect. 3. The proposition of methods for building user profile based
on his activities and for determining representative profile of users group are
described. Section 4 presents the idea of evaluation methodology and analysis of
the results. In the last Sect. 5 we gather the main conclusions and future works.

2 Related Works

In this paper we consider methods for building user profile based on his behaviour
and determining representative profile of a group. In this section we present
the most popular approaches connected with personalized document retrieval
systems. Multiple methods in those areas were proposed.

Recommendation problem can be defined as a function that measures the gain
or usefulness of item in to user um; in ∈ {i1, i2, . . . , iN} and um∈{u1, u2, . . . , uM},
N is a number of items and M is a number of users [1]. The authors of [1] distin-
guish kinds of recommender systems:

– content-based system – the user is recommended items similar to those he
preferred in the past;

– collaborative filtering systems – the user is recommended items that people
with similar tastes and preferences liked in the past;

– hybrid recommender systems – uses and combines methods from both previous
systems.

Due to the fact that either content-based or collaborative filtering systems
have many constraints [4], the most popular are hybrid ones. In a recommender
system information about a user is stored in a profile. The structure of profile has
changed over time – from “bag of words”, through vector [9,16] or hierarchical
structure [10] to ontology-based structure [5,6].

Authors of [6] present an approach based on ontologies to represent the inter-
action process between user profile and its context for collaborative learning.
They also analyzed rules-based methods connected with role assignments, per-
missions, restrictions and context of location to obtain appropriate profile of the
user. The profile can be then used to improve query results (or make search
results more relevant) [5].

In this paper we consider ontology-based user profile. Such structure has been
extensively used in data integration systems. Ontology provides an explicit and
machine-understandable conceptualization of a domain [3].
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The first problem in recommender system is to build a user profile. Cantador
et al. [1] have proposed an ontological representation of the domain of discourse
where user interests are defined. User profiles are initially described as weighted
lists measuring the users’ interests for the concepts from the reference ontology.
Relation among users are extracted from links between users and concepts. Users
that share interests of a specific groups of concepts are assigned to the same
group.

The second aspect of recommendation is to cluster users into groups of sim-
ilar information needs. In this research area one can find a wide spectrum of
approaches, especially methods for integration of ontology-based profiles.

Pinto et al. [15] identify three meanings of ontology “integration”:

– to build a new ontology by reusing (by assembling, extending, specializing or
adapting) other ontologies already available;

– to build an ontology by merging several ontologies into a single one that unifies
all of them;

– to build an application by using one or more ontologies.

Depending on aim of integration and conditions that are required during
integration process, the result ontology could contain eg. common parts of all
input ontologies or all concepts from input ontologies. Obtained ontology can
be used instead of initial ontologies or only as an intermediary between initial
systems (based on initial ontologies).

One can differentiate the following levels of ontology integration: alignment,
partial compatibility and unification. Alignment is the weakest form – it requires
minimal change, but it can only support limited kinds of interoperability.

To perform ontology integration, it is necessary to consider the following
aspects [14]:

– possibility of integration – one should define a set of possible actions;
– modules in ontology – identify the modules into which the ontology can be

divided;
– assumption and requirements – identify the assumptions and ontological com-

mitments that each module should comply to;
– knowledge – identify what knowledge should be represented in each module;
– candidates – identify candidate ontologies that could be used as modules;
– get candidate ontologies in an adequate form;
– study and analize candidate ontologies to choose the most adequate source

ontologies to be reused;
– integrate knowledge;
– analyze resulting ontology.

It is a difficult task to integrate ontologies while there can appear inconsis-
tencies [11]. Due to this fact many systems offer semi-automatic approach to
ontology merging and alignment. Then the result ontology should be verified
and improved. An exemplary system is presented in [2], where authors propose
a method for the unification of concepts with ontologies by grounding concepts
to a shared representation in the form of Wordnet and Wikipedia.
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Fig. 1. Schema of personalized document retrieval system

In this paper we investigate the problem of integration ontology in the context
of user profiles. We present a method for building user profile which integrates
instances (documents) into user profile and a method for determining represen-
tative profile of a users group – we integrate ontology-based user profiles into
one ontology.

3 Model of Personalized Document Retrieval System

A schema of the considered collaborative recommendation system is depicted
in Fig. 1 ([7]). The architecture of the system consists of three main modules:
(I) User Profile Module, (II) Representative Profile Module and (III) Module of
a New User.

User Profile Module consists of database with user profiles, method for profile
clustering to determine groups of users. Groups of users are stored in a database
and can change when user profiles change with time.

The second module refers to determining representative profile of each group.
In each group we have users whose interests and information needs are similar.
The representative profile can be obtained using knowledge integration methods
and tools.

The last module is connected with a new user that has register to the system.
To avoid ,,cold-start” problem, we propose to ask a user for some demographic
data. Based on this data a user is classified into one of existing group. A rep-
resentative profile of this group is assigned to the user. Then users’ activity is
observed and his profile is updated according to his current information needs.

In our previous work [8] we have presented method for clustering users based
on theirs profiles. We were comparing ontology-based profiles on levels of con-
cepts and instances. In this paper we consider methods in the second modules
connected with determining representative profile of a users group.
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3.1 Model of Document

Let us consider the following definition of library (set of documents).

D = {di : i = 1, 2, . . . , nd} (1)

where nd is a number of documents and each document di is described in the
following way:

di = {(tij , w
i
j) : tij ∈ T ∧ wi

j ∈ [0.5, 1), j = 1, 2, . . . , ni
d} (2)

where tij is index term coming from assumed set of terms T , wi
j is appropriate

weight and ni
d is a number of index terms that describe document di. We assume

that term can be treated as index term if its weight is greater than 0.5 (index
terms can be obtained e.g. using term frequency – inverse document frequency
method and we choose only terms with the values greater than 0.5).

3.2 Model of User Profile

We assume that user profile has ontological structure. Definition of ontology was
provided in [13].

Ontology-based user profile is defined as a triple:

O = (C,R, I) (3)

in which by C we denote a finite set of concepts, by R a finite set of relations
between concepts R = {r1, r2, ..., rn}, n ∈ N and ri ⊂ C × C for i ∈ {1, n} and
by I a finite set of instances.

Assuming the existence of a finite set A of all possible attributes and a finite
set V of their valid valuations such that V =

⋃
a∈A Va, where Va is a domain of

an attribute a by real world we will call a pair (A,V).
The structure of a concept c is defined as a triple:

c = (Idc, Ac, V c) (4)

where Idc is its unique identificator, Ac is a set of attributes assigned to c and
V c is a set of domains of attributes from Ac defined as V c =

⋃
a∈Ac Va.

An instance i taken from the set I is defined as:

i = (id, Ai, vi) (5)

where id is its identificator, Ai is a set of attributes describing the instance i and
vi is a function with a signature vi : Ai → ⋃

a∈Ai
Va, which assigns to attributes

from the set Ai specific values taken from their domains.
In our model of ontology-based profile we consider index term and its syn-

onyms as a concept, relations between concepts are relations between the terms
(eg. relation “is-a-part” or generalization – specification relation) and instance
is a set of documents that are described using particular keyword.
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Algorithm 1. Algorithm for determining user profile.
Input: a set of k documents that are relevant for user information needs
Output: user profile
for cj ∈ C do

n ← 0;
s ← 0;
for di ∈ D do

if wi
j > η then
s = s + wi

j ;
n = n + 1;

end

end
wavg = s/n;

Assign calculated wj
avg to weight of concept cj in user profile.

end

3.3 Method of Determining the User Profile

In this section we consider the problem of determining a profile for a user based
on his activity. We observe user queries and documents that he selected as rele-
vant to find out what are his interests.

Let us assume that user has k documents that are relevant for his information
needs (and a level of usefulness). Each document is an instance of reference
ontology (thesaurus). We propose the following idea of determining user profile:
first system calculates average value of each concepts’ weights from all relevant
documents. The concept will be added to user profile if its average weight is
greater than assumed threshold η.

3.4 Determining Representative Profile for a Group of Users

The main aim of this paper is to present a method for determining represen-
tative profile of users group. Each user profile is based on reference ontology
which means that the set of concepts in user profile is a subset of all concepts in
reference ontology. Such approach is certainly helpful because we need matches
to refer to the same upper ontology or to conform to the same reference ontol-
ogy [12].

Let us assume that in a group we have m users. Each profile pj , j ∈ {1, 2, . . . ,m}
is based on reference ontology. The representative profile pr will be also based on
reference ontology. To calculate weights of each concept (ti, i ∈ {1, 2, . . . ,#T})
in representative profile we propose the following procedure (Algorithm 2).

4 Experimental Evaluation

In this section we present an idea of experiments. The objective of the evalua-
tion is to check the quality of developed method of determining representative
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Algorithm 2. Algorithm for determining representative profile of group of
users.
Input: a set of m users’ profiles
Output: representative profile
for j ∈ {1, 2, . . . , m} do

n ← 0;
s ← 0;
for ti ∈ pr do

if wi
j > γ then
s = s + wi

j ;
n = n + 1;

end

end

wj
pr = s/n;

Assign calculated wj
pr to weight of concept cj in representative profile.

end

profile. We propose a series of simulations to obtain the results while performing
experiments with real users are time- and cost-consuming.

4.1 Quality Condition

Let us assume that profile Pbase is a profile built using Algorithm 1 based on
all instances from users in this group and Prepr is a representative profile of
group of users. The main difference between determining baseline profile and
representative profile is as follows: profile Pbase can be treated as a mean profile
from all relevant documents and profile Prepr is determined based on profiles of
users from the group. The Prepr will be acceptable if it satisfy quality condition.

We propose the following quality condition:
Distance between representative profile Prepr and baseline profile Pbase should

be less than ε.
d(Prepr, Pbase) < ε

4.2 Plan of the Experiments

To check the quality of proposed methods we perform experiments with the
following plan:

1. Generate a set of N documents.
2. Generate a set of M users.
3. For each user ui, i ∈ {1, 2, . . . ,M}

(a) Determine a set of relevant documents based on his preference.
(b) Determine user profile using Algorithm 1.

4. Cluster profiles into group of users with similar interests (methods for this
point are presented in [8]).
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5. Determine representative profile Prepr of each group of users.
6. Determine profile Pbase.
7. Calculate distance between profiles: d(Prepr, Pbase) and check if Quality Con-

dition is satisfied.

4.3 Analysis of the Results

In the experiments we performed, we have checked if there is any dependencies
between number of users in a group and number of relevant documents for each
user and number of concepts in each user profile. We have explored the system
for different numbers of users: starting from M = 10 to M = 190. We have con-
sidered smaller and greater set of documents (N ∈ {100, 200, 500}) and different
cardinality of ontology concepts (10, 20 or 100).

Results of performed simulation are presented in Figs. 2 and 3.

Fig. 2. Distance between Prepr and Pbase depending on number of users for different
number of documents.

In Fig. 2 we present the distance between Prepr and Pbase depending on num-
ber of users for different number of documents. The obtained results have shown
that greater number of users implies the smaller distance (ε < 0.002). It is worth
to note that when we assume the value of ε we can estimate how many users we
should have in the group.

When we analyze results for different number of documents we can see that
if users have more relevant documents, the distance between representative and
baseline profile is smaller. It means that it is better to gather more information
about the users before determining representative profile.

Comparing results for different numbers of concepts in the ontology we can
notice that there is no significant difference between obtained distances. It has
shown that presented method is working not only for 10 or 20 concepts but only
for greater ontologies.
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Fig. 3. Distance between Prepr and Pbase depending on number of users for different
number of concepts.

5 Summary and Future Works

In this paper we have presented a method for building ontology-based user pro-
file and a method for determining representative profile of users group. Pro-
posed methods are a part of collaborative recommendation system where users
obtain personalized documents. Performed experiments have shown that quality
of determined methods is better for a larger group of users.

In the future works we would consider methods for new user classification –
in presented model of the system these methods allow us to avoid “cold start”
problem. The next aspect of our research is performing experimental evaluations
for the whole system and using real data.

Acknowledgments. This research was partially supported by Polish Ministry of Sci-
ence and Higher Education.
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Abstract. Data and data-related services are increasingly being traded
on data marketplaces. However, value attribution of data is still not well-
understood, in particular when two competing offers are to be compared.
This paper discusses the role data quality can play in this context and
suggests a weighted quality score that allows for ‘quality for money’
comparisons of different offerings.

1 Introduction

As information has become an important production factor, we have reached
a point at which data – the basic unit in which information is exchanged – is
increasingly being traded on data marketplaces [6,10]. Basically, a data mar-
ketplace is a platform which allows providers and consumers of data and data-
related services (e.g., data mining algorithms) to interact with each other. This
is particularly beneficial for small and medium-sized enterprises, as they would
otherwise not be able to access and analyse such data. A core problem here is
the pricing of data; in this paper we suggest to relate data pricing to quantifi-
able data quality criteria through which both parties involved can satisfy their
interests.

While data quality has been researched for quite some time already (see
Naumann [7] for an excellent account), the topic of data pricing has only
recently been put on the database research agenda by authors such as Bal-
azinska et al. [2,3] or Tang et al. [11]. The authors of [2] cast the problem in
a relational setting, argue that relational views can be interpreted as versions of
the ‘information good’ data – an assumption that will also be made here – and
identify three open problems: (1) pricing of data updates; (2) pricing of inte-
grated data for complex value chains; and (3) pricing of competing data sources
that provide essentially the same data but in different quality.

The first challenge can be addressed by calculating the difference between the
full price of the new and the old product, which is similar to the approach sug-
gested by Tang et al. [11] for buying samples of XML data. The second problem
may be addressed by introducing an intermediary pricing for all providers refin-
ing the raw data. This means the raw data vendor operates using established
c© Springer-Verlag Berlin Heidelberg 2016
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means; all vendors following in the value chain have to deal with the output
price of the lower level vendor as cost and build their prices accordingly, which
can be achieved by an appropriate data marketplace infrastructure. The last
question has been addressed in [9] on which this paper builds by presenting a
quality-centric price comparison model.

The remainder of this paper is structured as follows. Firstly, Sect. 2 reviews
relevant quality criteria. The actual scoring model is developed and illustrated
by an example in Sect. 3. Finally, this paper is concluded in Sect. 4.

2 A Review of Data Quality Criteria

Balazinska et al. [2] have argued that often multiple vendors offer similar data
products which mainly differ in quality. Concurring with this observation, we
here develop a quality scoring model that allows for the comparison of two offers
from different providers. To this end, this section will first give an overview of
applicable data quality criteria and then develop a quality score appropriate for
data marketplaces in Sect. 3.

To simplify the discussion, we focus on data quality in a Web context and
start from the seminal work by Naumann [7], who came up with four cate-
gories of quality criteria; it aggregates several earlier studies on data quality,
most notably [5,8,13,14]. In the following, we will review these categories and
elaborate on one score that can be meaningfully computed in each; others can
be found in [9]. In general, the setting we consider is that of relational data like
in [2], where the subject of a market transaction is a view ; in particular, a view
to be sold (or bought) will be denoted u with attribute set Xu; an element of u
will be denoted as μ.

The four categories of quality criteria are (a) content-related, i. e., directly
rooted in the data; (b) technical, i. e., related to the organization and delivery
of the data; (c) intellectual, i. e., related to the knowledge of eventual users; and
(d) instantiation-related i. e., related to the presentation of the data. A brief
description of each measure is given next, along with an elaboration of how it is
relevant in the context of data marketplaces, i. e., whether it (a) is automatically
calculable, (b) can be used for an automated intra-marketplace comparison, and
(c) can be used for an automated inter-marketplace comparison.

The following content-related criteria are specified in [7]:

– Accuracy, the percentage of correct values in the data set;
– Completeness, the percentage of non-null values in the data set;
– Customer Support, the amount and usefulness of available human help;
– Documentation, the extent of available meta data regarding the data sets;
– Interpretability, the match between a user’s understanding and the data;
– Relevancy, the degree to which the data satisfies a user’s information needs;
– Value-added, the value which usage of the data provides to its users.
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Clearly the value-added criterion of data is highly customer-dependent. Given
that it is the aim of this work to approximate this criterion through the other
quality dimensions, it will not be further analyzed. Most of the other criteria
can at most be calculated partially, as they require knowledge that goes beyond
the actual data. Indeed, the existence and the extent of customer support and
documentation can be evaluated, but it does not say anything about the actual
quality. Next, accuracy can be compared to verified accurate data, which can,
however, be very difficult, so that for a comparison between different offerings,
accuracy has only limited applicability. Moreover, interpretability and relevancy
cannot be automatically examined, as both require an in-depth understanding
of potential users, which is difficult to achieve in an automated fashion. As a
consequence, these measures have only limited applicability to intra-marketplace
and inter-marketplace comparison.

The exception is completeness discussed next. To this end, the closed world
and open world assumptions (CWA and OWA, respectively) can be distinguished
[4]. In a relational setting, CWA means that only values actually present in a
relation represent true facts about the real world, i. e., if a value is missing, the
data is false or at least incomplete. Under the OWA, for a null value one cannot
state if the corresponding value is really missing (i.e., currently unknown) or
does not exist [4]. For the purpose of this work, it is not particularly relevant
why a value is missing; the fact is, it cannot be delivered to the customer.
Hence, the CWA will be used here as general assumption for all quality criteria.
Thus, we assume that all information necessary for pricing is available on the
data marketplace(s) under consideration. As a consequence, completeness can be
interpreted as null-freeness and can be evaluated by measuring the number of
table entries not containing a null-value (⊥) in the relation to be sold, compared
to the maximum amount of data possible:

c(u) =
|{μ[A]

∣
∣
∣μ ∈ u,A ∈ Xu, μ[A] �=⊥}|

|u| × |Xu| (1)

Naumann [7] mentions the following technical criteria:

– Availability, the probability that a query is answered within a given time;
– Latency, the time between issuing a query and receiving its first response;
– Price, the amount of money a user has to pay for the data;
– Quality of Service, the error rate when transmitting the data;
– Response Time, the time needed for receiving the full query response;
– Security, the degree of protection through encryption and anonymization;
– Timeliness, the freshness of the data.

Following the argument of value-added above, price will be excluded. Here, an
automated calculation is possible for most of these measures. The exemption
is quality of service for which it has to be specified what quality specifically
means; thus, it is generally not very precise and hence excluded from further
consideration. Availability requires multiple measurements over time in order
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to be properly evaluated. In conclusion, all measures discussed in this group
have a limited applicability in an intra-marketplace comparison – as data is
supplied through the same infrastructure – and all are highly important in an
inter-marketplace comparison.

As an example for a measure in this category, we consider timeliness. Accord-
ing to [4], timeliness, i. e., the freshness of data, depends on a number of charac-
teristics, including (a) delivery time, i. e., the time at which the datum is being
delivered; (b) input time, i. e., the time at which the datum was entered into the
system; (c) age, i. e., the age of the datum when entered into the system; and (d)
volatility, i. e., the typical time period a datum keeps its validity. In this paper,
we abstract from age, as it is supposed that time-sensitive data is entered into
the system immediately. Furthermore, in most cases it is only relevant when a
datum was last updated and how long it remains valid. Adopting the definition
of [4], the timeliness of a record or tuple tµ is a function of delivery time (DT),
input time (IT), and volatility:

tµ(DT, IT, V olatility) = max

{

0, 1 − DT − IT

V olatility

}

(2)

In order to make timeliness measurable, we assume that a LastUpdated attribute
and a volatility constant v exist for each view u; also, the intended delivery time
must be known. Then, the overall timeliness score can be calculated as average
timeliness for all tuples in u:

tim(u) =

∑

µ∈u

tµ(μ[DT,LastUpdated], v)

|u| (3)

The intellectual criteria mentioned in [7] are:

– Believability, the expected accuracy;
– Objectivity, the degree to which the data is free of any bias;
– Reputation, the degree of high standing of the source perceived by customers.

All of them but objectivity cannot be assessed automatically without any further
user input, since they are inherently dependent on the users. Objectivity, could
be partially calculated automatically if there are technical means to verify the
data (supposing verifiable data is also objective). Reputation and objectivity may
both be used for intra-marketplace comparison to some degree where the first
requires some infrastructure on the data marketplace to measure the reputation
such as a rating system for customers on the platform. Objectivity could be used
as a measurement if the requirements for an automated assessment are fulfilled.
In this case it could even be used for an inter-marketplace comparison, which
seems very unlikely for the other two because it is hard to measure reputation
objectively in an automatic fashion across platforms and for believability the
argument is that it is inherently unmeasurable given its subjectivity.
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Finally, the group of instantiation-related criteria is comprised of:

– Amount of Data, the number of bytes returned as a query result;
– Representational Conciseness, how well the representation matches the data;
– Representational Consistency, how well the representation matches previous

representations of the same data;
– Understandability, the degree to which the data can be understood by users;
– Verifiability, the degree to which a data set can be checked and verified.

While the amount of data and the representational consistency can be assessed
automatically, the other three cannot. For representational conciseness and
understandability the reason is that only humans can judge whether the data
format matches the data or whether they understand the data. Verifiability very
much depends on the actual use-case and is hard to generalize; thus it has
been categorised as not automatically assessable. Consequently, amount of data
and representational consistency can be used for intra- and inter-marketplace
comparison. Moreover, representational consistency is suitable for automated
assessment, but requires multiple measurements, similar to availability. The rep-
resentational conciseness cannot be automatically assessed and is, thus, neither
suitable for either comparison mode.

As an example of this category, amount of data is chosen. Given that mea-
suring the size of the data in bytes can be difficult when comparing two offerings,
as providers might store the very same data at different compression rates, here
the amount of data will be measured by calculating the proportion of selected
rows and columns compared to the maximum available between providers. As
auxiliary means, let Y ⊆ Xu and let AiΘiai be a selection condition with
Ai ∈ Xu, ai ∈ dom(Ai), Θi ∈ {<,≤, >,≥,=, �=}, where dom(A) denotes the
domain of the attribute A. Then, several selection criteria can be combined into
a condition C by using disjunction or conjunction. Whereas most of the other
scores consider each provider individually, amount of data needs to consider
more than one as the score is more expressive, if it is compared to the amount
of data of other providers. Therefore, it is supposed that several providers are to
be compared. Regarding amount of data, the offering that contains the largest
response to the query is denoted u∗. To allow for comparability, it is further
supposed the views under consideration have the same schema. Now, the score
for amount of data AoD can be defined as:

AoD(u) :=
|πY (σC(u))|
|πY (σC(u∗))| (4)

To conclude this section, an overview of all the criteria, their automated com-
putability, and their applicability for intra- and inter-marketplace evaluation is
presented in Table 1, where criteria that are applicable without restrictions are
annotated with ✔, those that have limited applicability are annotated with ✔/✖,
and those not applicable at all are annotated with ✖.
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3 A Data Quality Score for Pricing

The aforementioned quality criteria can be categorized by whether they can be
assessed automatically A, manually M, or whether they are hybrids H, which
results in the following three sets:

A = {Amount of Data, Availability, Completeness, Latency, Representational
Consistency, Response Time, Security, Timeliness}

M = {Believability, Interpretability, Relevancy, Representational
Conciseness, Reputation, Understandability, Verifiability}

H = {Accuracy, Customer Support, Documentation, Objectivity}
Inspired by Baetge et al. [1], who suggest using a scoring model to evaluate
professional football players for which it is difficult to find an objective value like
in the case of data, we propose to approach data pricing utilizing a scoring model
for data quality. Note that a similar approach was proposed by Naumann [7] in
the context of quality-driven query planning.

Given sets A, M, and H of criteria, let a,m, and h denote scoring values
associated with their members, resp. These values, as evident from the previous

Table 1. Overview of quality criteria

Category IQ criterion Automated Intra DM Inter DM

Content-related Accuracy ✔/✖ ✔/✖ ✔/✖

Completeness ✔ ✔ ✔

Customer support ✔/✖ ✔/✖ ✔/✖

Documentation ✔/✖ ✔/✖ ✔/✖

Interpretability ✖ ✖ ✖

Relevancy ✖ ✖ ✖

Technical Availability ✔ ✔/✖ ✔

Latency ✔ ✔/✖ ✔

Response time ✔ ✔/✖ ✔

Security ✔ ✔/✖ ✔

Timeliness ✔ ✔/✖ ✔

Intellectual Believability ✖ ✖ ✖

Objectivity ✔/✖ ✔/✖ ✔/✖

Reputation ✖ ✔/✖ ✖

Instantiation-related Amount of data ✔ ✔ ✔

Representational conciseness ✖ ✖ ✖

Representational consistency ✔ ✔ ✔

Understandability ✖ ✖ ✖

Verifiability ✖ ✖ ✖
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examples, are scaled in the interval [0, 1], with 0 being the worst and 1 being the
highest score, i.e., let a,m, and h be in [0, 1]. Then, a simple overall score can
be defined as follows:

QSsimple =
∑

a∈A

a

|A| +
∑

m∈M

m

|M| +
∑

h∈H

h

|H| (5)

As it is very likely that users have different preferences for quality criteria, it is
sensible to allow users to provide a weighting vector W = (w1, . . . , wn), wi ∈ R

+
0

to express their preferences, where n denotes the overall number of quality cri-
teria. As in [7], it is requested that the sum of all weights must equal 1.

Several methods exist to ask users for their preferences. Naumann [7] men-
tions direct specification, pair wise comparison, and an eigenvector model. Here,
direct specification is suggested, technically realized by means of a slider-based
GUI which allows for visual feedback. Based on this, the overall, more sophisti-
cated score QS can be defined as follows:

QS =
|A|∑

i=1

wai
ai +

|M|∑

j=1

wmj
mj +

|H|∑

k=1

whk
hk (6)

At a less abstract level, QS determines the overall quality of a data set, and it
should be intuitively clear that on a data marketplace infrastructure mostly the
automated and hybrid criteria will be relevant. While QS is not a price, it can
be seen as a relative value when comparing offers of different vendors. Moreover,
given a price P for a data set, quality score QS can be used to give customers
guidance regarding the quality for money (QM) they receive, by calculating:

QM =
QS

P
(7)

We now consider an example: Providers A and B both provide past, current,
and forecast weather data, i. e., they constantly fill their database with new data
as well as update forecast data, resp. It is further assumed that the data is not
complete, as some entries get lost due to sensor malfunctions. Provider A uses
very reliable sensors but fewer (measuring AirPresure, Temperature (Temp), and
Precipitation), which results in more complete but less extensive data. Provider
B collects more data (in addition to provider A Cloudage), using less reliable
sensors. The data sets of both providers also include the date and station for
which the weather is forecast, as well as when the data were last updated.

Now suppose that an airline wants to buy weather forecast data at 5 pm
(17:00) on 7th May 2017 for the next three days from three different airports
(FRA,LHR,AMS). We assume that the volatility of weather forecast data is 24 h.
After the airline has submitted its query, the data marketplace calculates pos-
sible result sets for providers A (Table 2) and B (Table 3), resp., and applies
the quality score calculation with user supplied weights (i. e., preferences). For
simplicity, only the measures previously described will be demonstrated; clearly,
other measures – as described in [9] or newly created ones – could be applied in
the same way.
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Table 2. Relation uA for provider A

Station AirPressure Temp Precipitation Date LastUpdated

FRA ⊥ 17 0 2017-05-08 14:00

FRA 1020 19 0 2017-05-09 15:00

FRA 1005 15 41 2017-05-10 16:00

LHR 1025 16 17 2017-05-08 14:00

LHR 1008 14 85 2017-05-09 15:00

LHR 1003 12 70 2017-05-10 16:00

Table 3. Relation uB for provider B

Station AirPressure Temp Precipitation Cloudage Date Last Update

FRA 1022 18 0 70 2017/05/08 14:00

FRA ⊥ 20 ⊥ 25 2017/05/09 14:00

LHR 1015 ⊥ 19 ⊥ 2017/05/08 13:00

LHR 1004 13 ⊥ 93 2017/05/09 13:00

AMS ⊥ 13 16 ⊥ 2017/05/08 12:00

AMS 1002 12 23 97 2017/05/09 12:00

Supposing that all weights are equal, i. e., wa = wm = wh = 1
3 , the overall

quality scores per provider can be calculated as:

QS =
1
3
AoD(u) +

1
3
c(u) +

1
3
tim(u) (8)

Pluging in the respective formulae results in:

QS =
1
3

|πY (σC(u))|
|πY (σC(u∗))| +

1
3

|{μ[A], μ ∈ u,A ∈ Xu|μ[A] �=⊥}|
|u| ∗ |Xu|

+
1
3

∑

µ∈u

t(μ[LastUpdated∗], v∗)

|u| (9)

The actual values for each score as well as the overall score for wi = 1
3 and an

alternative weighting (w1 = 3
20 , w2 = 1

2 , w3 = 7
20 ) are presented in Table 4.

From these calculations it is evident that, using equal weights, provider A
has the higher quality data. However, if the airline has a strong interest in the
amount of data, it may be better off buying from provider B. Transferring the
quality score to pricing, suppose provider A offers their data for $ 1,200.00 and
provider B for $ 1,100.00. Then, a customer with an equal appreciation for all
quality criteria can calculate the respective quality-for-money ratio as quality
score point per $ 1,000.00; from this it follows that provider B offers the better
quality for money as evident from Eqs. 10 and 11.
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QMA =
0.905̄
1.2

≈ 0.7546 (10)

QMB =
0.8796

1.1
≈ 0, 7997 (11)

An issue that becomes evident in this example is the fact that the amount
of data is very hard to judge without further domain knowledge: Indeed, con-
sidering only the number of records and attributes one might miss that provider
A offers no data for the station at AMS or that provider B does only two days
of forecasting. This is left to the customer, who has to adjust their queries to
ensure they receive all the data they want.

Table 4. Quality score results for providers A and B

Provider A Provider B

Amount of data 0.83 1.00

Completeness 0.97 0.81

Timeliness 0.92 0.83

Weighted overall score (wi = 1
3
) 0.91 0.88

Weighted overall score (w1 = 1
2
, w2 = 3

20
, w3 = 7

20
) 0.88 0.91

4 Conclusions

In this paper we have studied the problem of pricing data on a data marketplace,
and we have established a relationship between quality criteria and pricing. As
demonstrated, quality scoring can help customers to choose a data provider.
The approach presented allows for a comparison of different providers on a data
marketplace based on the quality of different offerings, while considering personal
preferences of customers. Additionally, it supports customers in choosing the
product which fits their needs best. If a consensus can be reached on what
quality framework to use, the approach even allows for an inter-marketplace
comparison, probably improving competition and, as a result thereof, also the
products on offer.

Moreover, providers may also benefit as it makes evident how their offer
performs compared to the competition’s. Also, the scoring model can serve to
determine relative prices based on the relative quality of two offerings. This can
be particularly helpful if data is to be traded for data. Furthermore, providers can
learn which criteria are demanded by customers and, thus, they should empha-
size more often. As a result, they may adapt prices or quality to improve their
competitiveness. With additional knowledge gathered on a data marketplace it
would then be possible to use this score as price indication, i. e., by learning
from customer choices which data with what quality is sold at what price. This
can further improve the market for data over time.

The usage of quality criteria has vast potential with regard to versioning, i. e.,
creating different product versions of one relational data product [2], a concept
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known as second-order price discrimination. The idea behind the creation of
different versions is to discriminate customers by their willingness to pay, e. g.,
offering low quality weather data to people interested in a rough forecast with
a small budget and a high-quality product to customers using it for in-depth
analysis willing to spend a higher amount. This concept has been applied, for
instance, in [11,12] for individual quality criteria (completeness and accuracy).
On a broader level, based on all quality criteria presented herein and modelled
as multiple-choice knapsack, this idea has been explored further in [9].

We acknowledge the fact that besides data quality, data novelty (i. e., the
degree to which data is new to a customer) is important. This we want to explore
in future research. Furthermore, a practical case study, evaluating the possibili-
ties to implement such a scoring model on data market places, is an important
future research topic.
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Abstract. Business rules are very important assets of any enterprise. Very often
they are directly coded in existing software systems. As business rules evolve
during a time, the software itself becomes the only valuable source of the rules
applied. The aim of the paper is to present an approach to automatic business
rules extraction from existing system written in C#. Considerations are limited
to structural business rules. The proposed approach was implemented in a tool
which usefulness was confirmed by examples. In comparison with existing
solutions for reverse-engineering it gives better results, characterized by high
correctness, and accuracy.
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1 Introduction

Business rules belong to the main assets of any enterprise. Very often they are directly
coded in existing software systems. Typically such types of systems process a large
amount of data, involve thousands of business rules of different types, and are main-
tained because business rules change over the time [1]. As business rules evolve it is
very likely that documentation of the software systems becomes (if it is available at all)
out-of-date. In the case of system re-engineering or necessity of system migration to a
new technology, the system itself could be the only up-to-date source of knowledge of
the rules applied [2]. So, there is a strong need of business rules extraction from
existing systems.

The list of potential benefits resulting from extraction process is not limited to
system re-documentation. It also includes [3, 4]: (a) definition of mappings between
business-rules and source code what supports understanding of the system, (b) support
in system re-engineering and migration, and general in system maintenance, (c) support
for validation of the system against its requirements, (d) support in further business
rules evolution.

The paper presents an approach to automatic extraction of business rules from
existing systems written in c#. According to Tiobe index [5] c# belongs to the most
popular programming languages (5.6 % share in the market, August 2015), and the
trend is growing up. Additional assumption is that the system uses one of the
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Object-Relationship Mapping (ORM) frameworks. At that moment two of them are
considered: NHibernate [6], and EntityFramework [7]. Extracted rules are represented in
Unified Modeling Language (UML) [19] and Object Constraint Language (OCL) [20].
Both languages are often selected for this purpose, e.g. [8, 9].

The proposed approach is program-centric, automatic, and provides repeatable
results. Similarly to the approach presented in [3], it uses a set of deterministic map-
pings among different business rule types and their representation in the source code to
knowledge retrieving, and it addresses extraction of structural business rules. While
authors of [3] extract business rules from a legacy database, we extract them from the
source code written in c#. In comparison, other attempts could lead to different results
as they often rely on manual activities, e.g. identification of variables representing
domain entities [2, 10, 11] used in combination with program slicing. Sometimes
extracted business rules are not clearly named against existing classifications (mainly
calculation or derivation rules are discovered) or even clearly presented, e.g. in [2] only
the names of variables, their location and synonyms are presented, in [10] the
extraction methods are shortly presented not their results, in [4] only examples of
derived variables are presented.

The rest of the paper is structured as follows. Section 2 delivers a short description
of business rules and used classification. Section 3 contains the description of business
rules extraction method. Section 4 provides a simple but representative example of the
extraction method application and compares its result with the alternative solutions.
Last Sect. 5 concludes the paper.

2 Business Rules

“Business Rule is a statement that defines or constrains some aspect of the business.
It is intended to assert business structure or to control or influence the behavior of the
business” [12].

Within this paper we put attention to the former of the above mentioned roles which
business rules can play, what limits the scope of our interest to the structural (defini-
tional) rules according to SBVR classification [13].

SBVR (Semantics of Business Vocabulary and Business Rules) is an OMG stan-
dard in which a meta-model for describing business vocabularies and business rules is
given. This meta-model could be instantiated in different ways (we can use different
languages), e.g. the specification itself uses SBVR Structured English to define the
SBVR vocabularies and rules.

According to SBVR the other kind of rules are operative business rules. They
influence the behavior of the business either by: definition of obligation (“It is obli-
gatory that …”), or definition of prohibition (e.g. “It is prohibited that …”), or defi-
nition of restricted permission (e.g. “It is permitted that … only if … “).

Both, structural and operative business rules remove some degree of freedom. “The
degree removed by a rule might concern the behavior of people (in the case of operative
business rules), or their understanding of concepts (in the case of structural rules)” [13].

According to [13] structural rule statement should be expressed “purely in terms of
noun concepts and verb concepts, as well as certain logical/mathematical operators,
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quantifiers, etc.” Those terms of noun concepts and verb concepts introduce both: the
main elements in the domain of discourse (noun concepts), and relationships among
them (verb concepts). So, it should be noted, that definition of business rules needs the
domain vocabulary be defined first.

Structural business rules define assertions true about all instances of a concept or
propose necessary characteristics of it, meaning that the characteristic is always true of
each instance of the concept. Some structural rules can impose multiplicity constraints
for binary verb concepts. Computations and derivations also belong to that group of
rules.

Below you find some examples of structural business rules written in SBVR
Structured English or using RuleSpeak templates [14]. All examples are taken from [15]:

– It is necessary that each rental has exactly one requested car group (SBVR).
– Each rental always has exactly one requested car group (RuleSpeak).
– It is permitted that a rental is open only if each driver of the rental is not a barred

driver (SBVR).
– A rental may be open only if each driver of the rental is not a barred driver

(RuleSpeak).

There are many other but similar business rules classifications, that emerged before
SBVR, e.g. defined by Odell [16] (derivation rules, constraints), Bubenko et al. [17]
(derivation rules, event-action rules, constraints), Business Rules Group (BRG) [12]
(structural assertions, action assertions), Traveter and Wagner [18] (static and dynamic
constraints, derivation rules, event rules, production rules, authorization rules). We are
mainly interested in (static) constraints, and derivations (calculations) as well as
structural assertions. It should be noted that BRG contributed to SBVR standard.

3 Business Rules Extraction

3.1 Mappings Between Source Code and Business Elements

As was mentioned in Sect. 2, business rules strongly depend on business vocabulary
(noun concepts and verb concepts). In consequence, business vocabulary must be
extracted first. Next, we are able to extract other business elements, in our case
structural constraints.

The mappings between an object-oriented application implemented in c#, java or
c++ and business vocabulary are commonly known and implemented in many existing
reverse engineering tools, e.g. Visual Paradigm or Visual Studio 2013. The rules
implemented in our tool are very similar to those defined in [3]. The only exceptions
results from the assumption that the domain classes are stored in a database the
application communicates with by the use of NHibernate or Entity Framework. In
consequence, for example, from all the classes we filter only those being a part of
domain model. Dependently on the ORM used, we need either to find out classes in
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XML configuration file for NHibernate or - for Entity Framework - to find out classes
used as concrete parameters in the following contexts:

1. Properties of DbContext class of type DbSet<T>,
2. Classes which inherit from EntityTypeConfiguration<T>,
3. Calling the method DbModelBuilder.Entity<T> in OnModelCreating method of

DbContext class

where T is a class we are looking for.
The newly proposed element is the extraction of structured business rules from the

source code. We take into consideration the role of properties of classes as well as
constraints represented by properties’ attributes (features specific to c# language).

Below selected mappings between c# specific elements and business rules (con-
straints, derivations, and computations) are shortly described.

Source code element: attribute [StringLength(…)] defined for property P in class C
Source code example:

UML/OCL: OCL constraint; property P always has to be … characters long
UML/OCL example:

Each Name always has to be at least 3 and at most 50 characters long
Comment: property P must be of string type
Source code element: attribute [Required] defined for property P in class C
Source code example:

UML/OCL: OCL constraint; Each C always has P
UML/OCL example:

Each Person always has LastName
Comment: none
Source code element: Property P in class C for which only a getter is defined
Source code example:

UML/OCL: UML derived attribute P (proceeded with ‘/’) in class C
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UML/OCL example: FullName derived attribute in Person class
Comment: that rule could also be treated as computation rule

3.2 Applied Technologies

The application supporting extraction process was implemented in c# using Visual
Studio 2013 Professional. It is based on .NET Framework 4.5, and Windows Pre-
sentation Foundation. .NET Compiler Platform “Roslyn” is used to read and manip-
ulate existing c# solutions, and project files. GraphViz [21], and GraphViz4Net library
are used to create UML class diagrams presenting extraction results.

3.3 Extraction Process

The extraction process consists of 4 stages, presented in Fig. 1.

The aim of the first stage is to load a solution or a project representing an appli-
cation written in c# from which we would like to extract business rules. That is done
with Roslyn. Solution/project files are organized in a tree structure, and next displayed
in Solution Explorer Window (see Fig. 2).

Class 
filtering

Solution 
loading

Model 
extraction

UML diagram 
generation

Class 
filtering

Solution 
loading

Fig. 1. Extraction procedure – main stages.

Fig. 2. Solution extraction stage results.
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The second stage aims in selecting elements for which the extraction procedure is to
be run. The elements could be filtered automatically, dependently on the ORM, or
manually (a user can select both classes and their features).

A filter implemented for Entity Framework first looks for classes that inherit from
EntityTypeConfiguration<T>. Class T is very likely a member of the application
domain model. Next the filter looks for properties of DbSet<T> type in DbContext. In
the last step, the filter visits all method calls trying to find DbModel-Builder.Entity<T>.
In all cases class T is considered to be a part of the domain model. Having the classes
the filter is ready to identify associations between them. That is done by looking for
methods HasRequired, HasOptional, HasMany, and WithMany which are used to
define dependencies between tables. Class property which include ‘ID’ is treated as
artificial key, and it is automatically excluded from results of filtering process. Artificial
keys typically do not represent domain values. Similarly, the filter also excludes class
properties labeled with one of the .NET attributes: [Timestamp], [Key], [ForeignKey].

A filter implemented for NHibernate first analyses files with *.hbm.xml extension
looking for such that has as a root of xml document <class> node. Attribute ‘name’
contains information about class names representing tables in our database (we con-
sider these classes as being the elements of domain model). Nodes <property>,
<many-to-one>, <bag> help in identification of class attributes as well as associations
between classes.

The third stage aims in building an internal representation of extracted domain
model. The model is represented as an instance of the meta-model presented in Fig. 3.

The process itself consists of five steps: (a) extraction of noun concepts represented
by classes (b) extraction of verb concepts represented by generalization relationship,
(c) extraction of verb concepts represented by associations, (d) extraction of noun

Fig. 3. Meta-model of domain model and structural business rules.
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concepts represented by class attributes, (e) extraction of structural business rules
represented by constraints or derived attributes.

The fourth stage aims in translating the internal representation of the business
model into graphical representation with the use of GraphViz and GraphViz4Net.

4 Example

4.1 Test Project Description

To demonstrate the results of proposed extraction method we use a tutorial project from
Microsoft. “The Contoso University sample web application demonstrates how to
create ASP.NET MVC 5 applications using the Entity Framework 6 and Visual Studio
2013 (…) It includes functionality such as student admission, course creation, and
instructor assignments” [22].

The domain model used here is quite simple. It consists of only 7 domain classes,
e.g. Course, Person, Student, Instructor. Correctness of input data is validated with the
use of attributes from System.ComponentModel.DataAnnotations namespace.

4.2 Business Rules Implemented Within the Test Project

We have identified and counted structural business rules implemented within the test
project. The project contains definition of:

– 20 general noun concepts (e.g. Course, Title, Credits, Department, Name, Budget,
Start Date, Student, Person, Instructor, First Name, Last Name);

– 20 fact types (e.g. Student specializes Person, Instructor specializes Person, Course
has Title, Course has Credits, Student enrolls for Course);

– 13 constraints (e.g. Each Person always has exactly one First Name; Each Person
always has exactly one Last Name; Each Course always has to be tought by exactly
one Department; Each Name always has to be at least 3 and at most 50 characters
long).

4.3 Extraction Results

The result of extraction method is represented by a class diagram with a set of OCL
constraints (see Fig. 4).

4.4 Comparison with Alternative Tools

We decided to compare results of structural business rules extraction with alternative
tools existing on the market, i.e. Visual Paradigm, and Visual Studio 2013. Both
mentioned tools are able first of all to extract business vocabulary (classes, attributes,
generalization relations, associations).
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It should be mentioned that our tool offers two main functionalities, not available in
the competitors:

– It is able to limit presented results to domain classes automatically; e.g. in the case
of Visual Paradigm and Visual Studio a user has to manually check out classes
belonging to the domain, otherwise also other classes like views or controllers will
be extracted; moreover our tool hides irrelevant data, e.g. operations, artificial keys,
timestamps etc. That is possible as domain classes are extracted from underlying
ORM.

– It is able to extract not only the vocabulary but also structural constraints connected
to class properties. That is possible as the tool is able to interpret annotations.

Fig. 4. Example extraction results - UML class diagram with the set of OCL constraints.
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Table 1 presents comparison results in terms of number of extracted elements. The
first column shows a real number of business rules belonging to particular category
(counted manually). The following columns show numbers of business rules extracted
by (a) implemented tool, (b) Visual Paradigm, (c) Visual Studio 2013. It can be noticed
that proposed approach bits the other in the number of extracted constraints. The other
tools are only able to extract multiplicity constraints, when one association end is
limited to 1. The implemented tool does not fully support enumeration types. It is why
it extracted 12 from 13 constraints (enumeration Grade type is not represented as a
separate class). On the other side, the tool as the only one is able to extract
derivation/computation rules.

5 Summary

The paper presents a method of automatic extraction of structural business rules from
application source code written in c#. The proposed method is similar to that presented
in [3], but the main difference is that the source of knowledge in [3] is a legacy database
while in our case application vocabulary (noun and verb concepts) is extracted from an
ORM tool. At that moment the implemented solution supports two such tools: Entity
Framework, and NHibernate. Some heuristics that help in hiding irrelevant data are
implemented, however a user still has a possibility to extract these elements if he or she
is interested in them.

The way in which application vocabulary is retrieved can be met also in the existing
tools supporting reverse engineering. However, the other tools are unable to extract
most of structural business rules, e.g. constraints. What more, the other tools need a
user to select folders containing the classes representing domain knowledge. Other-
wise, the resulting model will be huge and difficult to understand. We obtained 302
elements: classes, attributes, operations, associations, etc. in Visual Paradigm for the
test project.

In the future we are going to validate the method with larger applications, con-
taining more implemented business rules. We hope that will help to discover and
implement more filtering rules. Also a support for enumeration type is planned. The
other direction of the research is to extend it with operational rules.

Table 1. Effectiveness of implemented tool in comparison with alternative tools

Element type Test project Implemented tool Visual Paradigm Visual Studio

General noun concepts 20 20 20 20
Fact types 20 20 20 19
Constraints 13 12 1 4
Derivations/Computations 1 1 0 0
Total 54/100 % 53/98 % 41/76 % 43/80 %
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Abstract. Mutation testing, which includes first order mutation (FOM) testing
and higher order mutation (HOM) testing, appeared as a powerful and effective
technique to evaluate the quality of test suites. The live mutants, which cannot
be killed by the given test suite, make up a significant part of generated mutants
and may drive the development of new test cases. Generating live higher order
mutants (HOMs) able to drive development of new test cases is considered in
this paper. We apply multi-objective optimization algorithms based on our
proposed objectives and fitness functions to generate higher order mutants using
three strategies: HOMT1 (HOMs generated from all first order mutants),
HOMT2 (HOMs generated from killed first order mutants) and HOMT3 (HOMs
generated from not-easy-to-kill first order mutants). We then use mutation score
indicator to evaluate, which of the three approaches is better suited to drive
development of new test cases and, as a result, to improve the software quality.

Keywords: Mutation testing � Higher order mutation testing � Live mutants �
Equivalent mutants � Multi-objective optimization algorithm

1 Introduction

In 1970 s, a fault-based technique was introduced by DeMillo et al. [1] and Hamlet [2]
as a way to measure the effectiveness of test suites, called mutation testing (first order
mutation testing). Mutants are the different versions of an original program generated
by inserting, via a mutation operator, only one semantic change (or fault) into the
original program. Mutation operators depend on programming languages, but there are
some traditionally used mutation operators, e.g., deletion of a statement, replacement of
Boolean expressions, replacement of arithmetic, replacement of a variable. Given set of
test cases (TCs) is executed on the original program and all its mutants. If output result
of mutant is different than the output result of original program, with any test case (TC),
we say that the mutant is killed. In other words, the test case kills mutant. If a mutant
was killed by all of given TCs, it is named “Easy to kill”.

Conversely, if output results of mutant and original program are the same with all
test cases, the mutant is called “live” or “not killed”. In this case, none of the test cases in
the given set of test cases can kill the mutant. This could be for two reasons: (1) The
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given set of test cases is “not good enough” to detect the difference between the original
program and its mutants; it drives developers to create new test cases able to kill live
mutants. (2) The mutant is an equivalent mutant; it means that the mutant has the same
semantic meaning as the original program and there is no test case able to kill the mutant.

The equivalent mutant problem (EMP) is one of the crucial problems in mutation
testing [4, 7, 12]. This is one of the reasons why mutation testing is not yet widely
adopted in practice. A lot of approaches have been proposed for overcoming the EMP
(and the mutation testing’s problems in general) including second order mutation
testing [7–11] or higher order mutation testing [3–6] in general. Higher order mutation
testing is an idea presented by Jia and Harman [3] and in a manifesto by Harman et al.
[4]. This promising idea offers solutions to overcome the limitations of traditional
mutation testing. Mutants can be classified into two types: First Order Mutants (FOMs)
and Higher Order Mutants (HOMs). The first are used in traditional mutation testing
and generated by applying mutation operators only once in each mutant. The second
are used in higher order mutation testing and constructed by inserting two or more
changes per mutant.

Mutation score (or mutation adequacy) was defined as the ratio of the number of
killed mutants to the number of non-equivalent mutants [13]. The number or
non-equivalent mutants is a difference between total number of generated mutants and
number of equivalent mutants.

Mutation score indicator (MSI) is another quantitative measure of the quality of test
cases. Different from MS, MSI was defined as the ratio of killed mutants to all gen-
erated mutants [7, 14–17]. MSI lies between 0 and 1. If MSI is 0, all generated mutants
are live mutants. If MSI is 1, all mutants are killed. Ignoring equivalent mutants means
that we accept the lower bound on mutation score. In addition, in fact many mutation
operators can produce equivalent mutants of the same behaviour as the original pro-
gram, while detection of equivalent mutants often involves additional human effort.

Live mutant problem includes equivalent mutants and non-equivalent mutants,
which could be killed by adding high quality TCs. So, existing live mutants can drive
development of new high quality TCs. Development of new high quality TCs decreases
the number of live mutants due to new TCs able to kill some non-equivalent live
mutants. New high quality TCs have a positive impact on software quality. Our goal is
to investigate which strategy to generate HOMs gives more opportunities to drive
development of high quality TCs. Three considered strategies are: (1) HOMT1 - HOMs
generated from all first order mutants, (2) HOMT2 - HOMs generated from killed first
order mutants and (3) HOMT3 - HOMs generated from not-easy-to-kill first order
mutants.

In this paper, we apply three multi-objective optimization algorithms – NSGAII,
NSGAIII and eMOEA (Epsilon-MOEA) – to generate HOMs based on our objectives
and fitness functions. We use mutation score indicator (MSI) as the indicator of use-
fulness of higher order mutation in driving development of TCs. Furthermore, HOMs
simulate faults, which require more than one change to correct them. This kind of
faults, represented by HOMs, is even more realistic than faults represented by FOMs.
For example, Purushothaman and Perry [23] found that there is less than 4 % proba-
bility that a one-line change will introduce a fault in the code. Hence, HOMs com-
plement FOMs and enhance realism of mutation testing giving opportunity to simulate
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more realistic faults and create test cases able to spot these kind of faults. Also the
number of equivalent mutants in each of the strategies (FOMT, HOMT1, HOMT2 and
HOMT3) would be different. Hence, our dependent variable (MSI) is indeed an
approximate measure of how useful each of the strategies can be in driving TCs
development.

The rest of the paper is organized as follows. Section 2 includes our objectives and
fitness function, which are applied to multi-objective optimization algorithms. Sec-
tion 3 presents the experimental procedure, the proposed multi-objective optimization
algorithms and real-world projects under test. Section 4 shows results of the empirical
evaluation. Section 5 discusses threats to validity, while the last section presents
conclusions and proposition of future works.

2 Objectives and Fitness Functions

Based on the idea “number of test cases (TCs) which can kill HOMs is as small as
possible”, we have proposed objectives and fitness functions [29], which we will apply
in the different multi-objective optimization algorithms to generate HOMs. Some
notations are explained below (See Fig. 1):

H: a HOM, constructed from FOMs: F1 and F2
T: The given set of test cases
TF1 � T: Set of test cases that kill FOM1
TF2 � T: Set of test cases that kill FOM2
TH � T: Set of test cases that kill H
A � TH: Set of test cases that can kill H and all its constituent FOMs.
B � TH: Set of test cases that kill H but cannot kill any its constituent FOMs.
C � TH: Set of test cases that kill H and can kill FOM1 or FOM2.

The Fig. 1 showed that the set of TCs that kills a HOM can be divided into 3
subsets:

Fig. 1. The combination of sets of TCs
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– The first is the subset that can kill HOM and all its constituent FOMs (subset A)
– The second is the subset that kills HOM and can kill FOM1 or FOM2 (subset C)
– The third is the subset that only kills HOM and cannot kill any FOMs (subset B)

From that, we have proposed objectives and their fitness functions [29] (see
Equations below) to apply multi-objective optimization algorithms to construct HOMs
as follows:

Objective 1: Minimize the number of TCs that kill HOM and also kill all its
constituent FOMs (The fitness function is fitness(OB1) in Eq. 1).

Objective 2: Minimize the number of TCs that kill HOM but cannot kill any their
constituent FOMs (The fitness function is fitness(OB2) in Eq. 2).

Objective 3: Minimize the number of TCs that kill HOM and can kill FOM1 or
FOM2 (The fitness function is fitness(OB3) in Eq. 3).

fitnessðOB1Þ ¼ #ðTH \TF1 \ TF2Þ
# TH

ð1Þ

fitnessðOB2Þ ¼ #ðTH nðTF1 [TF2ÞÞ
#TH

ð2Þ

fitnessðOB3Þ ¼ #ððTH \ðTF1 [ TF2ÞÞnðTF1 \TF2ÞÞ
#TH

ð3Þ

fitnessðHÞ ¼ # TH
#ðTF1 [ TF2Þ ð4Þ

The values of fitness(OB1), fitness(OB2) and fitness(OB3) lie between 0 and 1. In
addition, we also have proposed the fitness(H) function (Eq. 4) which is used to
evaluate a HOM whether it is harder to kill than its constituent FOMs or not. If the
number of TCs that can kill HOM is smaller than the number of TCs that can kill its
FOMs, HOM is called harder to kill than its constituent FOMs.

3 Experiment Planning and Execution

The aim of our experiment was to answer the research question: How to combine
FOMs to create hard to kill HOMs (well suited to evaluate the quality of test cases and
drive their development)?

3.1 Supporting Tool

We use Judy tool [7, 17] to conduct the empirical studies. Judy (http://www.
mutationtesting.org/) is a mutation testing tool for Java programs. It supports large set
of mutation operators, as well as HOM generation, HOM execution and mutation
analysis.
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3.2 Multi-Objective Optimization Algorithms

NSGA-II is the second version of the Non-dominated Sorting Genetic Algorithm that
was proposed by Deb et al. [18] for solving non-convex and non-smooth single and
multi-objective optimization problems. Its main features are: it uses an elitist principle;
it emphasizes non-dominated solutions; and it uses an explicit diversity preserving
mechanism. NSGA-III is the extension of NSGA-II which is based on the supply of a
set of reference points and demonstrated its working in 3 to 15-objective optimization
problems [19]. The εMOEA (eMOEA) is a steady state multi-objective evolutionary
algorithm that co-evolves both an evolutionary algorithm population and an archive
population by randomly mating individuals from the population and the archive to
generate new solutions [20, 21].

3.3 Projects Under Test (PUT)

In our empirical study we use five real-world, open source projects (see Table 1) which
were downloaded from the SourceForge website (http://sourceforge.net). Table 1
shows the projects selected for the experiment along with their number of classes
(NOC), lines of code (LOC) and number of given test cases (#TCs).

3.4 Experimental Procedure

For each project under test, we ran the process, which was described in following
experimental procedure, 5 times. HOMs were generated in three ways. Firstly, HOMs
were created by combining FOMs from the set of all generated FOMs. And second one,
delete first live FOMs from set of generated FOMs, then create HOMs by combining
FOMs from the set of killed FOMs. And the last, first delete all of easy to kill FOMs,
which were killed by all of given TCs, from set of generated FOMs, then create HOMs
by combining FOMs from the set of not-easy-to-kill FOMs Then we calculated the
average value of each program for each algorithm. We set out the experimental pro-
cedure as follows:

Table 1. Projects under test

Project NOC LOC #TCs

BeanBin 72 5925 68
Barbecue 57 23996 190
JWBF 51 13572 305
CommonsChain 1.2 103 13410 17
CommonsValidiator 1.4.1 144 25422 66
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4 Results and Analysis

Results were shown in Table 2. FOMT is implementation of first order mutation testing.
HOMT1 is the implementation of higher order mutation testing where HOMs are
generated on a basis of all FOMs. HOMT2 is the implementation of higher order
mutation testing where HOMs are generated on a basis of killed FOMs. HOMT3 is the
implementation of higher order mutation testing where HOMs are generated on a basis
of not-easy-to-kill FOMs.

The results presented in Table 2 indicate that the given sets of TCs of PUTs have
lower MSI in first order mutation testing. It means that there are many live FOMs and
the given sets of TCs are not good enough to detect the difference between original
program and their mutants and, therefore, need to be improved following the results of
mutation analysis based on the FOMT strategy. The numbers of live FOMs makes up
from 52 % to 87 % of generated mutants. Only a small number of FOMs were killed by
the given sets of TCs. In the case of live FOMs, we have to check whether the live
FOMs are equivalent mutants or not, but it often involves additional human effort. If
mutants are not equivalent, developers or testers create new TCs and check whether
they are able to kill live FOMs. If live FOMs are equivalent mutants, TCs, which can
kill them, do not exist.
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The most striking result is that the HOMT2 strategy appeared to be useless as it
gives a false impression that TCs are of high quality (MSI is equal or close to 100 %)
and the usefulness of HOMT2 is strongly limited, i.e., opportunities of test case
improvement guided by results of HOMT2 mutation analysis are rare if any. Almost all
of higher degree mutants, which were constructed by combining the killed FOMs, are
also killed. This indicates that, combining first order killed mutants to create higher
degree mutants is not a good way to evaluate and improve the quality of given set of
test cases because the generated HOMs are easy to kill.

The HOMT1 and HOMT3 strategies seem to be better and offer more opportunities
to improve the quality of given set of test cases, as MSI (and the number of killed
mutants) decreased in comparison to HOMT2.

The experimental results indicated that, we should not use first order live mutants to
create difficult (but possible) to kill higher order mutants. And using not-easy-to-kill
mutants to generate higher order mutants is a promising method, which could be
applied to the area of higher order mutation testing to evaluate and improve the quality
of given set of TCs.

5 Threats to Validity

Equivalent mutants constitute a threat to validity because the ratio of equivalent
mutants in each strategy is unknown, while the problem of detecting equivalence
between two mutants is an undecidable problem [7]. Furthermore, using five selected
projects under test (PUTs) may not be representative of all Java programs in general
and therefore, the results of the study may not be generalizable to all Java programs.
Additionally the number of evaluated strategies is limited and, we think that further
investigations would allow proposing new strategies for generating difficult (but

Table 2. The mean value of MSI for each project under test (%)

Project Under
Test (PUT)

Strategy

Barbecue BeanBin Commons 
Chain

Commons 
Validator JWBF

FOMT 15.79 15.11 42.65 47.10 12.96

HOMT 
1

NSGAII 70.59 36.32 89.92 92.41 94.54
NSGAIII 69.67 43.04 84.38 92.31 91.30
eMOEA 69.19 41.04 87.55 93.15 91.20

HOMT 
2

NSGAII 100 100 100 100 100
NSGAIII 100 100 100 100 100
eMOEA 96.15 100 100 99.31 100

HOMT 
3

NSGAII 64.01 62.11 40.12 83.93 77.78
NSGAIII 54.23 59.23 50.28 86.05 80.00
eMOEA 73.59 69.42 49.67 87.76 90.91
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possible) to kill higher order mutants. Applying other multi-objective optimization
algorithms as well as the large PUTs is also needed to improve the obtained results.

6 Conclusions and Future Work

We applied our objectives and fitness functions to multi-objective optimization algo-
rithms for constructing HOMs from the set of generated FOMs in three ways. In the
first one, we used all of the FOMs, in the second one, we used the FOMs, which were
killed by at least one TC, while in the third one, we used not-easy-to-kill FOMs. The
results indicated that applying multi-objective optimization in the area of higher order
mutation testing to generate HOMs could be an interesting complementary approach to
FOMT, but the strategy of selecting FOMs to build HOMs is of great importance. The
strategy one should absolutely avoid is to build HOMs on a basis of killed FOMs (i.e.,
HOMT2). The alternative strategies HOMT1 and HOMT3, where HOMs are built on a
basis of all FOMs give better results. The obtained results suggest the direction of
further investigation, which could be a strategy where HOMs are build, for example, on
a basis of live FOMs and/or HOMs of lower degree.

Applying multi-objective optimization algorithms to generate higher order mutants
is a promising way for overcoming the limitations of mutation testing [5, 22]. In our
previous work [22], the results of our experiment indicated that our approach is able to
reduce the generated HOMs compared with FOMs as well as is useful in constructing
higher order mutants. In this paper, we shed additional light on usefulness of higher
order mutation strategies to drive development of new, high quality test cases.

In further research, we will investigate how process metrics [24, 25], based on
development of test cases, combined with product metrics [26], based on mutation
testing, can improve software defect prediction models we build in collaboration with
our industrial partners [27, 28].
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Abstract. The goal of higher order mutation testing is to improve muta-
tion testing effectiveness in particular and test effectiveness in general.
There are different approaches which have been proposed in the area of
second order mutation testing and higher order mutation testing with
mutants order ranging from 2 to 70. Unfortunately, the empirical evi-
dence on the relationship between the order of mutation testing and
the desired properties of generated mutants is scarce except the con-
viction that the number of generated mutants could grow exponentially
with the order of mutation testing. In this paper, we present the study
of finding the relationships between the order of mutation testing and
the properties of mutants in terms of number of generated high quality
and reasonable mutants as well as generated live mutants. Our approach
includes higher order mutants classification, objective functions and fit-
ness functions to classify and identify generated higher order mutants.
We use four multi-objective optimization algorithms for constructing
higher order mutants. Obtained empirical results indicate that 5 is a
relevant highest order in higher order mutation testing.

Keywords: Mutation testing · Higher order mutation · Higher order
mutants · Multi-objective optimization algorithm

1 Introduction

Mutation testing has been considered as one of the most effective techniques for
evaluating the quality of given sets of test data which are used in software testing.
The technique is applied to assess the quality of given sets of test cases (TCs)
based on their ability of detecting the differences between program under test
(PUT) and its mutants [1,2]. The mutants are different PUT versions, which are
produced by syntactically altering the source code of the PUT. The syntactic
changes are called mutation operators. After executing the given set of test
cases on the original program (PUT) and each of its mutants, mutation testing
evaluates the quality of test cases by mutation score (MS) or mutation score
indicator (MSI). MS is defined as the ratio of killed mutants to the differences
c© Springer-Verlag Berlin Heidelberg 2016
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of all generated mutants and equivalent mutants [1,2]. While MSI is the ratio of
killed mutants to all generated mutants [9–12].

Many approaches (e.g., selective mutation, sampling mutation and weak
mutation) have been proposed to overcome limitations of mutation testing [6,14].
Higher order mutation testing, an idea of Jia and Harman in 2009 [3,5], is one
of the most promising solutions. Instead of using only one simple change as
the traditional mutation testing [1,2], higher order mutation testing uses more
complex changes to generate mutants by applying two or more mutation opera-
tors. An n-order mutant is created by n mutation operators, for example, it can
be generated by combining n first order mutants. Hence, higher order mutants
reflect more realistic complex faults and can be harder to kill than first order
mutants [3–5,8]. Strongly subsuming higher order mutants (HOMs) [3,5] can be
used to replace all of n constituent first order mutants (FOMs). This is not only
without loss of test effectiveness but potentially can reduce the cost of mutation
testing execution by reducing the number of generated mutants.

Equivalent mutant is the one that has the same semantic meaning as the
original program and thus cannot be detected any test suite [1,2]. Higher order
mutation testing can also be helpful to overcome equivalent mutants problem
(EMP) [12] which is a serious, long-standing problem of mutation testing.

In this paper, our research focuses on finding the “relevant highest order”
of higher order mutants based on the relationships between the order of muta-
tion testing and the properties of mutants. We apply multi-objective optimiza-
tion algorithms to search for valuable HOMs and investigate the relationships
between the order of mutation testing and the properties of mutants in term of
ability for constructing high quality and reasonable HOMs, as well as generating
live HOMs. High quality and reasonable HOM, one of 11 HOM types that were
classified by us [15,16], is a HOM which is harder to kill than any constituent
FOMs and is only killed by the subset of the intersection of set of test cases
that kill each constituent FOM. This definition is the same as the definition of
Strongly subsuming and coupled HOM in the classification by Harman et al. [3,5]
which we extended. Live mutants are the mutants which cannot be killed by the
given test suite but could be killed by new quality TCs [17]. In this case, we have
to create new TCs to improve the fault detection effectiveness of the existing set
of TCs.

The rest of the paper is organized as follows. Section 2 is the overview of
the proposed approaches in higher order mutation testing. Section 3 presents the
experiment goals, the multi-objective optimization algorithms and implementa-
tion details. Section 4 includes the results to answer the posed research questions.
The last section includes the conclusions and further work.

2 Related Work

Second order mutation testing is a specific case of higher order mutation testing.
According to results of works on second order mutation testing, not only at least
50% of mutants were reduced [12,18,19] without loss of effectiveness of testing,
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but also the number of equivalent mutants can be reduced (i.e. the reduction in
the mean percentage of equivalent mutants passes from about 18.66% of total
of FOMs to about 5% of total of HOMs [19] or the mean reduction of equivalent
HOMs is about 50% compared with FOMs [12]) and generated second order
mutants can be harder to kill than first order mutants [7,12,18,19].

In 2009, Jia and Harman [3,5] defined a new paradigm for mutation testing—
higher order mutation testing—and the rules to classify HOMs. They then used
search-based optimization algorithms to find and evaluate the proportion of sub-
suming, as well as strongly subsuming HOMs to all generated HOMs. Their
experiments showed approximately 15% of all found Subsuming HOMs are
strongly subsuming HOMs and they also indicated that finding such HOMs
may not be too difficult. The highest order of their experiment is 9 and they
summarized that “the highest order mutants may find application in attempts to
reduce mutation effort because they subsume the largest number of FOMs” [3].

Langdon et al. [8] suggested inserting “semantically close” faults instead
of inserting “syntactically close” faults to the original program under test in
order to produce better mutants. Their opinions are based on the claim of
Purushothaman and Perry [20], who indicated that a modification made to fix
one real fault needs several source code changes. From analysis of the relation-
ship between syntax and semantics, Langdon et al. [8] introduced two objectives,
small semantic distance and minimum syntactic changes, which were applied
using NSGA-II multi-objective optimization algorithm. Their goal is to find
higher order mutants that represent more realistic complex faults and are harder
to kill. The highest order of their experiment is 70 and the number of mutants
grows exponentially with order.

Omar et al. [17] presented the approach using search-based algorithms for
finding subtle HOMs with a new objective function to identify subtle HOMs.
They defined subtle HOMs as HOMs that are not killed by a given set of test
cases but can be killed by other new test cases. They set up different maximum
orders for each algorithm. For example, 25 is the maximum HOM degree for
Random Search Algorithm and 15 is the maximum HOM degree for Genetic
Algorithm. Their results indicate that the ability in finding subtle HOMs of
lower degrees or higher degrees belongs to different algorithms [17].

In our previous work [15,16], with 15 being the highest considered degree of
mutants, we used multi-objective optimization algorithms for finding valuable
high quality and reasonable HOMs (strongly subsuming and coupled HOMs)
based not only on a new classification of HOMs but also new objective and fitness
functions. The results indicated that our approach can be useful in searching for
available high quality and reasonable HOMs, and among them, eNSGA-II is
one of the best algorithms. In this paper we use the classification of HOMs, as
well as objective and fitness functions proposed by us [15,16]. There are eleven
categories of HOMs (see Table 1) and they are identified on a basis of the values
of 4 fitness functions [15,16].

H1 category describes live (and potentially equivalent) mutants, which cannot
be killed by the given set of test cases.
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Table 1. Eleven categories of HOMs (see [16] for details)

Name HOM is

H1 Live (potentially equivalent) Mutant (TH is null)

H2 Non-Quality, Un-Reasonable and With New TCs

H3 Non-Quality, Un-Reasonable and With Mixed TCs

H4 Non-Quality, Reasonable and With New TCs

H5 Non-Quality, Reasonable and With Mixed TCs

H6 Non-Quality, Reasonable and With Old TCs

H7 High quality and Reasonable

H8 Quality, Reasonable and With Mixed TCs

H9 Quality, Reasonable and With Old TCs

H10 Quality, Un-Reasonable and With Old TCs

H11 Quality, Un-Reasonable and With Mixed TCs

3 Experiment Goals and Set up

3.1 Goals

The study will answer the research questions posed as follows:

RQ1. What are the ratios of number of HOMs in the identified mutant categories
(H1-H11) to all generated HOMs for different orders?

By means of this question, we want to obtain the number of generated HOMs
in the identified mutant categories. A number of generated HOMs will be col-
lected and classified according to the kind of HOMs and according to the order
of HOMs.

RQ2. What are the ratios of high quality and reasonable HOMs (H7) to all
generated HOMs for different orders?

This question is, in fact, a part of the previous research question focused on
a kind of mutants being of special interest. The aim is to obtain the frequency
of generating high quality and reasonable HOMs (H7). Such mutants not only
reflect harder to kill, realistic, complex faults but also could be used to replace
all of its constituent FOMs.

RQ3. What are the ratios of “live (potentially equivalent) mutants” (H1) to all
generated HOMs for different orders?

Answering this question may shed some light while trying to find the relevant
highest order of mutation testing.

3.2 Experimental Units and Material

In this study we use the same mutation testing tool for Java called Judy, includ-
ing also multi-objective optimization algorithms for searching HOMs, and three
different projects under test for this study as in our previous works [15,16].
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Judy1 [12,13] mutation testing tool for Java not only provide the large set of
mutation operators but also has build-in support for HOMs generation, higher
order mutation testing execution and mutation analysis.

Four multi-objective optimization algorithms (NSGA-II, eNSGA-II, NSGA-
III and eMOEA) are implemented to produce and evaluate HOMs based on our
objective and fitness functions [16].

In our empirical study, we use three projects under test (PUT) [16], which
are real-world software projects. Table 2 shows lines of code (LOC), number of
classes (NOC) and number of given test cases (NOT) of the three selected open
source projects.

Table 2. Software projects under test

Project under test (PUT) LOC NOC NOT

BeanBina 5925 72 68

Barbecueb 23996 57 190

JWBF (Java Wiki Bot Framework)c 13572 51 305
ahttp://beanbin.sourceforge.net
bhttp://barbecue.sourceforge.net
chttp://jwbf.sourceforge.net

3.3 Approach

We set out the experimental procedure as follows (for each software, we run each
algorithm 3 times, after then we calculate the average numbers to evaluate):

f o r each so f tware under t e s t do
f o r each a lgor i thm do

loop 3 t imes
. generate a l l p o s s i b l e FOMs by apply ing
the s e t o f Judy mutation ope ra to r s
. s e t o b j e c t i v e and f i t n e s s f unc t i on s
f o r each multi−ob j e c t i v e opt imiza t i on a lgor i thm do

. s e t popu la t i onS i z e =100

. s e t maxMutationOrder =15

. from se t o f FOMs, generate and eva luate HOMs,
guided by ob j e c t i v e s and f i t n e s s f unc t i on s
. c a l c u l a t e the numbers to answer RQs

end f o r
end loop
. c a l c u l a t e the mean va lue s

end f o r
end f o r

1 http://www.mutationtesting.org/.

http://beanbin.sourceforge.net
http://barbecue.sourceforge.net
http://jwbf.sourceforge.net
http://www.mutationtesting.org/
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4 Results and Analysis

The maximum mutation order in our experiment is 15. Differences in the source
code of the three SUTs resulted in some variations in mutation operators finally
used to generate HOMs [15,16].

Table 3. The ratios of number of HOMs in the identified mutant categories to all
generated HOMs [%]

HOMs eMOEA NSGAII eNSGAII NSGAIII

H1 35.58 34.16 37.61 34.26

H2 0.06 0.06 0 0.14

H3 5.11 6.72 4.18 6.28

H4 4.32 3.66 6.89 4.81

H5 0.33 0.59 0 0.2

H6 46.45 46.11 38.46 45.41

H7 3.68 4.12 6.18 3.62

H8 0.06 0 0 0

H9 0.26 0.45 0.71 0.4

H10 3.54 3.53 4.75 4.16

H11 0.59 0.59 1.18 0.73

Table 4. The ratios of number of HOMs of a particular order (2–15) to all generated
HOMs [%]

Order eMOEA NSGAII eNSGAII NSGAIII

2 11.65 12.57 9.34 12.18

3 15.67 14.70 14.12 14.82

4 14.69 16.11 14.01 14.94

5 13.57 15.08 14.73 12.56

6 11.07 8.93 7.44 9.39

7 7.81 6.93 7.08 8.53

8 5.96 5.57 3.34 5.22

9 4.13 4.47 5.28 4.31

10 3.60 4.08 3.13 3.51

11 2.10 2.52 5.14 3.37

12 3.01 3.55 5.03 2.84

13 2.81 1.49 4.67 3.31

14 1.63 2.19 3.47 2.38

15 2.30 1.81 3.22 2.64



On the Relationship Between the Order of Mutation Testing 251

Answer to RQ1
To answer this question, we calculate the ratios of number of HOMs in each of

the identified mutant categories (H1-H11) to all generated HOMs (see Table 3),
as well as the ratios of number of HOMs of a particular order (2–15) to all
generated HOMs (see Table 4).

The ratios of number of HOMs in the identified mutant categories to all
generated HOMs are similar for four algorithms, see also Fig. 1.

Fig. 1. The ratios of number of (H1-H11) to all generated HOMs [%]

The mean ratio of H1 mutants to all HOMs is around 35% and the ratio
of high quality and reasonable HOMs to all HOM is from 3.68% to 6.42%. H1
mutants in this case are live mutants, which cannot be killed by the given test
suite but could be killed by some other new quality TCs [17]. We need further
investigation to evaluate whether the HOMs are really equivalent mutants or
not. It includes creating the new quality TCs to detect the difference between
PUT and its non-equivalent mutants which belong to the set of live mutants.

A high number of H6 (see Table 3 and Fig. 1) shows that there are many
generated HOMs which are more difficult to be killed than FOMs and only be
killed by TCs belonging to the union of sets of TCs that can kill their constituent
FOMs, except the TCs that can kill simultaneously all their constituents. The
ratio of total of reasonable HOMs (H4-H9) to all of generated HOMs is fairly
high, over 55% of total generated HOMs. This indicates that we can find the
mutants that are harder to kill and more realistic (reflecting real, complex faults)
than FOMs by applying multi-objectives optimization algorithm. Approximately
9% of reasonable HOMs (H4-H9) are classified as high quality and reasonable
HOMs (H7). This number is high because the ratio of all reasonable HOMs to
all generated HOMs is quite a large.

Table 4 describes the ratios of generated HOMs of a particular order to all
of generated HOMs. The results indicated that generally for lower orders the
number of generated HOMs is larger than for higher orders, for all of our four
search-based algorithms.
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Table 5. The mean ratios of H7 to all generated HOMs per order [%]

Order 2 3 4 5 6 7 8 9 10 11 12 13 14 15

eMOEA 11.80 6.27 5.76 1.88 0.53 0.00 0.99 0.00 1.64 0.00 0.00 0.00 0.00 0.00

NSGAII 14.37 7.53 3.98 2.19 0.65 0.84 0.00 1.30 0.00 0.00 0.00 0.00 0.00 0.00

eNSGAII 20.38 11.96 8.46 4.88 0.00 0.00 0.00 0.00 0.00 0.00 2.14 0.00 0.00 0.00

NSGAIII 13.05 6.69 3.98 1.11 0.00 0.70 0.00 1.38 0.00 0.00 0.00 0.00 0.00 0.00

Answer to RQ2
High quality and reasonable HOMs (H7) are the HOMs which are more

realistic complex faults and harder to kill than any FOMs [15,16]. In addition,
using them to replace all of its constituent FOMs leads to reducing testing costs
without loss of test effectiveness. Obtained empirical results show that we can
find high quality and reasonable HOMs from the 2nd-order to the 5th. For the
6th-order, as well as for higher orders, generated high quality and reasonable
HOMs are rare. There is lack of high quality and reasonable HOMs in many cases
(see Table 5). As a result, we may conclude that higher order mutation up to
the 5-th order can be rewarding wrt. searching for high quality and reasonable
HOMs (H7) by applying multi-objective optimization algorithms.

Answer to RQ3
Table 6 shows the mean ratios of live (and potentially equivalent) mutants

(H1) to all produced HOMs according to orders. The number of H1 mutants
is quite large–22 to 55% of the generated HOMs. Live mutants include non-
equivalent mutants and equivalent mutants. Non-equivalent mutants can be
killed by some new quality TCs. Equivalent mutants are really same-semantic-
meaning versions of the original program under test and cannot be killed by any
test suite. In this case, we need a further investigation to evaluate whether live
mutants are equivalent or not (a thorough review of the possible approaches and
their classification is presented by Madeyski et al. [12]). This leads to creating
new high quality TCs to improve the fault detection effectiveness of the existing
set of test cases.

Table 6. The mean ratios of H1 to all generated HOMs per order [%]

Order 2 3 4 5 6 7 8 9 10 11 12 13 14 15

eMOEA 59.53 41.41 33.07 22.75 25.40 35.26 32.01 36.67 27.32 37.38 30.72 37.06 36.14 40.17

NSGAII 50.54 43.59 32.53 26.13 28.91 29.97 38.33 27.39 33.33 30.77 27.32 35.06 26.55 32.26

eNSGAII 58.85 50.13 26.41 22.68 22.71 30.46 35.48 40.82 42.53 53.85 42.86 46.15 41.24 36.67

NSGAIII 48.45 42.24 28.82 29.54 23.89 33.26 26.62 27.65 41.24 37.06 48.95 22.16 35.83 30.08

FINDING: 5 is a relevant highest order in higher order mutation testing as the
ratio of high quality and reasonable HOMs (H7) to total number of HOMs (gen-
erated using multi-objective optimization algorithms) is high for orders between
2 and 5. This ratio is low, close to zero, for orders higher than 5, while the ratio
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of live (and potentially equivalent) mutants to total number of HOMs is large for
every order (see Fig. 2).

Fig. 2. The ratios of H1 and H7 to all generated HOMs per order [%]

5 Conclusions and Future Work

In this paper, we have investigated the relationships between the order of muta-
tion testing and the properties of generated higher order mutants. We evaluated
the results on a basis of generated different kinds of HOMs (H1-H11), especially
the number of generated high-quality-reasonable HOMs (H7) and the number
of generated live HOMs (H1). The empirical results indicated that 5 can be a
relevant highest order in higher order mutation testing.

Using only three selected projects under test (PUTs) may not be a represen-
tative sample of all Java programs in general and therefore, the results of the
study may not be generalizable to all Java programs as well as other program-
ming language. Hence further research is recommended. Nevertheless, we believe
that this study is a step towards unveiling the relationship between the order
of mutation testing and the properties of generated mutants represented by our
classification of higher order mutants.
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Abstract. Responsive web design (RWD) allows applications for adapting
dynamically to diverse screen sizes, proportions, and orientations. RWD is an
approach to the problem of designing for the great number of devices ranging
from small smartphones to large desktop monitors. The goal of the paper was to
test the usability of an application for management of a scientific conference
developed using responsive design paradigms. Two versions of the responsive
applications were implemented using different design patterns. Various tech-
niques of usability were employed including tests with prospective users,
experts’ inspections as well automated tools. The obtained results were thor-
oughly analysed and recommendations on the utilization of individual design
patterns in developing mobile web applications were formulated.

Keywords: Responsive web design � Usability testing � Web applications �
Mobile applications

1 Introduction

The rapidly growing market for mobile devices along with technological progress
caused a considerable growth of the number of mobile websites and applications.
Usability models, methods, and metrics have been an intensively developed area of
research for many years. During the last decade the area has been extended to include
usability problems of mobile systems and applications. ISO 9241-11 presents usability
model consisting of three attributes: effectiveness, efficiency and satisfaction [1].
Nielsen’s model of usability is composed of five following attributes: efficiency, sat-
isfaction, learnability, memorability, and errors [2]. In turn Harrison et al. [3] devised
the PACMAD usability model for mobile applications which mentions seven attributes
effectiveness, efficiency, satisfaction, learnability, memorability, errors and cognitive
load. Extensive overview of challenges and problems in usability testing of mobile
applications can be found in Zhang and Adipat [4]. Shitkova et al. [5] worked out and
present a set of 39 usability guidelines for mobile applications and websites. Gomez
et al. [6] complied heuristic evaluation checklists and adapted them to mobile
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interfaces. A series of works reporting usability evaluation of mobile applications using
different approaches have been published recently [7–10].

In this paper we present a new website worked out to support the preparation of the
8th Asian Conference on Intelligent Information and Database Systems to be held
during 14-16 March 2016 in Da Nang, Vietnam. ACIIDS 2016 is co-organized by
Vietnam-Korea Friendship Information Technology College (Vietnam) and Wrocław
University of Technology (Poland). The application was developed using responsive
design paradigms [11] to address the technological progress and market trends. The
goal our research was to conduct usability evaluation of two versions of the application:
the first one designed for conservative users using traditional laptops and the second
one intended for users utilizing smartphones. Both versions were compared in terms of
effectiveness, efficiency, and satisfaction. Moreover, the ACIIDS 2016 website’s usage
statistics produced by Google Analytics [12], one of the most commonly used web
analytic tools, were analysed.

2 Web System for ACIIDS 2016 Conference

A new web system was developed and exploited to aid in preparing the ACIIDS 2016
conference. The main goal of the system was to provide the scientific community with
all organizational information about the conference including instructions how to
submit papers and participate in the event. Therefore, the majority of information was
placed in the textual form on the website. The proper information architecture and
navigation was necessary to enable the users to find quickly information they needed.
The overall design of the website adhered to a standard structure of internet conference
services to be recognizable and easy to use to any researcher who was interested in
ACIIDS 2016. The system did not support the processes of paper submission and
reviewing which were accomplished by another system, namely the EasyChair con-
ference management system. The only function requiring input of data was the
Registration which enabled the authors of accepted papers to register for the conference
and provide data for invoice receipt.

We assumed that our service should be accessible and usable to researchers pos-
sessing different devices ranging from small smartphones through laptops and tablets to
big desktop monitors. Therefore we applied responsive web design (RWD) approach to
develop our conference service (see Fig. 1). Responsive design represents significant
challenges for developers because it depends on shuffling elements around the page,
which makes the design and development work closely together to provide a usable
experience across various screen resolutions, sizes, and orientations. RWD requires
conducting suitable usability tests.

Google Analytics, one of the most commonly used web analytic tools, was
employed to gather ACIIDS 2016 website’s usage statistics. Selected metrics provided
by Google Analytics based on data collected during the second half of 2015 are pre-
sented in the rest of this section. They illustrate how intensively the website was used
and how important role it played in preparing the conference. The definition of the
metrics can be easily found in the Internet, e.g. on the official website of the tool [13],
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and in one of the numerous books on web analytics, e.g. in the Clifton’s book [12]. Basic
metrics produced by Google Analytics are presented in Table 1. The Map Overlay report
in Fig. 2 illustrates that 18,349 visits came from 102 countries and 6 continents and
Vietnam and Poland are the most frequent locations. In turn, ten top countries and cities
where the most visits came from are placed in Table 2. They are located mainly in
South-East Asia, Japan, Korea, and Europe, what is depicted in Fig. 3.

The daily distribution of ACIIDS 2016 site visits is presented in Fig. 4, where peaks
of the curve reflect the increased number of visits caused by some controlled events.
These events occurred when either mailing actions were carried out (M) or deadlines
for paper submission, notification of acceptance, registration, camera-ready papers, and
payment expired (D).

The pie graphs in Fig. 5 indicate that the vast majority of potential conference
participants still use laptops and desktop computers. Nevertheless, the number of visits
with mobile devices, such as smartphones and tablets is 1572 and 351, respectively. In
turn, 820 new users utilized smartphones and 151 new visitors accessed the website
with tablets. These figures justify our decision to develop the website using the RWD
approach.

Fig. 1. Illustration of responsive design of ACIIDS 2016 website.

Table 1. Basic metrics provided by Google Analytics

Metrics Value Metrics Value

No. of visits (sessions) 18,349 No. of visitors 7,529
No. of page views 71,906 New visitors 41.4 %
Avg. visit duration [min] 3:39 Returning visitors 58.6 %
Pages/Visit 3.92 Bounce rate 37.0 %
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3 Experimental Evaluation Setup

The main goal of evaluation experiments was to identify the usability problems of two
versions of the ACIIDS 2016 website. The first version was designed for conservative
researchers using laptops and desktop computers whereas the second one was devoted
to those who utilize small touchscreen devices like mobile phones. The next goal was
to compare both versions in terms of effectiveness, efficiency, and satisfaction using
two different sorts of commonly used devices, namely standard laptops and smart-
phones. The third goal was to work out the recommendations on how the ACIIDS 2016
website might be improved.

Fig. 2. Map Overlay report on countries where site’s visitors came from

Table 2. Ten top countries and cities where the most visits came from

Country Visits City Cnty Visits

1 Vietnam 4,798 Ho Chi Minh City VN 1,970
2 Poland 3,739 Wroclaw PL 1,753
3 United States 714 Hanoi VN 1,449
4 Japan 672 Da Nang VN 691
5 Taiwan 625 Gliwice PL 488
6 South Korea 550 Warsaw PL 469
7 Thailand 528 Bangkok TH 385
8 India 492 Singapore SG 238
9 Malaysia 449 Can Tho VN 218
10 Czech Republic 434 Seoul KR 193
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Two experimental versions of the ACIIDS 2016 web applications were developed
using the RWD approach to carry out usability tests across platforms. Both versions
encompassed all functions of the official conference website being actively exploited

Fig. 3. Map Overlay report on cities where site’s visitors came from

Fig. 4. Daily distribution of ACIIDS 2016 website visits

Fig. 5. Distribution of device types over visits and new users
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but they differed in information and navigation structures. We called them classic and
vertical stack websites, and they are denoted in the rest of the paper as Classic and
Vstack, respectively. The former consisted of a set of separate subsites with common
graphic layout. Menu of this version was positioned horizontally at the top of the page.
Clicking a particular menu item redirected the user to the proper subsite. The layout
and navigation of the Classic website met the requirements and expectations of the
researchers using desktop computers and laptops.

In turn, the Vstack website was composed of only one page comprising the whole
content divided into tabs. The content was then laid out in a scrolling vertical column
Navigating was provided by a side menu that was hidden by default. To see the menu
the user had to click a special button positioned in a visible place at the top of the page.
When the user clicked an item on the menu, the page “scrolled” to the tab that
corresponded the clicked item. According to Tidwell [14] mobile web pages should use
the vertical stack layout to be usable on devices of different sizes, especially if they
contained text-based content and forms. Both versions were implemented with
HTML5, CSS3 and Bootstrap framework [15] allowing for RWD. Dynamic elements
of the website, like forms, were implemented in PHP.

15 tasks were prepared for the users to complete (see Table 3). They reflected the
most common actions performed by the visitors of the conference website. All tasks but
two consisted in finding specific information in the website. In turn, tasks T11 and T13
encompassed the input of data to the system through online forms.

Effectiveness, efficiency, and satisfaction measures recommended by the ISO
Standard 9241-11 [1] were applied to usability evaluation experiments.

Participants of usability testing were volunteers recruited from among the
researchers of Wroclaw University of Technology who were engaged in research into

Table 3. 15 tasks to complete by the participants

T1. Find when the authors will be notified of paper acceptance.
T2. Find what is the registration fee for authors of accepted papers.
T3. Find what is the page limit for a paper submitted to the conference.
T4. Check whether John Smith from USA is the member of Program Committee.
T5. Find the topic of the plenary lecture delivered by Professor John Smith from USA.
T6. Find where the conference proceedings will be published.
T7. Display the photo gallery from the previous ACIIDS 2014 conference held in Bangkok.
T8. Find to what special session you could submit a paper on traffic optimization in a smart city.
T9. Find the date and time of the conference banquet.
T10. Proceed to the EasyChair paper submission system.
T11. Register for the conference as an author of two papers.
T12. Download the detailed program of the conference in the pdf file.
T13. Log in as the user John Smith and download the invoice for the registration fee.
T14. Find how to book hotel room at the Pullman Danang Beach Resort 5*.
T15. Download the conference flyer in the pdf file.
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intelligent information and database systems. They fully corresponded the target users
of the ACIIDS 2016 website. In total, 32 users took part in research and 47 percent of
them participated in previous editions of the ACIIDS conference. The participants were
divided into four separate groups. Each group had to complete the tasks using the
Classic or Vstack versions of the applications run on either laptops (L) or smartphones
(S). Thus, we obtained four variants of application/device combinations which we
called Classic_L, Classic_S, Vstack_L, and Vstack_S, respectively. The basic
characteristics of the participants are given in Fig. 6.

Fig. 6. Characteristics of users taking part in usability testing
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Usability testing was carried out by individual users separately under the super-
vision of a moderator. Each session of a participant using laptop was recorded by the
Morae tool [16], in turn the user’s activity during testing with a smartphone was
captured by the Lookback tool [17]. Having completed a session the moderators filled
the forms with results using their own notes and Morae or Lookback recordings.

The Post-study System Usability Questionnaire (PSSUQ) was applied to measure
users’ perceived satisfaction with the conference application. PSSUQ is one of the most
popular standardized questionnaires which encompasses 16 items grouped in four
sub-scales: overall, system, information, and interface quality. The final score is
computed by averaging all sub-scales [18, 19]. The advantage of PSSQU is that it is
highly reliable with Cronbach’s alpha coefficient equal to 0.94 and is completely free.

However, during the analysis the results of five users were rejected as outliers. It
was caused by the users’ attitude to tests who could not feel themselves into a role of a
conference participant and refused to fulfil some tasks. It was also proved by statistical
nonparametric method for outlier detection based on interquartile range (IQR) which
allowed for discarding observations that fell below Q1–3 IQR or above Q3 + 1.5 IQR,
where Q1 and Q3 stand for the upper and lower quartiles respectively. In consequence
the further analysis is based on the results produced by 27 participants.

Supplementary research was conducted with experts who carried out inspection of
the conference website to discover potential usability problems in an interface. We
recruited 19 experts from among the researchers of Wroclaw University of Technology
and web and mobile developers working in local software companies. Seven experts,
who were experienced in organizing scientific conferences, employed the cognitive
walkthrough method [20]. Four experts applied the heuristic evaluation approach
[21, 22] and eight experts used control lists prepared on the basis of well-known 247
web usability guidelines [23]. Each expert was assigned one of four variants of the
application/device combinations, i.e. Classic_L, Classic_S, Vstack_L, or Vstack_S. An
expert equipped with an appropriate instruction was working alone and had to fill an
excel form with his findings within one week.

4 Analysis of Experimental Results

Selected quantitative results referring to the attributes recommended by ISO Standard
9241-11: efficiency, effectiveness, and satisfaction are presented in this section.

Binary Tasks Completion Rate. It belongs to the most fundamental metrics of Effec-
tiveness. Completion rate is the percentage of tasks completed successfully. During our
research the moderators assessed whether individual tasks were fulfilled correctly based
on pattern scenarios and a list of criteria. Average completion rates for individual
variants of application/devices is presented in Fig. 7. The lowest score was obtained for
the Classic_L variant where the elderly participants more frequently failed in accom-
plishing their tasks. The observation of user actions allowed for detecting a number of
usability problems in the interface as well as the structure of the website.

Task Time. Time of task completion is in turn the basic metrics of Efficiency. It was
measured from the moment when the user had finished reading the task until point of
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time when the user had found the answer or declared verbally that had finished the task.
The average completion time for individual tasks is depicted in Fig. 8. It can be clearly
seen that time needed to accomplish task 11 was the longest because it consisted in
filling the online registration form. This activity took more time on smartphones.
Having excluded tasks 11 and 13, which required filling online forms, we made
nonparametric Wilcoxon tests to compare the task time between each pair of
application/device. The significant differences were observed only between variants
Classic_L and Classic_S. The younger participants using Classic_S were completing
tasks faster than older users employing Classic_L.

Satisfaction Ratings. Each participant filled the Post-study System Usability Ques-
tionnaire (PSSUQ) at the end of the usability session. 34 percent of PSSUQ were filled
completely whereas 66 percent were incomplete. According to Sauro and Lewis [19]
PSSUQ items produce four scores including one overall and three subscales. The
System Quality (SysQual) subscale is computed as average of items 1 through 6, the
Information Quality (InfoQual) subscale is obtained as average of items 7 through 12,
the Interface Quality (IntQual) subscale is produced by averaging items 13 through 15,
and finally the Overall score is achieved by averaging all the items, i.e. 1 through 16.
The final scores may have values between 1 and 7, where the lower score the higher

Fig. 7. Average binary tasks completion rate for individual variants of application/devices

Fig. 8. Average completion time for individual tasks
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degree of satisfaction. The PSSUQ scores for individual scales and for all variants of
application/device are shown in Fig. 9. It is clearly seen that Classic_L provided the
highest degree of satisfaction. In turn, the PSSUQ scores for individual items and for all
variants of application/device are depicted in Fig. 10. The items 7–9 concerning the
reaction of the system to mistakes made by the users attained very bad scores. This
reflects the malfunction of the system when users were registering using the Firefox
browser. The highest satisfaction with Classic_L was proved by the non-parametric
Wilcoxon test.

Final Recommendations. 111 recommendations on how to improve the application
and the structure of website were formulated based on the results of usability testing
and expert inspections. 32 problems were rejected by the moderators as less important.
The summary of problems identified for individual versions and devices and combi-
nations of them is shown in Table 4. 13 problems out of 79 were identified by users
only, 35 by experts only and 31 by both groups. The percentage of problems detected
by users only, experts only and by both groups is depicted in Fig. 11.

Fig. 9. PSSUQ scores for individual scales.

Fig. 10. PSSUQ scores for individual items.
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5 Conclusions and Future Work

The results of usability testing of the conference website developed according to
responsive web design paradigm are presented in the paper. The experiments con-
ducted with 32 participants and 19 experts provided an extensive list of recommen-
dations on how to improve the application and information structure of the website.

The highest degree of satisfaction was perceived by the participants using the
Classic_L application/device variant. Usability testing with this variant was carried out
with the oldest group of users who got used to standard applications run on popular
devices such as laptops. This group of participants failed in completing tasks more
frequently than other groups. However, they blamed themselves for that rather than the
interface deficiency of the application they tested. The younger participants accom-
plished their tasks with any application/device variants easily. Nevertheless, they
noticed many interface elements which should be improved, especially in regard to the
information structure and online forms.

Table 4. Summary of usability problems identified during research

Problems applied to No.

Each version and each device 59
Only Classic version 5
Only Vstack version 9
Only smartphones 1
Only laptops 1
Only Classic_L 0
Only Classic_S 2
Only Vstack_L 0
Only Vstack_S 2
Sum for Classic_L 64
Sum for Classic_S 66
Sum for Vstack_L 68
Sum for Vstack_S 70
Total 79

Fig. 11. Percentage of usability problems identified by individual groups of researchers
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It is planned to work out an improved version of the ACIIDS website based on the
recommendations formulated in this study. The second round of usability testing will
be carried out with the improved version of the conference website.
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Abstract. In this paper we propose a new algorithm for person name
disambiguation within authors of scientific publications. The algorithm
is effective, elastic, and tailored to a scientific knowledge base. Besides
the common properties of publication; namely, title, venue, author and
co-authors names, it also exploits references. One of the reasons is that
we decided to enrich the University Knowledge Base with connections
between publications, not only references represented by a reference (i.e.
author’s name, title, etc.). Our algorithm utilises the unsupervised app-
roach which does not require creating a training set, which is time and
resources consuming. However, we want to leverage additional informa-
tion available from crowd sourcing or authorised users which confirms
authorship and citation relations between papers. By utilising this infor-
mation default parameters of the unsupervised algorithm can be opti-
mised for a given case by means of a genetic algorithm in order to
increase the accuracy. The proposed method can be applied for three
tasks: assigning a publication to a specific researcher, indicating that a
new author is yet unknown to the database and clustering a set of pub-
lications into clusters that contain papers of one researcher. Validation
results confirm high accuracy of the new algorithm and its usefulness in
the process of populating a scientific knowledge base.

Keywords: Person name disambiguation · Unsupervised approach ·
Genetic algorithm · Scientific knowledge base

1 Introduction

In the process of building a digital library it is crucial to identify a person who
wrote certain article and to find all her/his publications. Usually information
provided by a publication is not enough to precisely indicate an author of that
piece of work. Many solutions were proposed to tackle this problem, nevertheless
it still remains unsolved.

A knowledge base that is useful for researchers should consist of publications
and their authors. Furthermore, in order to increase its usefulness, references
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used in publications could be extracted and connected with corresponding pub-
lications creating a citation graph. Researcher’s profiles are also useful, e.g.,
topics that are of interest for a given researcher. All the above allow for pro-
viding additional functionality for a knowledge base, for instance, expert finding
in a given field, evaluating researcher’s contribution by calculating indices, e.g.,
h-index. In order to extend functionality of our University Knowledge Base [1],
we decided to include references and researcher’s profiles in the knowledge base.

While extracting information about researchers, their activities and publica-
tions, one of the crucial problems is the name disambiguation. Usually, we have
a set of publications with a given text representing author’s name and a set of
researches (also with text strings representing their names and sometimes with
additional attributes forming a researcher’s profile) and we would like to assign
each publication to one of the researchers. The problem is complicated because
usually there are various forms of researcher’s names, e.g., a name can be written
with the first and last name of a researcher (with or without middle name), or
with initials for the first name, with or without initials for the middle name. It
often happens that the authors’ first and last names are from the dictionary of
first names, in this case family names are mistakenly assumed to be first names
(and then are replaced by initials). Last but not least, for popular names it hap-
pens very often that two different persons hold the same pair (first name, family
name).

While building the University Knowledge Base [1] we also encountered the
issue of person name disambiguation. Hence, we designed an approach that is
effective and tailored to our knowledge base. This paper describes in more detail
the approach sketched in [1].

The algorithm, besides the regular attributes; that is, co-author name, article
title, and publication venue, exploits the citation relation between publications
because our knowledge base is collecting this information.

We used unsupervised approach in order to avoid creating training sets for
each researcher. However, a training set can be used in our solution to update
default parameters of the algorithm and increase effectiveness. This functionality
is motivated by the fact that data in the University Knowledge Base is verified
by crowd sourcing and authorised users. Especially, information confirmed by
authorised users is of high quality and could be used to tune the algorithm
parameters. The update of the parameters is performed by a genetic algorithm.

The proposed algorithm can be applied for person name disambiguation in
two ways, by clustering a set of publications into clusters of publications authored
by one researcher and by assigning a publication to a particular researcher.
Furthermore, it is able to detect that a given publication is written by a new
author who has not been listed in the knowledge base yet.

In this paper we focus on the person name disambiguation task for a scientific
knowledge base. In particular we present a new approach to disambiguation of
authors. Moreover, we show how the proposed solution can be applied in our
University Knowledge Base and how it influences its functionality and the quality
of data.



272 P. Andruszkiewicz and S. Szepietowski

The remainder of this paper is organized as follows: Sect. 2 presents related
work. InSect. 3 theproposedapproach topersonnamedisambiguation is described.
The experimental results are highlighted in Sect. 4. Finally, Sect. 5 summarises the
conclusions of the study and outlines future avenues to explore.

2 Related Work

Various methods have been employed for Person Name Disambiguation. A review
of this field of study can be found in [2,3]. We can distinguish two main approaches:
(1) supervised [4–6] and (2) unsupervised [7–10] regarding the requirements for a
training set.

In supervised methods the idea is to build a predictive model, which is used to
decide if a pair of publications belong to the same author or not. The drawback
of supervised methods is that they need a training set, which in turn requires
human labour to be annotated. Moreover, models are usually trained for each
name separately; it means that huge amount of data should be manually anno-
tated. Furthermore, a training set should be up-to-date regarding the subject of
papers published by researchers with the same name. The consequence of that is
the constant need of updating a training set with new domains that will appear
in considered publications. A training set usually consists of pairs of publica-
tions labeled with positive category, they belong to the same author, or negative
category if they are of different authors.

In [4] two supervised solutions that use Naive Bayes and SVM classifiers were
proposed. Regarding the training set construction the most important difference
between these two approaches is that the former uses only positive cases whereas
the latter both positive and negative.

[11] introduced a different method called DISTINCT. It uses SVM to learn
a model for weighing different types of linkages and applies agglomerative hier-
archical clustering that connects the most similar pairs of clusters.

Unsupervised methods do not need a manually annotated training set, which
is the advantage over supervised methods. In order to solve name disambiguation
problem, unsupervised methods use clustering to partition publications. Each
cluster is a set of publications written by a given researcher. These methods
can be divided into three steps: building data representation model, calculating
similarity between publications, and clustering.

In [12] citation-term matrix and tf-idf were used to represent data. A different
approach, where relations between attributes of publications (e.g., whether two
publications have the same venue, the same co-authors, or cite each other) were
used, was presented in [8].

In step 2 the similarity measure is calculated. In [12] cosine similarity was
used and a categorical set similarity measure was proposed in [9] for that purpose.

As the last step, clustering is performed. Many classical clustering algorithms
were used, e.g., agglomerative clustering [9], K-way spectral clustering [12], and
Hidden Markov Random Fields (HMRF) [8].
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Considering a different criterion, person name disambiguation algorithms can
be divided into two groups, depending on the approach they utilise. One app-
roach is to group publications into clusters written by the same author [12,13];
and another approach is to assign a given publication to a specific author [4,8].

Some person name disambiguation methods utilise external information, e.g.,
researcher’s web pages on the Internet, search engines. [14] uses web search engine
in order to find single author documents and extract citations. [15] proposes a
measure of Web correlation, which calculates a number of co-occurrence in a
web page. User feedback helps in [16] to obtain better disambiguation.

One of the reasons why our method can employ a more convenient unsuper-
vised approach is that default values of all the parameters are easy to define at
the beginning, which makes the training phase unnecessary. However, if there
is a training set available, the parameters can be anytime updated and tuned
by a genetic algorithm. The proposed method is suitable for two approaches:
for publications’ grouping and a publication assignment to a person. Moreover,
it considers citation relation and is easily extensible to other information, e.g.,
topics of interests of researchers that form researcher’s profiles. Those properties
are not common which makes our algorithm particularly interesting and new.
Its detailed description can be found in Sect. 3.

3 Person Name Disambiguation for Researchers

Our algorithm includes two steps. The initial clustering that forms sets of pub-
lications probably authored by one researcher. Those sets of publications are
clustered again in the second step.

3.1 Initial Clustering

The initial clustering is based on matching the first and last names; we skip
middle names. Having a set of publications written by researchers with the same
last name, we try to match first names and create clusters of publications whose
authors’ first and last names match. We reduce first names to initials if at least
one first name is given by an initial. In this way we obtain basic name disam-
biguation: small clusters containing publications which supposed to be written
by the same researcher. Apart from this it is almost certain that publications
from different clusters do not belong to the same author.

The relations discovered in this step are used in the further steps of the name
disambiguation algorithm.

3.2 Final Clustering

In the next step we perform clustering for each initial cluster separately because
initial clustering cannot separate publications written by authors with the same
first, middle and last name. The process of final clustering is described in detail
in the next sections.
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Similarity of Publications. The aim of a method is to cluster publications
based on relations between them. As a starting point we use the relations pro-
posed in [7]; namely, co-authorship, citations, extended co-authorship, and user’s
restrictions. We calculate them as shown in [7]. As an additional relation we add
the similarity of two publications’ titles because we observed that a scientist usu-
ally publishes within one domain and his/her publications often have the same
words in titles. To calculate titles relation we used Apache Lucene1 similarity
measure. In the calculation of similarity between publications we assign a weight
to each relation. The similarity of two publications is defined as follows.

P =
5∑

i=1

piwi, (1)

where:

– pi – is value of the i-th relation,
– wi – is the weight for i-th relation,
– P – is the similarity of publications.

Similarity between a publication and a group of publications is defined as an
average of similarities between the publication and all publications from the
group.

In order to choose the relation weights we propose a genetic algorithm, which
is a new approach. Moreover, we propose a clustering method for assigning pub-
lications to groups iteratively. This process is described in the next section.

Iterative Clustering. The pseudocode for the clustering method is presented
in Algorithm 1. The algorithm iteratively scans publications and searches for the
nearest cluster of publications. If the similarity between a cluster and the pub-
lication is high enough, i.e., greater then similarityThreshold, the publication
is assigned to the most similar cluster. Otherwise, a new cluster with only one
publication is brought into being.

The output of the algorithm are groups of publications authored by one
researcher.

Genetic Algorithm. In order to assess the similarity between publications, the
measure defined in Eq. 1 needs xto be calculated. This requires optimisation of
the weights for all considered relations and a similarityThreshold. To avoid the
manual process of choosing the weights and the similarityThreshold parameter
values, we propose to use a genetic algorithm.

A candidate solution, a creature, in our algorithm contains 6 values, 5 for
weights of relations (co-authorship, citations, extended co-authorship, user’s
restrictions, and the similarity of titles) and one for a similarityThreshold.
The sample creature is shown in Table 1.
1 https://lucene.apache.org/.

https://lucene.apache.org/.
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Algorithm 1. The iterative clustering algorithm
Data: P // a set of publications

Data: similarityThreshold // a minimal threshold for a publication to

be assigned to an existing cluster

Result: C // a set of clusters

begin
C ← ∅
foreach p ∈ P do

slist ← ∅
foreach c ∈ C do

s ← similarity(p, c) // calculate the similarity between a

publication and a cluster

slist.add(s) // store the similarity

end
smax ← slist.getMax() // find the highest similarity

if smax.isNull() || smax <= similarityThreshold then // if there

are no clusters or there is no cluster similar enough

C.addNewCluster().add(p) // add new cluster with the given

publication

end
else

maxSimCluster ← smax.getCluster() // get the cluster; it

is the most similar cluster for the publication

maxSimCluster.add(p) // add the given publication to the

most similar cluster

end

end

end

Where:
– P – a set of publications,
– C – clustering results,
– similarityThreshold – a parameter that reflects minimal similarity threshold

for a publication to be assumed that it belongs to a cluster.
– similarity(p, g) – calculates the similarity between a publication and a cluster

of publications.

Table 1. The sample candidate solution.

r1 r2 r3 r4 r5 b

0.23 0.85 0.3 0.44 0.91 1.35
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In our algorithm an initial population is randomly generated. The population
has 32 creatures. We use the truncation selection and take the best half of
the creatures. The crossover operator calculates the average of all recalibrated
weights and the threshold. The mutation operator adds a random value drawn
from < −1; 1 > range to the threshold parameter and the weights are modified
according to the equation wnew = 1 − wold.

The next generation consists of half of the best parents and half of the gen-
erated children. As a fitness function we use the measure defined in Eq. 2.

4 Experimental Evaluation

Data set consists of 2305307 publications and their authors, collected from the
following digital libraries: Association for Computing Machinery Digital Library
(ACM), DBLP Computer Science Bibliography, Microsoft Academic Search, and
CiteSeer Digital Library. Unfortunately, only 142832 of publications had infor-
mation about references to other publications (links between publications). The
rest only provided a title and author(s) of the referenced publication. In the
experiments we used only the 142832 publications with reference information.

In our experiments, the clustering accuracy measure was defined as follows.

S =
|Gt ∩ Ga|

|Gt| , (2)

where:

– Gt – is cluster assignments based on a test set,
– Ga – is the result of the clustering algorithm.

Thus, the accuracy of clustering is the number of clusters that are present
both in the test set (the ground truth clusters) xand in the clustering results
provided by the algorithm divided by the number of clusters from the test set.

The first experiment was conducted for the last name Johnson. For this last
name we prepared user’s restrictions that led to perfect clustering. Using this
first experiment we adjusted the algorithm parameters; namely the weights of the
relations and the threshold parameter. With the adjusted values of weights and
parameter we performed the experiments on other last names, and the results
are presented in Fig. 1. The accuracy for clustering is around 0.80 on our data
set. Only the results for Li and Wilson significantly deviate from the average
with the accuracy of 0.70 and 0.96, respectively.

We also verified whether we could find better parameters’ values for each last
name by applying the genetic algorithm separately for each last name. Table 2
shows the results of disambiguation with fixed weights and threshold values, that
were used in the previous experiment, and with the weights tailored for each last
name independently.

Tailoring the parameters for each name separately did not improve the output
to a high extent, only for 5 out of 8 last names we were able to find better set
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Fig. 1. Clustering accuracy measure in person name disambiguation.

of parameters. This suggests that the parameters can successfully be optimised
based on a small fragment of the data set, which solves the problem of creating
a big training set with labeled data. The optimal parameters for a set of names
can be estimated for example by taking the average of the weights and threshold
values for several last names.

Table 2. Clustering accuracy with fixed weights and threshold values, parameters
chosen separately for each last name for all researchers and those with at least two
publications (denoted as 2r).

Lastname Smith Clark Li Jones Williams Brown Taylor Wilson

Fixed params
accuracy

0.8046 0.8276 0.6967 0.8108 0.8276 0.8056 0.7917 0.9630

Chosen params
accuracy

0.8390 0.8620 0.8279 0.8378 0.8620 0.8056 0.7917 0.9630

Chosen params
acc. 2r

0.6250 0.6670 0.5670 0.5550 0.7000 0.7330 0.6250 0.8000

The high accuracy of the algorithm obtained in the already described experi-
ment suggests that name disambiguation is performed properly; that is, the algo-
rithm distinguishes different authors with the same last name. However, these
very promising results may derive from the fact that there are many researchers
who have only one publication in our data set. Therefore we repeated the exper-
iment using only researchers that have at least two publications. The results
are presented in Table 2 (the row denoted as ‘Chosen params acc. 2r’). We can
observe that the results dropped significantly. The reason could be that there
is not enough links between publications, especially not all publications of one
author have linked references, and our algorithm cannot find the relations. This
is to some extent probably caused by the lack of references linking publications
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in our collected set (over 2.3 million publications) that was reduced by removal of
publications without linked references. Publications removal resulted in almost
94 % reduction of the number of publications. Thus our citation graph was very
sparse compared to the real one. In future work, we plan to investigate this issue
and enrich our test set with more references.

To sum up, the proposed method apart from authors’ names additionally
takes into account also title similarity which enables the system to assign a pub-
lication to a proper researcher, i.e., cluster, in an unsupervised manner. More-
over, additional information (included in a supervised data set) can be used to
update the algorithm parameters at anytime.

5 Conclusions and Future Work

In this publication the problem of person name disambiguation for building a
scientific knowledge base has been investigated. We propose an algorithm which
is tailored to our University Knowledge Base, however, it can successfully be
applied to other knowledge bases, provided they contain objects connected by
some relations.

The algorithm utilises unsupervised approach and lets the user improve its
default parameters by adding supervised data such as information provided by
crowd sourcing and authorised users. Not only can it be applied for clustering
a set of publications in order to obtain clusters of publications authored by one
researcher but it also allows one publication to be assigned to a specific researcher
who is known by the knowledge base. Moreover, it detects publications written
by new authors that are not represented in the knowledge base yet.

The results of the experiments suggest that our algorithm can be used for
person name disambiguation in the University Knowledge Base, increase its accu-
racy and enrich its functionality.

In future work, we plan to investigate the possibility of a training set self
generation for the initial setup of parameters application. Furthermore, we plan
to enhance our algorithm by using additional information from researcher’s pro-
files, investigate the issue of many authors with only one publication and enrich
our data set with more references.
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Struk, W.: AI platform for building university research knowledge base. In:
Andreasen, T., Christiansen, H., Cubero, J.-C., Raś, Z.W. (eds.) ISMIS 2014.
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Abstract. This study models an integration between agent-based simulation
and machine learning in order to achieve comprehensive behavior prediction.
The model is applied to the case of customer churning in a subscription-based
business. Providing a good model for behavior prediction requires dynamic
simulation based on social structure. In this study, we first executed an
agent-based simulation to capture the dynamic structure of human behavior.
Next, we conducted machine learning to classify human behavior using a
classification algorithm. Finally, we verified the agent-based simulation and
machine learning results by comparing the accuracy of both models. Based on
the agent-based simulation results, we provide some recommendations to
improve the accuracy of agent-based simulation based on the classification
results from machine-learning procedures.

Keywords: Agent-based simulation � Machine learning � C4.5 � Action pre-
diction � Behavior prediction

1 Introduction

A large amount of information is now available due to the rapid spread of the Internet.
While analyzing a large amount of data, there is a growing momentum to use it in
business and in people’s personal lives. Until now, many companies have analyzed a
large amount of data and have used it in business. Rapid progress is being made in
further information terminals such as smart phones, and various services such as
electronic money and SNS are spreading. People now perform various actions using the
Internet.

Machine learning can predict behavior. However, it is difficult to use the results of
machine learning to influence policies and measures after the behavior prediction [1].
For instance, the machine-learning result may only lead to a decision that the company
needs a new action in marketing strategy (e.g., promotion, cross-selling, or up-selling)
to decrease the number of customer defections, without knowing when the ideal time is
to implement such marketing strategies. There is a need for a dynamic perspective
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that can look for the detailed structure inside the customer churning process to com-
plement improving the prediction techniques. One method commonly used for mod-
eling the detailed social structure is agent-based modeling and simulation. Many earlier
works on customer behavior and customer behavior prediction have executed
agent-based simulations to obtain a better result in modeling the behavior of the cus-
tomer as an agent. This is supported by the fact that each customer has different
preferences in making decisions, and by using agent-based simulation we can see
certain dynamics through this behavior. The prediction accuracy of human behavior
can be improved by combining machine learning with agent-based simulations.
However, the setting values used in the agent-based simulations are often determined
by human judgment, and it is not easy to determine the optimal parameters.

In this study, in performing action predictions, we propose a method for deter-
mining the appropriate parameters of the agent-based simulation by using the simu-
lation results of machine learning.

2 Related Work

With the capability for behavior prediction using machine learning, Jourge et al. pre-
dicted customer behavior using a dataset provided by a Brazilian mobile company [2].
They applied four machine-learning techniques: neural networks, decision trees, a
genetic algorithm, and neuro-fuzzy simulations. These four methods have been verified
through demonstrations and experiments to any degree of accuracy the cancellation
action of the user. Their study uses 37 kinds of data, including information on billing
data and monthly fees, communication history data, age, gender, demographic data, the
residential city limits, and contract data such as discount plans. As a result, the neural
network and the decision tree were able to predict the action of the customer with
relatively high accuracy. In contrast, the genetic algorithm and neuro-fuzzy method did
not provide good predictions.

Scott et al. built an analytical prediction model using methods such as Bayesian
filters, decision trees, neural networks, discriminant analysis, and clustering on the data
for 100,000 customers, provided by Tera Data Corporation [3]. Their study uses 171
attributes, including the talking time, monthly fee, functions, contract period, the
corresponding number of calls to the customer center, and certain demographic data
such as age and sex. As a result, a relatively high degree of accuracy is obtained by a
decision tree and logistic regression. However, high accuracy could not be obtained
using the other approach. Integrating the use of machine-learning techniques and
agent-based simulation, Rand et al. performed an experiment by using agent-based
simulation as well as machine learning for action or behavior prediction [4]. Their work
explored the use of the machine-learning cycle as a model refinement engine for
agent-based modeling and simulation. It focused on agent-based modeling, sending
data to the machine-learning cycle to handle the model refinement.
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3 Proposed Methodology

3.1 Problem Formulation

In this study, we propose a method to improve the prediction accuracy by changing the
parameters of the simulation using the result of machine learning.

In agent simulation used to analyze human behavior, we simulate of the dynamic
structure. The key to agent-based simulation is how the agents perform with other
agents or within the environment.

In the model, G is a set of agents representing each customer.

G ¼ fg1; g2; . . .. . .gng ð1Þ

A is set of actions representing customer behavior.

A ¼ fCancelation; Renewg ð2Þ

S is set of states representing each human’s state. We set that the probability that
the state s for each agent g takes action a. is parameters that affect the simulation.

H ¼ fh1; h2; . . .. . .; hng ð3Þ

The behavior of each agent may be determined by its state and actions regardless of
the agent. We propose a method for determining the appropriate parameters and
improving the accuracy of the agent simulation by modifying certain parameters
characteristic of machine learning.

3.2 Methodology and Framework

Machine learning and agent-based modeling and simulation can be combined in many
ways, as some research has examined [4]. We performed machine learning and
agent-based simulation in each experiment using the same data in order to compare and
verify their results. Machine learning and agent-based simulation both utilize an
algorithm to control their flow of operation. In this study, we determine the parameters
Θ seeking threshold in machine learning and agent-based simulation flow are gener-
alized as follows: initialization of the agent, creation of action and state, agent action,
state update of agents, and finally we obtain the result Fig. 1.

4 Experiment

4.1 Research Object

This study analyzes the behavior of the customer in customer churning, in which
customers are willing to terminate the services they are subscribed for. Specifically, we
focus on predicting the behavior of a customer regarding an auto-renewal service.
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An auto-renewal service is updated automatically just before the expiration period of
the products subscribed to by the customer. The auto-renewal service is intended to
recover customer from their renewal fee. The auto-renewal update procedure is per-
formed every year. However, the customer can cancel their subscription at any time
during the subscription period. The customer can “opt-in” or “opt-out”; if the customer
chooses to opt-in, it indicates that they would like to continue their subscription and
they agree to the auto-renewal procedures. Choosing opt-out indicates that they would
not like to continue their subscription.

4.2 Dataset

We obtained a dataset from a security-software subscription-based company’s
e-commerce site that contains historical customer purchasing data. Figure 2 indicates
the termination time after the auto-renewal update on customers’ subscriptions. It
presents the number of cancellations during the time period when customers are
enrolled in their subscriptions (Fig. 2a) and during the time just before their sub-
scriptions expire (Fig. 2b).

Fig. 1. Framework of proposed model

(a)                                                    (b)  

Fig. 2. Detection of customer churning (a) over a long term and (b) over a short term.
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The horizontal axis represents the number of days, and the vertical axis represents
the number of cancellations. The total amount of customer churning is about
1.82 million, accounting for more than one-third of all customers. The date of termi-
nation in the Fig. 2 corresponds to the day when the notification of auto-renewal is sent
to the customer. This e-mail was sent at a specific time: 45 days, 37 days, 15 days, or
eight days before the subscription expires and the auto-renewal will be updated.
Therefore, a peak occurs on the graph around the renewal date.

Based on the available dataset, the variables used in the learning procedures are
listed in Table 1.

4.3 Churn Prediction by Agent-Based Simulation

We propose a method to predict customers’ churning behavior using agent-based
simulation by Hayashi et al. [5]. To generate a customer churning prediction, we model
the customer churning behavior and simulate the dynamic structure. In this experiment,
state s shall depend on the purchase price and available days for the customer. We
adopt the definition of the hazard function (failure rate) of a personal computer (PC) as
the failure rate in the number of days elapsed. tar is churn rate regarding the e-mail
received in the number of days elapsed. tpri is churn rate by the price of products
purchased. tpc, tar and tpri are no difference in each customer, changing pri as param-
eters in this experiment. tpc, tar and tpri change by the state S. h consists of pri, k and p.

h ¼ pri; k; pð Þ ð4Þ

We define churning probability P over the number of days elapsed in the present
study by

Ps;a hð Þ ¼ F tpc sð Þð Þ þF tar sð Þð Þ þF tpri sð Þð Þ ð5Þ

The actions performed in the current state of each agent are changed simultane-
ously. Simulations are performed every single time period (day). We created a model
with the above settings in this experiment. We determined the values of the parameters
Θ from machine learning.

Table 1. Selected variables used in machine learning procedures

Variables Description

UPDATE_COUNT Total count of renewals and repurchases (first purchase is excluded)
PRODUCT_PRICE Recently purchased product price
ACTIVATION_FLAG Whether it has registered the product
ORG_FLAG Type of customer, whether individual or company
VSSA_FLAG Whether they are using the optional (additional) service
MAIL_STATUS Delivery status of e-mail notification
RIHAN_FLAG Whether the subscription is cancelled
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Churn Rate. We assume that the failure probability of a PC will be higher for longer
periods. We calculate the failure probability according to the period of use of the PC in
the hazard function. In a former work, Junxiang et al. analyzed churning predictions
using the hazard function [6].

F tð Þ ¼ 1� exp � ktð Þpð Þ ð6Þ

Figure 3 illustrates the failure rate of a PC according to the hazard function.

We assume that customers tend to churn when the ending contract period from the
reception of the e-mail has a certain number of days left. Furthermore, we assume that
the product purchase price also impacts churning. Thus, the churn rate is calculated by
considering the average price of the purchased product as well.

Result. We performed several experiments by changing the churning rate parameters.
The results of an experiment conducted assuming that 1 % of users will cancel or churn
on the date the notification mail is received had a correlation coefficient of 0.61. There
was a large difference between the actual churning transition and the simulation results.
Thus, in the next experiment, we assumed that 5 % of the users will churn. The
correlation coefficient increased to 0.79, so the prediction was improved.

Higher values were obtained in both the correlation and mean-square error using
the 5 % churn rate in the conducted experiments Table 2.

4.4 Churning Prediction by Machine Learning

The purpose of churn prediction in this study is to use historical information on
customers who continued and customers who previously churned and to predict the
continuation and churning patterns. However, it is not possible to create a longer
learning period and highly original precision of predictor. Therefore, it is necessary to
examine the algorithm as well as the features and attributes to be used for learning.

Fig. 3. PC churn probability by hazard function
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When the customer is churning, Fig. 2 shows that the width is biased toward a
particular timing with respect to the number of days until the renewal date. Therefore,
we focus on whether the customer will continue the next update to perform learning
and prediction.

Result of Churning Prediction. In machine learning, we use a technique called C4.5.
C4.5 is a machine-learning technique that makes predictions based on a classification
tree [7]. It is possible to check which attributes are important in the classification by
analyzing the tree. To make predictions using machine learning, we can also use other
techniques that provide high accuracy but with more complex learning. However, in
this study, the data used has a small number of attributes that mainly have binary or
discrete values. The classification tree in C4.5 has a relatively simple learning mech-
anism as a learning technique, so it is considered appropriate.

We use a 10-fold cross-validation method in order to measure the accuracy of
prediction. Customers are divided into 10 groups, creating a learned classification tree
using a machine-learning technique. Each customer in the group that was not used for
learning is used to predict whether they will continue or churn. In this case, the group
that was predicted to cancel is not included in the learning. By doing this for all
10 groups, it is possible to make a prediction of churning for all customers. It is
possible to measure the prediction accuracy of the machine-learning techniques from
the prediction result. Figure 4 depicts part of a decision tree obtained in the experiments
using the C4.5 algorithm.

Table 3 represents the churning predicted by machine learning.
Table 3 indicates a high prediction accuracy, at around 84.8 %. However, the

number that could not be correctly predicted was significant. Therefore, to perform
machine learning using a non-variable, it is necessary to improve the prediction
accuracy.

5 Integrating Machine Learning and Agent-Based
Simulation to Improve Prediction Accuracy

In order to improve the agent-based simulation accuracy based on the results of the
machine learning, we needed to change some parameter in the agent-based simulation
based on the machine learning classification result. To change the parameters of the
simulation, we looked for a common point of the simulation and decision tree. It can be
seen that one feature that could be affecting the customer decision is the price. Thus, an
analysis was performed that changed the criteria for churn by changing the privalue.

Table 2. Predicted results of simulation

result

Correlation coefficient 0.7908
Mean square error 10327.39
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5.1 Experiment Result

Comparing the simulation results and the above results, a correlation coefficient
exceeding the above was obtained by changing the parameters. The correlation coef-
ficient increased from 0.79 (highest correlation coefficient) to 0.84. Next, towards the
result of changing the parameters and indicates a low value, it is shown that the mean
square error is brought closer to the actual churning transition by combining the
simulation information with machine learning Table 4.

In Fig. 5, the simulation results and the actual churning transitions compared to the
number of days elapsed since the start time of a subscription is similar, but a deviation
occurs in the graph from the first year through the second year. It is considered
necessary to extend our experiments by including other factors and adjusting the
churning rate by mail notification.

Table 3. Results predicted by machine learning

Product

Correctly churn number predicted 2442878
Correctly churn number that could not be predicted as churn 30851
Correctly non-churn number that could be predicted non-churn 88052
Correctly non-churn number that could not be predicted non-churn 28358
Accuracy 84.8 %

Fig. 4. Part of decision tree for predicting customer churning
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6 Conclusion

In this study, we conducted experiments to improve the prediction accuracy by com-
bining the results of machine learning and agent-based simulation for customer
churning prediction. In performing the experiments, prediction with classification trees
formed using C4.5 utilized its relatively simple learning mechanism. Furthermore, we
examined the agent-based simulation assuming the elements of several churning pos-
sibilities. Based on the results obtained from integrating the machine-learning results
and the agent-based simulation, we can improve the accuracy of the simulation result. It
has been shown that it is possible to realize an improvement in prediction accuracy by
applying the features obtained by the classification tree in the simulation. This study
successfully shows how the results of machine learning can be useful for parameter
determination in the modeling process of an agent-based simulation.

Future work will seek to increase accuracy by conducting experiments using a
number of variables. Based on information obtained from the machine-learning result,
we can explore what changes are needed to change the parameters in the simulation.
Moreover, in future work it will be necessary to improve the accuracy of the machine
learning by using a variable from the agent-based simulation.

Table 4. Comparison of correlation coefficient and mean square error

Result of chapter 3.4 Proposed method

Correlation coefficient 0.7908 0.8417
Mean square error 10327.39 8326.74

Fig. 5. Simulation results and churning transitions (Color figure online)
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Abstract. The recent tendency in analysis and design of Information Systems
is that the emphasis is placed on the documents that are ubiquitous around infor‐
mation systems and organizations. The proliferation of computer literacy led to
the general use of electronic documents. To understand the anticipated behaviour
of Information Systems and the actual operation of a particular organization, the
analysis of documents play increasingly important role. The behaviour of Infor‐
mation Systems can be interpreted in a framework of Enterprise Architecture and
its models that are contained in it. Certain parts and entirety of various types of
documents connected to business processes, tasks, roles and actors within organ‐
ization. The tracking of life cycle of documents and representing the complex
relationships is essential both at analysis and operation time. We propose a theo‐
retical framework that makes use previous results of modelling and well-founded
mathematical techniques.

Keywords: Information System · Document modeling · Information System
architecture · Zachman framework · Hypergraphs

1 Introduction

The Information Systems become more and more complex for several reasons. The use
of various electronic document types is commonplace in organizations. The interactive
forms, Web pages, the structured and semi structured documents - on the one hand- are
the stimulus to start the chain of activities within organization - on the other hand - they
are the end of business processes. The Business and System Analysts typically encounter
documents during the process of analysis, the conceptualization of requirements by
users. The documents emerge in the disguise as requirements, subject of actual business
processes and tasks, essential component of data processing internal to the Information
Systems.

There are several modeling and descriptive approaches for modeling Information
Systems. Some of them make use of formalism grounded in mathematics. It seems to
be beneficiary and feasible if we elaborate a method that focus on documents and their
life cycle and places them into the context of Information Architecture of Information
Systems. The adequate mathematical formalism that is capable to represent the complex
relationships is the generalized hypergraph [5].
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In Sect. 2, we present the previous researches reported in the literature, in Sect. 3 we
describe the required mathematical background, in Sects. 4 and 5 we outline our method
making use of the previous approaches in a document centric approach, and Sect. 6
provides a summary and conclusions.

2 Literature Review

The Web based and Web Information Systems are the typical examples that make
extensive use of the various document formats. The emphasis on Web technologies
slowly diminished as the application of Web technology, definitely at user interfaces,
became commonplace. A systematic design approach to construct web-based applica‐
tions is discussed in [10]. The shown method makes use of semi-structured and inter‐
active documents represented by XML. Another paper presents an approach for a well-
founded, concepts-based modeling process for a Web site. For designing of Web Infor‐
mation Systems, Rossi presents a design procedure [19]. To grasp the complex behavior
of Information Systems the notion of the enterprise architecture give a helping hand,
namely the Blokdijk’s perception of Information Systems, Zachman ontology and
TOGAF, all of them was created for information systems [4, 16, 17, 21].

An Information System supports business processes (Business Process Modeling,
BPM) and is usually tightly coupled to other IS. A fairly standard way to model business
processes is the application of Business Process Modeling (BPM) methods. The Infor‐
mation Systems can also be perceived as a structure with underlying databases for
structured, semi-structured as well as unstructured documents (XML-based). The docu‐
ments play important role at the interface, interaction level and at core activities of data
processing. The integration level and the degree of reconciliation between Business
Processes and organization can be analyzed on the base of ontologies and semantic
approaches [7]. A model driven and formal comprehensive approach for Information
Systems modelling can be found in Luković et al.’s paper [11]. There are various input
data format for communication to services: (1) HTML pages, (2) SOAP messages, (3)
semi-structured and unstructured documents (XML-based) [3, 6, 15].

There were some previous papers that tried to put the before-mentioned
approaches into a unified framework by essentially semi-formal way [12–14]. The
Enterprise Architecture framework as Zachman and TOGAF provides a supporting
environment, [16, 17, 21]. Blokdijk’s collection of Information System Models
yields a structuring guideline [4], moreover, the axiomatic design approach employed
for the Information System environment offers an opportunity for a method that is
interesting not only for theoretic modeling point of view but provides a chance to
support practical design methods [20].

3 Formal Mathematical Background

Hypergraphs. As we have outlined previously, the problem to be solved can be
described as a set of complex, heterogeneous relationships. The basic components
that appear as constituents participate sometimes in hierarchical, sometimes rather
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network-like relationships. These two kind of relations are different from each other.
The hypergraphs as mathematical structure seems to be apt to representing the inter‐
relationships among the models, views, viewpoints, perspectives, and the over‐
arching documents and business processes [21].

We start with the basic definitions of hypergraphs in order to employ for depicting
the before-mentioned complex relationships.

Definition 1. A hypergraph H is a pair (V, E) of a finite set V = {v1,…, vn} and a set E
of nonempty subsets of V. The elements of V are called vertices (nodes), the elements
of E are called edges [5].

Definition 2. Generalized or extended hypergraph. The notion of hypergraph may be
extended so that the hyperedges can be represented – in certain cases – as vertices, i.e.
a hyperedge e may consist of both vertices and hyperedges as well. The hyperedges that
are contained within the hyperedge e should be different from e [5].

Considering a document model, a particular document type hierarchy can be
perceived as a “hierarchy” of hyperedges. The free variables or placeholders to be filled-
in may occur as ultimate vertices within hyperedges that represents the instance of
extension of particular document type. In a document subpart hierarchy, a specific
subpart of document may be denoted by a vertex within a particular hyperedge that
describes this document that contains the subpart, although that subpart as a vertex may
include a document type hierarchy that can be depicted by a hyperedge.

Definition 3. A directed hypergraph is an ordered pair

(1)

Where V is a finite set of vertices and  is a set of hyperarcs with finite index set I.
Every hyperarc  can be perceived as an ordered pair

(2)

Where ei
+ ⊆ V is the set of vertices of  and ei

− ⊆ V is the set of vertices . The

elements of  (hyperedges and/or vertices) are called tail of , while elements of 
are called head [5]. We may use as shorthand notation for ordered pairs, e.g. a vertex
and a directed hyperedge as ordered pair <vi, ej>.

The underlying graph representation is based on the hypergraphs and directed hyper‐
graphs. The potential implementations of hypergraphs in a hypergraph database allows
for linking attributes to vertices, even more to hyperedges. The target domain, namely
documents and model of Information Systems within organizations, contains complex
n-ary relationships. The hypergraph provides the opportunity to depict recursive
construction, to describe logical relations, to store compound structures along with their
values [1, 8, 9].
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As an illustration of the basic concepts of directed hypergraph, an example can be
seen in Fig. 1 that makes sense of the representation for the domain by hypergraph. The
essential characteristics is that vertices contain composite constituents that are them‐
selves may be graphs; generalized hyperedge may contain other hyperedges but not itself
and nodes. Detailed description about the Architecture Describing Hypergraph can be
found in [22].

Fig. 1. Example for directed hypergraph representing a sample of essential relationships

Description Logics. One of the most common approaches of formalization is the use
of some mathematical-logical language. The Description Logics belongs to the theories
of mathematical logics, and their purpose is to create a formal knowledge representation
[2, 18]. Compared to propositional calculus (or propositional logic), the expressiveness
of description logic is higher, and it has a more effective algorithm for the decision
problem than the first-order predicate logic. On the other hand, the network like knowl‐
edge representation - where the elements of the network are nodes and links are rela‐
tionships as e.g. the semantic net-work - can be related to the theory of hypergraphs. In
both case, nodes can be used to define concepts, and links can be used to characterize
the relationships among them. On bearing this in mind, it is obvious to apply description
logic on a system based on the mathematical background of hypergraphs.

The knowledge representation systems based on Description Logics contains two
main components: the TBox, and the ABox. The TBox introduces the terminology, i.e.,
the basic concepts, which denote sets of individuals (atomic and complex), and roles,
which define binary relations between individuals. These are forming the vocabulary of
an application domain. The ABox contains assertions among named individuals and the
vocabulary.

There are many variations of the Description Logics (based on the description
languages varieties) and there is an informal convention, where their name indicates
which operators are allowed. For example, a basic logical language is the Attributive
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Language – AL, which allows: atomic negation, concept intersection, limited existential
quantification and universal restriction. This can be extended with other operators, as
e.g. concept union (U), full existential qualification (E), cardinality restriction (N), or
complex concept negation (C). The description language lays the ground for the descrip‐
tion logic. To illustrate the use of the Description Logic in a document centric environ‐
ment, we give some examples below:

– With Parameter ⊑ (Free Variable ⊔ Bound Variable) notation we describe that a
document parameter can be free or bound variable.

– Parameter ⊑ ∃ is_part_of.(Document Fragment) means, that a document fragment
consist parameters, and Document Fragment.∃ is_derived(Free Document) means
that the document fragments are derived from unprocessed free documents.

– State.P ⊑ ∃ has_successor.(Action State.Q) means that Q action-state follows the P
state.

– The following line describe, that an action-state needs free variables to work with:
Action State ⊑ ∃ has_free_variables(Document); has_free_variables ≡ ≥ 1
is_free_variable ⊓ is_free_parameter.Parameter.

The output of a well-designed formalization with description logics of an information
system (represented by a hypergraph) is in a machine-readable format. Thereby it creates
the opportunity to use various frameworks and tools to evaluate the model. By this way
it is possible to effectively optimize the information system even in the early model-
development phase.

4 Formalized Document Centric Approach

In the case of a particular organization, we can imagine there is a comprehensive docu‐
ment that is a representation - in conceptual sense – of all potential documents. This
overarching document is composed of generic document types. Generic document types
are hierarchical structures that can be described by configuration hyperedges that reflect
the composition of documents. There are hierarchical relations among the members of
a generic document. The hierarchical relationships can be described by configuration
hyperedges; the instances of a generic document member can be perceived as extensions
and can be represented by extensional hyperedges.

A generic document type GDT is a hierarchy of document types DTH. The elements
of DTH can belong to a configuration hyperedge eCi as vertices. The generalized hyper‐
graphs allow that the vertices may appear as complex structures, as hyperedges. There‐
fore, a node can be a hyperedge that itself a configuration hyperedge that contains a
hierarchy of document types. Thereby, the representation makes possible for a recursive
definition of document types and gathering them into a generic document type.

The direction of the hyperarc shows whether a document plays the input or output
role in a particular context. The definition is given above (see formula (2)) permits the
differentiation between the information represented by the head and tail of a hyperarc,
and the information that are represented in the form of nodes that are contained within
the heads and the tails [5].
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Definition 4. The Document Subhypergraph consists of:

– A finite set of documents that are represented by vertices DOC = {doc1, …, docn};
• The documents contain variables, the variables belong to attribute types

Attr = {T1, …, Tn};
• The finite set of domains is DOMSET = {D1,……Dk} that contains the domain of

each single type, Ti;
– The relationship between a generic document type GDT hierarchy and its constituents

document types belonging to a DTH can be described by hyperarcs representing is-
a relationships; the hierarchy is a mapping of supertype-subtype relationships
between document types. The relationships can be deduced from the variables, their
attributes and the types of attributes.

– The relationship between a document doci and a document type DT can be described
by a hyperarc representing the instance-of relationship.

The concept of generic document type offers possibilities for derivation of new
document types from other document types that can be regarded as templates. The deri‐
vation rules can be formalized by logical statement that may create either a slightly
different document type according to the structure of documents and then an instance
of it or operate during the lifecycle of an instance of the document types. A document
type may contain business rules in the form of predicates, data retrieving and calculation
rules.

5 Information Architecture and Documents

Beside the essential documents, Information Systems can be described by various
models that are ordered into a reasonable structure by Enterprise Architecture approach.

The models’ descriptions appear usually in semi-structured document forms as XML
and/or JSON that offers a chance for uniform treatment of documents and models of
Information Systems. As structuring principal for models of Information Systems, we
can use Zachman ontology and/or TOGAF [17, 21]. The set of relations among models
and the internal structure of models plays essential role.

The models can be arranged into three meta-groups namely organization, documents
and activities related models. For modeling, the relationships and interactions among
these three meta-groups and the underlying collections of data are significant. The
models, documents and concepts of Information Systems and a node representing the
external environment compose a hypergraph that embraces all important parts of the
application domain that may be called as System Hypergraph.

In the case of documents, a directed hyperedge can express the input and output roles
of documents that they may play within activities of business processes. The document
may be attached to organization units and actors through a responsibility hyperedge
(labeled directed hyperedge). The variables of documents may be connected to data
nodes of D that is organized into reasonable partitions that are represented by nodes
contained in hyperedges that can be mutually mapped to specific data collections. These
sub-hypergraphs may be called Sub-system Hypergraphs. Between the models,
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a refinement relation can be identified within an architectural perspective and repre‐
sented by a directed hyperarc is-a-refinement. The documents and their structures can
be described by documents model.

Definition 5.   Models of Information Systems represented in the Architecture Describing
Hypergraph are:

– The set of vertices is divided up into two basic subsets VDoc and VModel;
– VDoc ⊇ {OGDT} where OGDT signifies the overarching generic document, that is

the supertype of all other document types and their instances;
– VModel ⊇ {EA,{external_evironment}}, where EA designates the overall Enterprise

Architecture consisting of models, the external_evironment refers to the outside
world that is typically the source of stimulus that is generated by either humans or
any other systems;

– VConfiguration = ∪ hi where hi ∈ EC, and ∩ hi = ∅ where hi ∈ EC.

The expressions articulate the fact that the configuration hyperedges represents the
structure of artifacts of models and documents in the form of structural constituents as
nodes.

– The set of arcs (directed edges of graphs) A is partitioned into subsets ADoc_Target,
AModel_Target, AInteraction, where ADoc_Target ⊆ VConfiguration × VDoc, AModel_Target ⊆ 
VConfiguration × VModel.
The directed edges, the arcs map a complex structure, a configuration of elements
(nodes) to a node that represents either a document or a model.

– HAInteraction ⊆ VModel × VDoc, HAInteraction ⊆ ED;
The interaction between certain models and specific documents can be expressed by
a hyperedge h ∈ HAInteraction.

– EC can be partitioned into two subsets EConfiguration_Document and EConfiguration_Model.

The hyperedges hi, cd ∈ EConfiguration_Document, hj, cd ∈ EConfiguration_Model represent an inheri‐
tance structure. The inheritance structure conforms to the object-oriented paradigm, i.e.
the configuration of documents and models inherit the attributes of super-classes, and
may have extra attributes as well. Each attribute of a certain configuration can be repre‐
sented by a vertex of the hyperedge. An attribute linked to a node either in VModel or in
VDoc, its value represented by a link to a d ∈ D when it is valuated. If the attribute is
multi-valued then the attribute is connected to hyperedge h ∈ Power(D) (the power set
of D).

– The set of extensional hyperedges EE is split into two subsets ESuperclass and EExtension

• The hyperarc h ∈ ESuperclass, if h ∈ EE, (h set of nodes)
• Either h ∈ VDoc and OGDT ∈ h
• or h ⊂ VModel and EA ∈ h.
• Given a node vi ∈ h and h′ ∈ ESuperclass, then either valid that <vi, h

′> ∈ ESuper_doc, then h′ ⊆ h
• Or <vi, h′> ∈ ESuper_model. then h′ ⊆ h
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• Notation: ESuper_doc = VDoc \ {OGDT}) × ESuperclass ⊂ ED;
• Notation: ESuper_model = ((VModel \{EA,{external_evironment}}) × ESuper‐

class ⊂ ED);
The hyperedges h ∈ ESuperclass provide the association between a class of objects
(models or documents) and its super-classes in compliance to the object-oriented
paradigm. For the reason of our modeling approach, we make distinction between
the two top super-classes, namely OGDT, the overarching generic document, EA
the overall Enterprise Architecture. The conditions above specify the transitivity
of is-a relationship for the relation between class and its super-classes.

– The instances of models can be represented by EInstance_model ⊂ VModel × EE (exten‐
sional);

– The instances of documents can be represented by EInstance_doc ⊂ VDoc × EE;
– h ∈ EE, (h set of nodes) is h ∈ EAttribute_Set if h ⊂ D. The following statement is valid

as well: ∪ hi = D, hi ∈ EAttribute_Set. The hyperarcs h ∈ EAttribute_Set are used to represent
the attributes domains, and the associated values.

– The hyperarc h ∈ EExtension, if h ∈ EE, (h set of nodes) and
• Given a node vi ∈ h ⊂ VDoc and h ∈ EExtension, then <vi, h> ∈ EInstance_doc, <vi,

h′> ∈ ESuper_doc, then for each n ∈ h and each dt ∈ h′ ∃ ha ∈ EE (hyperarc) where
<dt, ha> ∈ EInstance_doc;

• Or
• Given a node vi ∈ h ⊂ VModel and h ∈ EExtension, then <vi, h> ∈ EInstance_model, <vi,

h′> ∈ ESuper_model, then for each n ∈ h and each dt ∈ h′ ∃ ha ∈ EE (hyperarc) where
<dt, ha> ∈ EInstance_model;

A hyperedge h ∈ EExtension represents an extension for models and documents respec‐
tively as well. The above described statement formalizes the transitivity of instance-
of relationship.

– The intensional hyperarc h ∈ EI, <d, h> ∈ EIntension if EIntension ⊂ VDoc × EI, d ∈ VDoc,
h ∈ EConfiguration_Document, h ⊂ VDoc; the intensional hyperarc defines the hierarchical
relationship between templates, rule-based document types and extensional docu‐
ment types that are instantiated.

– The set of hyperedges in ED (hyperarcs) can be arranged into several subsets
according to the notion of Enterprise Architecture:
• The hyperarc h ∈ EView ⊆ EG, h ⊆ VModel, represents a stakeholder’s view that puts

together models that describe the specific viewpoint of a role within organization.
• The hyperarc h ∈ EPerspective ⊆ EG, h ⊆ Powerset (VModel), embodies a hierarchy of

models according to a refinement hierarchy;
• The hyperarc h ∈ EDoc_Life_cycle ⊆ EG, <d, h> ∈ EInstance_doc × EInstance_model,

d ∈ VDoc, that depicts the life cycle of document through the interactions with
models.
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6 Conclusion

In this paper we proposed an Architecture Describing Hypergraph as representation for
Enterprise Architectures and related Documents. The suggested descriptive method takes
advantages from the basic properties of generalized hypergraphs, i.e. unequivocal repre‐
sentation of complex relationships; moreover, there are some distinguished features

– Uniform treatment of both intensional and extensional aspects of documents and
models within Enterprise Architecture;

– Direct depiction of hierarchical relationships through instance-of, sub-class-of,
super-class-of relationships;

The outlined approach can also be considered as a formal background to analyze and
design Information Systems. The documents play important roles in Information
Systems in the time of analysis, design, specification and operation with strong coupling
to roles of organizations. The unified framework provides an opportunity for uniform
handling of models and documents on a formal foundation.

The hypergraph-based approach offers the chance to apply further mathematical
tools for assistance in the design, verification and validation to maintain the integrity
and consistency of Information Systems.
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Abstract. In this paper we present MobiCough, a method and system for cough
detection and monitoring on low-cost mobile devices in real-time. MobiCough
utilizes the acoustic data stream captured from a wirelessly low-cost microphone
worn on user’s collar and connected to the mobile device via Bluetooth. Mobi‐
Cough detects the cough in four steps: sound pre-processing, segmentation,
feature & event extraction, and cough prediction. In addition, we propose the use
of a simple yet effective robust to noise predictive model that combines Gaussian
Mixture model and Universal Background model (GMM-UBM) for predicting
cough sounds. The proposed method is rigorously evaluated through a dataset
consisting of more than 1000 cough events and a significant number of noises.
The results demonstrate that cough can be detected with the precision and recall
of more than 91 % with individually trained models and over 81 % for subject
independent training. These results are really potential for health-care applica‐
tions acquiring cough detection and monitoring using low-cost mobile devices.

Keywords: Cough detection · Monitoring · Machine learning · Healthcare ·
Ubiquitous computing · Mobile devices · Acoustic sensors · Universal background
model · Gaussian mixture model · Health monitoring

1 Introduction

Cough is a prevalent symptom of many related respiratory diseases from minor ailment
to severely lung tuberculosis or chronic cough. According to a report [1] the prevalence
of cough-related diseases is around 29 % of hospital consultant episodes. One of the
most serious cough-related diseases is pneumonia killing nearly 6.6 million children
under five every year [2], and it is the leading disease causing of death in children.
Especially, the situation is even worse in Vietnam due to climate characteristics of hot
and humid leading to the high rate of pharyngitis and pneumonia infection. Every year,
up to 4,500 children died and 2.9 million under five years old infectious pneumonia,
adding about 40 children are hospitalized to be treated for respiratory disease everyday
[2]. This high rate indicates the lack of local healthcare and an effective monitoring
pneumonia method for patients and people who are highly potentially infectious and
living in remote areas.
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Monitoring cough is a task that is able to provide cough frequency information to
users and doctors. Such information is useful for diagnose and treatment of the cough-
related diseases. Traditionally, cough is monitored by manually diarizing from nurses
and patients themselves. This would possibly report imprecise cough and whooping
frequency as manually counting cough for every time and everywhere is infeasible.
Therefore, an alternative is to automatically monitor cough using electronic devices.
Recent technologies such as wearable computing can easily allow users to capture cough
sounds which are analysed for detecting and counting the cough. Recently, although
research on cough detection has made significantly progress such as detection of cough
using mobile phones [5, 14] while preserving privacy [5], or analysis sounds from an
audio recorder [6, 9, 13]. These works achieved relatively high accuracies of cough
detection rate. However, real-time cough detection and monitoring is omitted from these
works. As cough relates to the diversity of respiratory diseases, it is understandable that
the detection of cough in real-time is crucial for opportune interventions, diagnosis, cure,
treatment and even emergency aids made by the doctors. Therefore, in this work we
propose a method and system that can detect and monitor cough by analysing sounds
from a low-cost, wireless microphone in real-time. In addition, to improve the detection
accuracy, we propose the Gaussian Mixture model (GMM) combined with the Universal
Background models (UBM), an adaptive version of Gaussian Mixture models with
maximum a posteriori scheme, for discriminating cough and noise sounds (i.e. from
human’s speaking, environment etc.). The proposed method is evaluated on a cough
dataset consisting of more than 1,000 cough events, and a significant number of back‐
ground noise events. The results of this research can be a complementary tool for real-
time monitoring pneumonia as well as other respiratory related diseases. In addition, we
have implemented the pre-trained GMM-UBM models (the GMM-UBM models after
trained with offline data) on the smart phones for real-time cough detection and the
monitoring module on the smart phones.

2 Related Work

Automatic cough detection has attracted by researchers, medical experts, and doctors
for long years as cough is the most frequent symptom appearing on the people when
asking medical advice [5]. Approaches to cough detection can be the use of array of
audio sensors [6, 8, 10, 13], a single microphone worn on user’s body [4] or mobile
phones [3, 14]. Previously, arrays of sensors installed in the environment surroundings
are proven effectively for context recognition and situated services [11], while wearable
sensors commonly utilized for human activity recognition and fall detection [12]. While
the use of either multiple sensors installed in the environment surroundings can possibly
be limited by the range of sensing signals (i.e. a room or a house), the mobile phones or
wearable sensors, in contrast, can allow users to detect and to monitor coughs at every‐
where and at every time.

Multiple acoustic sensors are widely used for cough detection as the cough detector
can achieve performance accuracies as high as over 95 %. Work by Drugman, T. et al.
[6, 8] for example, proposed a cough detection method based on Artificial Neural
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Networks which were trained feature vectors comprising of 222 feature elements, While
[6] investigated how the acoustic sensors worn on different positions of user’s body can
impact on the performance accuracy of the cough detector, work by Vizel E. et al. [7]
analyzed acoustic data captured from both microphones worn on user’s chest and
ambient sensors (installed in the environment surroundings). Similarly, Zheng, S. et al.
[12] proposed CoughLoc which analyzes acoustic signals from a non-intrusively wire‐
less sensor network. CoughLoc exploits the location of cough occurrence to enhance
the detection accuracy. [8] uses various sensors including Siemens EMT 25 C acceler‐
ometer (Siemens); PPG 201 accelerometer (PPG); Sony ECM-T150 electret condenser
microphone with air coupler etc. connected to an electret condenser microphone for
comparisons of the effectiveness of lung sound transducers. In contrast, cough detection
using a single microphone analyses only one audio stream from a microphone worn on
chest of the user. For instance, [4] proposed Leicester Cough Monitor (LCM) using an
audio recorder on patient’s chest. LCM was rigorously evaluated and achieved sensi‐
tivity and specificity over 91 % on their (offline) dataset of 15 patients with chronic
cough and 8 healthy subjects. Another study [11] proposed hidden Markov models
trained with more than 800 min of ambulatory recordings and achieved the detection
accuracy rate of 82 % with the false alarm rate is as low as 7 events per hour.

With the incorporation of multi-processors, cache memory, and many sensors such as
accelerometer, GPS, gyroscope, digital camera, microphone etc., mobile phones become
powerful platforms for health-care applications. A cough detector on mobile phones
utilizes audio stream captured by the microphone embedded inside the mobile phone. For
example, [3] proposed a cough detection method based on mean decibel energy, compo‐
nent weight features extracted from Fast Fourier transform coefficients from acoustic raw
data captured from the mobile phone carried in the participant’s shirt pocket or using a neck
strap (the phone’s microphone facing up in the direction of the mouth). [3] achieved the
true positive rate is as high as 92 % while preserving privacy for the users, using a neck
strap might be inconvenient for users. Although multiple acoustic sensors might enhance
the cough detection accuracy, it might lead to several limitations such as high cost and
being limited within the range of the sensing signals, and being uncomfortable and inva‐
sive for the users. Mobile device based cough detection, in contrast, is low-cost while cough
(and many other diseases) might be monitored every time and everywhere. Therefore, in
this investigation we propose the cough detection and monitoring method using mobile
devices that is convenient for the users while being cheap. Our proposed method is distinct
from multiple sensor based cough detection as we use only one single microphone for
capturing the sound from the user while cough detection system runs on a mobile plat‐
form. Our proposed method is more convenient for the users than [3, 13, 16] as the users
are not be required to wear the phone on the user’s chest area while the detection perform‐
ance is not affected by phone’s positions.

3 Real-Time Cough Detection & Monitoring

As depicted in the Fig. 1, cough is detected in 4 steps: sound pre-processing, audio
segmentation, feature & event extraction, and cough prediction.
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Fig. 1. Cough detection system

3.1 Hardware

The hardware used in this study includes a tiny wifi microphone and a mobile phone
platform. The microphone is a low-cost, mini wireless Bluetooth earphone speaker
stereo with microphone provided by the OEM (cost at $5.00). The microphone can
communicate to the mobile phone via Bluetooth wireless technology. The battery is
completely embedded inside the case, and it has a long talking time of 6 h without any
external power. With the size of 33 × 12 × 7 mm, the microphone is very easy to be
worn on the user’s collar for capturing sounds from the user while the user’s mobile
phone can be flexible to be positioned at hand or pocket.

3.2 Sound Pre-Processing

The sampling rate is down-sampled to 8 kHz. It is noticed that the sampling rate of 8 kHz
is good enough for practical applications. After that sound signals are filtered using a
low-pass filtering procedure to eliminate background noise and silent. Also, a high-pass
filtering with a transfer function H(x) = 1−α x−1 where α = 0.95 for emphasizing on
higher frequency bands of the cough signals.

3.3 Audio Segmentation

Continuously audio stream is segmented into 2-second sliding windows with 50 %
overlap between two consecutive sliding windows. A sliding window can contain a
silent, a cough, or an unknown event. Silent sliding windows are discarded on the ground
using a simple energy feature based threshold. Each sliding window is segmented into
25 ms hamming windows. Therefore, a sliding window comprises of 80 hamming
windows, each contains 200 samples. The reason for using small segments such as
hamming windows is the acoustic signals are constantly changing, but a short time scale
of 25 ms is assumed statistically stationary.

3.4 Feature & Event Extraction

For each hamming window, the features Mel-frequency Cepstral Coefficient (MFCC),
Zero-crossing Rate (ZCR) and Entropy are extracted. These features also contain rich
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sound information that we expected to effectively discriminate cough sounds and others.
We describe the feature extraction procedure as followings.

Mel-frequency Cepstral Coefficient (MFCC): known as a feature type widely used
in speech recognition, an MFCC is an accurate representation of the shape of the vocal
tract (sounds coming out). Features extracted from each hamming window are the first
12 MFCC coefficients.

Zero-crossing rate (ZCR) feature is the rate of sign changes along with a signal, ZCR
is computed from a hamming window as:

(1)

xi is the sample ith of the hamming window, I{A} is an indicator function.

(2)

The entropy feature over a hamming window, the measure of the amount of infor‐
mation that is missing reception, can be calculated as:

(3)

Where xi is a sample value; p(xi), a probability distribution of xi within the hamming
window, can be estimated as the number of xi in the hamming window divided by 200;
and the probability 0*log(0) is assumed to be 0.

12 MFCC, ZCR, and Entropy features are combined into one feature vector sized of
14. Features are normalized to ensure all feature values in the range of [0, 1]. With feature
size of 14, we can avoid unnecessary delay (good for real-time implementation) while
we can achieve reasonable detection accuracy.

As an effective event extraction and processing can significantly reduce the compu‐
tation resources, we develop a simple threshold-based event extraction algorithm for
pruning the audio stream, and searching (highly potential) cough event candidates over
the audio stream. The thresholds are estimated by using 4-fold cross validation procedure
on the subset of the dataset. To select appropriate features for searching cough events,
we test feature by feature over the dataset under 4-fold cross validation protocol, and
then manually select 4 out of 14 features that perform best with high true positive rate
and lowest false positive rate. The candidate cough events are afterward used for
predicting cough.

3.5 Cough Prediction

Two models Gaussian Mixture model (GMM) and Universal Background model (UBM)
are proposed for the prediction of cough. In this work, cough sound is modeled using
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GMM while UBM is used for modeling background sounds which are any sounds out
of cough, including noise, speech, etc.

In brief, the Gaussian Mixture model for modeling the cough G is a triple of
3 parameters:  extracted from the training data:

In which  is the mean vector; C denotes the covariance matrix; and  represents
the prior probabilities (wi is the prior probability of ith mixture component). Given the
feature vector  computed from a hamming window, the likelihood for the cough is
computed as follows.

(4)

Where N denotes the Normal probability distribution with the mean vector  and
covariance matrix C:

(5)

A sliding window w, comprising of 80 hamming windows, the likelihood is approxi‐
mated based on the independent assumption over hamming windows:

(6)

 is the feature vector computed from the hamming window ith

Mixture models for (known) cough are trained using feature vectors computed from
audio data labeled with cough. The training process is straight forward by using k-Means
clustering and Maximum Likelihood (ML) optimization. Model parameters 
are estimated on class-specific training data. The number of Gaussian mixtures M = 7
is estimated by a 4-fold cross validation procedure on the training dataset.

Training a Universal Background model (UBM) with background noise data is
different from does the cough model (GMM). Similar to a GMM, a UBM is also a triple
of  where M is the number Gaussian mixtures. As UBM is trained
to capture general characteristics of all background noises, M is significantly larger than
that is used in GMM for modeling cough. In our study, to estimate M, we vary M to 10,
20, 30, 50, 100 on a 4-fold cross validation procedure on a subset of the training data.
M = 50 is selected as it performs best (highest true positive rate). This leads to the
covariance matrices are large, to facilitate fast computation, only diagonal form of the
covariance matrices are considered.

The UBM U is trained using Expectation-Maximization (EM) algorithm. The model
parameters are initialized as.

wi = ; Ci = I (unit matrix); and  is randomly selected from training data.

MobiCough: Real-Time Cough Detection and Monitoring 305



The EM algorithm performs iterations until parameters are stable. After training
process, we have a pre-trained GMM model and a pre-trained UBM model. These
models are combined into the prediction stage that we can deploy on the mobile devices
for cough detection.

A cough in a sliding window is detected if p(w|G) ≥ p(w|U); that means:

(7)

Otherwise, a non-cough is detected.

3.6 Cough Monitoring

Once a cough is detected in real-time, its information including the time (precise in
millisecond) and place (GPS data) will be written into a log file. In addition, we also
remark the fits of coughing or whoops when there are more than 3 coughs are detected
within 3 s. The Fig. 2 (right) is an example of a fit of coughing.

Fig. 2. A cough sound (left) and a fit of coughing (whoops) (right).

As cough information would need to be available for accessing by the doctor
anytime, we have implemented some functions (as shown in the Fig. 3) that can easily
be accessed and retrieved by both users and doctors.

Fig. 3. MobiCough GUI and Cough monitoring.
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4 Experimental Evaluation

This section presents an empirical experiment for verifying our proposed method. The
section is divided into two parts: data collection & annotation which describe the proce‐
dure of data collection from 10 pharyngitis or pneumonia patients; and followed by the
evaluation.

4.1 Data Collection & Annotation

As so far no publicity of the cough dataset is available, so we ourselves need to collect
cough data. We develop a simple audio logging program on Android phones for data
collection. The logging program is deployed on 10 Android-based cell phones including
Samsung, LG, FPT phones etc. 10 participants having with pharyngitis or pneumonia
infection are willing to involve the study. The subjects were asked to use the cell phones
installed audio logging program and to wear the mini wireless Bluetooth earphone
speaker stereo on his/her collar for 3–6 h at different time of the day. The collected data
is annotated by experimenters using Praat tool [15] with two labels: cough and non-
cough. After annotation step, collected audio data is labeled with 1,117 cough events
and more than 12,677 background events (any events out of the cough and silent in the
audio logging files).

4.2 Evaluation

The cough event extraction can detect correctly 1,091 cough events out of 1,117 cough
events of the ground truth. This results that our cough event extraction algorithm can
achieve as high as 97.6 % of true positive rate. However, it misses out about approxi‐
mately 3 % cough events while it incorrectly extracts 2,661 non-cough events. Details
are shown in the Table 1.

Table 1. The test results for the event extraction algorithm

TP FP TN FN

1,091 2,661 8,898 27

As the cough event extraction finds out 3,752 cough “candidate” events which are
used for detecting cough from GMM-UBM models proposed in Sect. 3. An event can
contain from a few to several hundreds of sliding windows. We do two evaluations:
subject-dependent and subject independent protocols.

Under the subject dependent protocol, we use training and testing data from the same
subject. For each subject, we divide the data into two equal portions; one is used for
training, and the other is for testing; and the two portions are permuted; after that the
results are averaged. We repeat the process for all subjects and the results are aggregated.
It is noticed that the subject dependent implementation is particularly useful for cough
detection systems that need to be adaptive to the users.
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Under the subject independent, we use data from 9 subjects for training, and left out
another subject to test. Then we repeat the process for all subjects and the results are
aggregated. It is noticed that the testing data is not included into the training data and
comes from other subject. The subject independent protocol is useful for cough detection
systems acquiring pre-trained models (the cough model is trained from other person’s
coughs).

The evaluation results are represented in the Fig. 4. Subject-dependent result (91 %)
is significantly higher than subject-independent (81 %). This is reasonable as test and
train data are the same person for subject-dependent evaluation. This is highly recom‐
mended that models trained for cough detection and monitoring systems on personal
devices coming from the owner would improve the detection accuracy. With the preci‐
sions and recalls are as high as 81 % and 91 % for subject-independent and subject-
dependent respectively, MobiCough demonstrates that the detection of coughs using
low-cost mobile devices is feasible. These results are very potential for heal-care appli‐
cations that acquire cough information for diagnose and treatment cough-related
diseases. The evaluation results are comparable to other works [3, 4, 6, 7, 9, 16] while
we mainly focus on the detection of cough in real-time which is very crucial for oppor‐
tune interventions, diagnosis, cure, treatment and even emergency aids made by the
doctors and remarkably more convenient use.

Fig. 4. Precision and Recall of cough detection evaluations

5 Conclusion

We present MobiCough, a method and system for cough detection and monitoring on
low-cost mobile devices in real-time. Our proposed method combines predictive GMM
and UBM models to enhance the detection performance. The proposed method is rigor‐
ously evaluated over a dataset consisting of more than 1000 cough events and a signif‐
icant number of noises. With the detection accuracies are more than 91 % precision and
recall for subject dependent training, and over 81 % precision and recall for subject
independent training, the results are very comparable to other works while being feasible
for real-time processing, low-cost and pretty convenient use. MobiCough is very prom‐
ising for heal-care applications that acquire cough information for diagnose and treat‐
ment cough-related diseases.
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Abstract. We introduce a database containing peptides related to dis-
eases arising from protein aggregation. The general database AmyLoad
includes all experimentally studied protein fragments that could be
involved in erroneous protein folding, leading to amyloid formation. The
database has been extended since its first release with regard to new
instances of peptides or their fragments. Moreover, information of related
diseases has been added to all entries, whenever available. Currently the
database includes all available peptides tested for their potential amyloid
properties, obtained from diverse resources, creating the largest dataset
available at one place. This enables comparison between properties of
amyloid and non-amyloid peptides. We could also select candidates for
the most pathogenic peptides, involved in several diseases related to pro-
tein aggregation. We also discuss a need for sub-databases of different
structures, such as related to βγ-crystallins - a protein family occurring
in the eye lens. Misfolding of these proteins may lead to various forms of
cataract. Those freely available internet services can facilitate finding the
link between a protein sequence, its propensity to aggregation and the
resulting disease, as well as support research on their pharmacological
treatment and prevention.

1 Introduction

Many diseases, especially neurodegenerative, result from protein fragments form-
ing aggregates. This occurs when a cell environment fosters the partial unfolding
of protein chains or their fragmentation, in a way that the parts prone to joining
with other protein fragments are exposed. For the majority of proteins, consider-
able conformational rearrangement must have occurred to initiate the aggrega-
tion process. Such changes cannot take place in the typical tightly packed native
protein conformation, due to the constraints of the tertiary structure. Thus, for-
mation of a non-native partially unfolded conformation is required, presumably
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enabling specific intermolecular interactions, including electrostatic attraction,
hydrogen bonding and hydrophobic contacts. This partial unfolding can be influ-
enced by various factors, such as protein high concentration, high temperature,
low pH, binding metals, or exposition to UV light.

Initially, the resulting molecules form clusters consisting of a few elements,
which are called oligomers. Next, they grow into larger aggregates. Aggregation
of proteins or their fragments may lead to amorphous (unstructured) clusters
or amyloid (highly ordered) unbranched fibrils. Independently of the protein
sequence and its original structure, aggregates always display a common cross-
β structure. The distinctive structure of the steric zipper enables the selective
detection of amyloids from amorphous aggregates using either a variety of micro-
scopic techniques or fluorescence of probes with which they form compounds.

Amyloid fibrils have been observed in the brains of people suffering from
Alzheimer’s disease. They are also associated with Parkinson’s disease, amy-
otrophic lateral sclerosis and Huntington’s disease, as well as many other con-
ditions, even non-neurodegenerative diseases such as type 2 diabetes and some
types of cataract. Cells in tissues containing these fibrils exhibit very high mor-
tality. However, the reasons for this cytotoxicity have not been resolved. In recent
years the occurrence rate of diseases characterized by accumulation of protein
deposits has increased significantly. These disorders are sometimes called dis-
eases of civilization since they are more prevalent in developed countries where
life expectancy is higher. Unfortunately, their mechanisms are still poorly under-
stood. Although studies indicate that these diseases to some extent have a genetic
basis, the influence of lifestyle cannot be excluded. Unfortunately dissolution of
peptide aggregates is very difficult, especially for amyloids which are resistant
to activity of proteolytic enzymes and chemical compounds due to the specific
and highly ordered structure of their steric zipper.

Cataract is among the diseases associated with protein aggregation. Age-
related cataract is a major burden on public health: this is the most common
cause of blindness worldwide, affecting tens of millions of people. The lens fibre
cells are essentially composed of crystallin proteins, which are among the most
highly concentrated intracellular proteins in the human body. βγ-crystallins
define a superfamily of crystallins sharing similar sequence and structure. Despite
a large set of literature concerning the family of βγ-crystallins, there is no ded-
icated service containing all available genotypic and phenotypic data, as well
as tools for resolving molecular mechanisms of the disease and supporting the
development of potential pharmacological treatments.

Currently, it is believed that short peptide sequences of amyloidogenic prop-
erties (called hot-spots) can be responsible for aggregation of amyloid proteins.
These 4-10 residue long fragments (typically hexapeptides) have a high propen-
sity for strong interactions that lead to protein aggregation. Previous studies
have suggested that amyloidogenic fragments may have regular characteristics,
not only with regard to averaged physicochemical properties of their amino acids,
but also the order of amino acids in the sequence. There have been attempts to
predict the sequence of such peptides by computational modelling. Physics and
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chemistry based models have been used, including FoldAmyloid [1]. This method
is based on the density of the protein contact sites. Other methods perform
threading a peptide on an amyloid fiber backbone, followed by determination
of its energy and stability [2–4]. Statistical approaches include production of
frequency profiles, such as the WALTZ method [5] and machine learning meth-
ods, which have been used by our team [6,7]. Some other approaches, mostly
biophysical-based, enable classification of hot spots for non-amyloid aggrega-
tion. Recently, AGGRESCAN3D has been proposed to estimate more accurately
aggregation propensity by performing 3D structure based analysis [8]. All of these
methods, although promising, have faced difficulties due to limited amount of
experimental data available for their construction and validation.

Knowledge in the field of diseases related to protein aggregation is still patchy,
no global view of the problem is available and the link between the molecular
level and the phenotype is still generally missing. In addition, although a large
amount of information is available, its dispersion in separate publications, data
sets and web services hampers research development. To fill in this gap, we pro-
posed a new web service, AmyLoad [9], which is devoted to protein aggregation
and can facilitate global research in the field. The service is focused on general
amyloidogenic peptides. However studies on specific cataract related aggregation
have led us to the idea of separate sub-database services, including more specific
and detailed information, even if some is only predicted by software tools.

2 Results

AmyLoad is a website which gathers information about known, experimentally-
derived, amyloidogenic and non-amyloidogenic amino acid protein fragments [9].
The data comes from literature studies and various data sources, which are
WALTZ-DB [5], AmylFrag, AmylHex [10], and datasets used to validate such
methods like TANGO [11] and AGGRESCAN [12]. Although these data sources
contain protein fragments according to different specific features, the fact that
one fragment can belong to more than one dataset makes these databases dif-
ficult to work with. In addition, data filtration is usually unavailable. In this
category of datasets WALTZ-DB and AmylHex contain only protein fragments
which are composed of six amino acids. AmylFrag possesses 45 literature-derived
fragments which are longer than six residues. TANGO and AGGRESCAN are
well known amyloidogenicity prediction methods, which are based on different
sequence analysis algorithms. They were also validated using original experi-
mental data. TANGO uses statistical mechanics algorithm based on the physic-
ochemical principles of beta-sheet formation to predict protein aggregation. It
was tested on a set of 179 peptides obtained from the literature and 71 new pep-
tides derived from human disease-related proteins [11]. Alternatively, AGGRES-
CAN takes advantage of the aggregation-propensity scale for amino acids. It was
trained on a database of 57 experimentally known amyloidogenic proteins [12].
These training data have been included into our database.

The website was built using the Django web framework and a MySQL data-
base. Figure 1 presents the AmyLoad database tables and relations between them.
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Fig. 1. AmyLoad database structure

The most important table contains detailed information about each fragment such
as name, residue sequence, aggregation ability, experimental conditions, and data
about its first occurrence in the database: user and date. Each protein fragment is
related to only one protein record stored in another table. While there can be more
than one protein fragment related to a single protein record, the residue sequence
and protein record id attributes are unique for each record of the protein fragment.
Other tables store information about references related to the record of the frag-
ment, datasets of origin, experimental methods used for their discovery, and their
saves in private users sessions. Records of these tables are in many-to-many rela-
tion with protein fragment record. Information about registered users and admin-
istrators are stored securely taking advantage of the common user authentication
system provided by Django.
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The principal function of the AmyLoad website is data browsing and filter-
ing. Currently, the data can be filtered according to protein name, aggregation
propensity, residue sequence length, and sequence substring. Selected fragment
records can be moved to the temporary session field where they can be saved
for later studies. The data about selected fragments can be downloaded in sev-
eral file formats, such as the CSV, SSV (Semicolon Separated Values), XML,
and FASTA. The SSV and XML files contain all information gathered in the
database for selected fragments. The CSV file includes only that information
which is visible in the browsing table, i.e. protein name, fragment name, residue
sequence, and aggregation propensity. The FASTA file contains information in
the FASTA format, which is well known for those who work in bioinformatics.
It is a text-based format which represents nucleotide or protein sequences as a
single-letter code. Each sequence in the FASTA format can be preceded with
an additional sequence information line which begins with the greater-than (>)
symbol. In the AmyLoad website, that line contains the AmyLoad index, protein
name, and fragment name.

New fragments can be submitted into the database in two ways by either filling
in the website form or uploading a file in a proper XML format. The first option
is recommended for the submission of a single fragment which has no more than
one reference and dataset of origin. This is the most common manner of fragment
submission. Taking advantage of the XML format, users can add at once multiple
fragment records including potentially several references and datasets of origin
each. The AmyLoad XML format is explained in details on the help page where
examples and downloadable files are provided. Submitted fragments are visible to
the general public only after reviewer approval. Until then, they are only accessible
on the personal web page of the user who submitted them.

Following submission of protein sequences in the FASTA format, the Amy-
Load website allows for their analysis with several implemented amyloidogenicity
predictors, i.e. FoldAmyloid [1], AGGRESCAN, and FISH [7]. Implementations
of all these methods were validated through comparison of their results with
those of their original online implementations. FoldAmyloid and AGGRESCAN
are based on sliding window algorithms. FoldAmyloid analyzes experimentally-
derived expected probability of hydrogen bonds formation and expected pack-
ing density of amino acids in the sequence of interest [1]. AGGRESCAN, on
the other hand, calculates the aggregation-propensity scale for residues derived
from in vivo experiments [12]. Finally, FISH is a machine learning method which
was created in our group, based on the site-specific co-localization of aminoacid
pairs. The results of the analysis for any of the chosen methods are sent by
email to users using a binary format, where 1 means that the associated residue
in the submitted sequence belongs to the amyloidogenic fragment. Together with
the implemented methods, AmyLoad allows its users to search its database for
sequence fragments which occur in submitted FASTA sequences. The advan-
tage of using the AmyLoad implementations instead of the original modelling
tools is that users can run calculations for several submitted fragments at once.
In addition, results of different methods are presented in the email in a
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comparable format which makes AmyLoad a simple consensus amyloidogenicity
predictor. On the analysis website, references and links to the original imple-
mentations of FoldAmyloid, AGGRESCAN, FISH, and other 13 well known
amyloidogenicity predictors are also provided.

There are three types of users interacting with the AmyLoad website. The
first one is the common non-registered user who can use the entire analysis web-
site, and browse and filter the data about sequence fragments gathered in the
database. The second one is a registered user who can create temporary ses-
sions and save them for later studies. Furthermore, only the registered user is
able to submit new fragments into the database. Finally, there are the data-
base administrators who have all the privileges of non-registered and registered
users, together with the ability to review the submitted fragments. Only after
the administrator-reviewer approval, a fragment becomes visible to the general
public on the browsing web page.

Currently, there are 1477 unique entries in the AmyLoad database, which
come from over 150 different proteins. Figure 2 shows the distribution of sequence
lengths within the deposited fragments. The website contains also information
about almost 100 references related to the amyloidogenicity topic. According
to the literature, peptide fragments deposited in the AmyLoad were analysed
by almost 20 different experimental methods such as electron microscopy or
thioflavin dyeing.

Fig. 2. Lengths of fragments deposited in AmyLoad

Collecting all sequences diagnosed for amyloidogenicity enabled finding a
pattern in the contents of amyloid and non-amyloid fragments. We tested sev-
eral sets of peptides within different length ranges. Exemplary results are shown
in Fig. 3 (hexapeptides which are the best studied with regard to their aggre-
gation propensity) and in Fig. 4 (fragments of all lengths). The study showed
that amyloid fragments are rich in valine (V), isoleucine (I), leucine (L) and
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Fig. 3. Amino acid contents in hexapeptides collected in AmyLoad. Black bars denote
amyloid fragments, grey non-amyloid, white bars statistical frequency as in Uniprot
database

Fig. 4. Amino acid contents in all fragments collected in AmyLoad. Black bars denote
amyloid fragments, grey non-amyloid, white bars statistical frequency as in Uniprot
database

phenyloalanine (F), which appeared in the instances of almost all lengths. It
proves an excess of non-polar neutral aminoacids with high propensity to form
beta strands. Interestingly, non-amyloidogenic peptides are characterized with
increased contents of non-polar charged aminoacids, especially positively charged
lysine (K) and arginine (R). Enrichement of peptides with charged aminoacids
impacts on their non-amyloidogenic properties, which may be considered for
applications towards changing the amyloidogenic properties of peptides.

The database has been extended by diseases related to amyloid fragments.
It enabled to observe that majority of the fragments (44) are related to the
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Alzheimer’s disease, then to prion diseases (26 fragments), type II diabetes
(20 fragments), dialysis-related amyloidosis (16 fragments), and Amyotrophic
Lateral Sclerosis (11 fragments). Interesingly, some of the amyloidogenic frag-
ments have been shown as involved in up to three diseases. These include cer-
tain fragments of alpha synuclein - 8 fragments of this protein can lead either
to Alzheimer’s disease, or Parkinson’s disease, or dementia with Lewy bodies.
Another protein involved in 3 different diseases is τ -protein - with 6 fragments
that can lead to Alzheimer’s disease, Pick’s disease, and progressive supranuclear
palsy. However, a number of entries has not been associated with any disease, yet.

A general database, such as AmyLoad cannot contain sequences that have
not been experimentally confirmed with regard to their misfolding properties,
even though they may contribute to understanding of a disease. On the other
hand, several protein features could be predicted with modelling tools, which
would be very helpful in studying molecular mechanisms of the diseases of inter-
est. Such information is produced by specific modelling tools and it is associated
with some uncertainty, especially when predictors produce contradicting results.
As a consequence it needs to be very carefully examined and tagged in a data-
base. Although addition of modelling results could be considered for a general
database such as AmyLoad, this would require an immense amount of work of
the database curators to add these results with regard to every protein poten-
tially aggregating, taking into account all available modelling tools. We believe
that general databases should include less information, i.e. fewer fields, but from
more reliable sources. Therefore, we decided to include only experimental data
into AmyLoad and extend it into related subdatabases, dedicated to specific
protein families that may be of research interest with regard to certain diseases.
The first such database will be devoted to the βγ-crystallins and their involve-
ment in cataract development. One of the specificities of these proteins is their
aggregation pathway: many crystallins that are involved in the development of
cataract can form amorphous aggregates rather than amyloids, others follow an
amyloid aggregation path, whereas some may be involved in both paths. The
sub-database of crystallins will separate and extend the number of their current
entries in AmyLoad, while increasing the amount of available information about
each of them.

3 Conclusions

We reported an internet database system dedicated to aggregating peptides,
which may underlie several diseases of civilization, such as neurodegenerative
diseases, diabetes type 2, and cataract. The general peptide database AmyLoad
contains all currently known sequences of aminoacids whose propensity to amy-
loid aggregation has been published, based on experimental results. The entries
also include some more specific information regarding each record.

Analysis of the amyloidogenic peptides, collected in the database showed a
strong excess of neutral non-polar aminoacids with high propensity to for beta
strands, such as valine, isoleucine, leucine and phenyloalanine. It appeared in
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the instances of all lengths. Interestingly, non-amyloidogenic peptides are char-
acterized with increased contents of aminoacids with a positive charge and to
lesser extent of negative charge. Since the enrichement of peptides with charged
aminoacids impacts on non-amyloidogenic properties of peptides, it may be
considered for applications towards changing the amyloidogenic properties of
peptides.

AmyLoad may be too general for a specific family of proteins related to
diseases in which aggregation may assume different forms, or modelling results
would be crucial for further studies. Hence, more specialized sub-databases of
different fields and including modelling results are required, such as the one
containing βγ-crystallin proteins - underlying various forms of cataract. The
sub-database should allow more detailed information than AmyLoad, focused
more on different aggregate structures, leading to different disease phenotypes
and different potential treatments for which pharmacophores could be designed
based on available data.

Databases of aggregating proteins are needed to support further research in
related diseases. We believe that our freely available internet service will facili-
tate the identification of the link between a protein sequence, its propensity to
aggregation and the resulting disease, and discovering molecular events behind
development of diseases related to protein aggregation, as well as their pharma-
cological treatment and prevention.

The AmyLoad database, as well as other tools, could be found at Comprec
server: http://comprec-lin.iiar.pwr.edu.pl/amyload/
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Abstract. Cloud Computing (CC) is a new paradigm in which capa-
bilities and resources related to Information Technology (IT) are pro-
vided as services. This provision could be done via the Internet and
on-demand, and is accessible without requiring detailed knowledge of
the underlying technology. In this paper we assess different service plat-
forms using cloud computing telemetry services. Using an OpenStack
telemetry service, namely Ceilometer, we design experiments to assess
the performance of different Platform as a Service (PaaS) setups for
basic purposes (e.g. database and Web server). The assessment could
be use to decide between common used platforms, comparing requisites
of storage, processing time and processor load. Given the costs of each
metric at a CC platform and the performance of each PaaS setup, the
IT manager could choose the most advantage one.

Keywords: Could computing · Telemetry · Electronic systems

1 Introduction

Cloud Computing (CC) represents a new way of enhancing and simplifying the
use of Information Technology (IT) resources. It emerges as a new paradigm
of computing, a new proposal for managing the computing infrastructure for a
better use of resources in a given environment. These resources are offered on
demand, with centralized management in order to avoid idle equipments use.

The efficient use of CC infrastructure and resources can reduce the high
cost of hardware, software, IT maintenance and improve management control in
institutional environment [14].

One of the incentives for companies to adopt CC is predominantly from a
costs perspective, as organizations increasingly discover that their substantial
capital investments in IT are often grossly underutilized. Furthermore, equally
pertinent are the maintenance and service costs that have proved to be a drain
on the possible scarce corporate resources [9].
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There are many definitions regarding CC, however the definition commonly
accepted is that of the National Institute of Standards and Technology (NIST),
where cloud computing is defined as a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of configurable computing resources
(e.g., networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or service provider
interaction [10].

Depending on the type of provided capability, there are three distinct sce-
narios where CC is used, they are: Infrastructure as a Service (IaaS), Platform
as a Service (PaaS) and Software as a Service (SaaS). In IaaS, it is possible
to manage a large set of computing resources, such as storing and processing
capacity. Through virtualization, they are able to split, assign and dynamically
resize these resources to build ad-hoc systems as demanded by customers. In
PaaS, cloud systems can offer an additional abstraction level, instead of supply-
ing a virtualized infrastructure, they can provide the software platform where
systems run on. In the SaaS scenario, various services hosted on cloud systems
are offered for users. An example of this is the online alternatives of typical office
applications such as word processors [15].

Cloud computing has recently received attention in computer science and
information systems disciplines [11]. Previous studies have investigated CC from
different perspectives such as the final users adoption [11,12] and companies
adoption [7]. Other studies present prototypes of architectures and testing tech-
niques for the IT infrastructure in computing environment [2,3,6,8,13]. How-
ever, few studies have investigated the use of PaaS in cloud associated with open
source solutions, which is the focus of this study. The objective of this research
is to compare the performance of three different platforms in an open source
cloud environment using telemetry services. According to Rossigneux et al. [13],
the consumptions monitoring of all equipments in cloud is required for exploring
further improvement in energy efficiency and evaluate the impact of system-wide
policies.

This work is organized as follows. In Sect. 2, we present related works. In
Sect. 3, we describe the proposed testbed architecture and present the experi-
ments results. We analyze the results with applications in e-learning, IT manage-
ment and Green IT in Sect. 4. We present some concluding remarks and future
work in Sect. 5.

2 Related Work

When conducting a literature search, we identified some studies related to this
work. They are presented below in chronological order.

Malhotra and Jain (2013) [8] emphasizes the importance of cloud tests to
obtain success in the cloud implantation. Cloud testing is a form of testing
in which Web applications uses cloud computing environment and infrastruc-
ture to simulate real world user traffic. The authors present techniques available
for cloud testing which are functional and non-functional. The functional ones
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include: system testing, integration testing and user acceptance testing. The
non-functional ones include: business requirement testing, cloud security test-
ing, cloud scalability and performance testing; and ability testing techniques,
that included compatibility and interoperability testing, disaster recovery test-
ing and multi-tenancy testing.

Brinkmann et al. (2013) [2] developed a monitoring architecture and high-
lighted the multiples demands on CC monitoring systems, such as regular checks
of the Service Level Agreement (SLA) and the precise billing of the resource
usage. They mention some CC platforms like OpenStack, which provide resources
for the implementation and cloud resource management methods. They propose
an approach that the monitoring data is organized in a distributed and easily
scalable tree structure and is based on the Device Management Specification
of the Open Mobile Alliance (OMA) and the Device Management Tree (DMT)
Admin Specification of the Open Services Gateway initiative (OSGi).

Xiaojiang and Yanlei (2013) [16] proposed a cloud computing service platform
based on OpenStack that supports service management, auto-scaling, security
control and high availability. They implemented a resource monitoring subsys-
tem, which can monitor performance metrics like Central Processing Unit (CPU)
Utilization, memory usage and network Input/Output (I/O) of physical and vir-
tual resources.

Rossigneux et al. (2014) [13] reported their experiences on monitoring large-
scale systems and introduce an energy monitoring software framework called
KiloWatt API (KWAPI) that interfaces with OpenStacks Ceilometer to provide
power consumption information collected from multiple heterogeneous probes.
Experimental results demonstrate that the overhead posed by the monitoring
framework is small.

In our study, we also use the OpenStack Ceilometer [13]. However, our work
has a different perspective that is the evaluation of the database and Web servers.

3 Experiments

We used an OpenStack based testbed to assess different PaaS setups. The pro-
posed architecture is depicted in Fig. 1.

Fig. 1. Testbed architecture.
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For the application layer we analyzed Apache and MariaDB. The different
PaaS setups are described in Table 1.

Table 1. The different PaaS setups.

# Operating system Server

1 FreeBSD 10.2 Apache 2.4.16

2 Windows Server 2012 Apache 2.4.16

3 Debian 8.0 (Linux 3.16) Apache 2.4.16

4 FreeBSD 10.2 MariaDB 10.0

5 Windows Server 2012 MariaDB 10.0

6 Debian 8.0 (Linux 3.16) MariaDB 10.0

The PaaS setups were based on the same virtual hardware: 5 VCPUs and
6 GB of VRAM memory. For the operating system layer we analyzed one rep-
resent for Windows, BSD and Linux. The Ceilometer metrics used are listed in
Table 2.

Table 2. The Ceilometer metrics used in the experiments.

Metric Description

cpu CPU time used

cpu util Average CPU utilization

disk.read.bytes Volume of reads

disk.read.bytes.rate Average rate of read requests

disk.write.bytes Volume of writes

disk.write.bytes.rate Average rate of write requests

The choice of the metrics was based in the characteristics of each metric for
the processing performed by machines in database and Web server applications.

3.1 Web Server

In the first experiment, the Ceilometer was configured to perform the metrics
publication every second1. After that, requests were sent from a client machine to
the servers. The Apache Web server was used. In order to identify the measure-
ments related to the evaluation procedure, we stored the time at the beginning
and the end of the process. We retrieved metrics samples collected in the stored
interval. In Figs. 2 and 3, we present each Web server PaaS CPU utilization.

Based on Fig. 2, we could affirm that Windows had the worst performance,
with the peak of their use through the 140 % (more than one CPU), similar to
FreeBSD. Debian had the best performance. The CPU usage time in nanoseconds
1 Instructions to reproduce the experiments in https://github.com/labepi/aciids-2016.

https://github.com/labepi/aciids-2016
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Fig. 2. CPU usage for the Web server PaaS experiment.

Fig. 3. CPU load for the Web server PaaS experiment.

shows FreeBSD consuming more than Debian. The Windows consumed approx-
imately seven times more than others. The results suggest that the amount of
bytes read from disk was higher than Windows that have the worst performance,
while Debian got better performance.

In Fig. 4 and Table 3 we present the results of Apache Bench, a tool for
benchmarking HyperText Transfer Protocol (HTTP) servers.

Regarding the time spent processing the requests sent by clients, the average
Debian response was 21ms and FreeBSD 25ms, almost the same value. Although
the Debian has the best average responsiveness, FreeBSD is recommended for
real-time applications, since it responsiveness is more stable. Windows has the
worst performance with an average time of 92ms. In this experiment we do not
assess the disk metrics because the tests does not affect them significantly.

Fig. 4. The percentage of requests response times (in milliseconds).
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Table 3. The time performance for the different Web server PaaS setups.

Amount Time (≤ milliseconds)

Debian 8.0 (Linux 3.16) FreeBSD 10.2 Windows Server 2012

50 % 12 24 77

66 % 14 25 112

75 % 16 26 123

80 % 17 27 130

90 % 19 28 146

95 % 21 29 157

98 % 27 31 170

99 % 215 32 180

100 % 3015 47 3179

Min. 3 15 3

Mean 21 25 92

Max. 3015 47 3179

3.2 Database

In the second experiment, the Ceilometer was configured to perform the metrics
publication every 60 s. To stress the server, eight clients were used simultane-
ously. Clients sent requests for insertion, search and deletion of data on servers.
In Figs. 5 and 6, we present the measurements for CPU utilization.

Debian performed the tasks faster (32 mins.) and FreeBSD was the slowest
(52 mins.). The CPU load demonstrates that Windows had the highest peak of
usage (30 %). FreeBSD and Debian consumed less CPU percentage. The CPU
usage time presents FreeBSD consuming bulk 7 times more than others.

For database systems it is convenient to assess the disk usage. In Figs. 7, 8, 9
and 10, we present the measurements for I/O operations on disk extracted from
the disk metrics presented in Table 2, namely: volume of reads, average rate of
read requests, volume of writes, and average rate of write requests.

Fig. 5. CPU usage for the database PaaS experiment.
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Fig. 6. CPU load for the database PaaS experiment.

Fig. 7. Disk read activity.

Fig. 8. Disk read activity rate.

The amount of bytes read from disk were higher in Windows, which had
the worst performance, while Debian obtained the best. The amount of requests
readings rates were higher in Windows. FreeBSD had the best result among all.

However, FreeBSD had the worst performance regarding the amount of bytes
written to disk, while the Debian achieved the best. The amount of requests
written rates were higher in FreeBSD. In this case, Windows outperforms.

4 Analysis

The use of CC infrastructure provide important benefits in e-learning [4] systems,
IT management [5] and Green IT [1]. According Dong et al. [4], cloud computing
allows an e-learning ecosystem with the infrastructure which is reliable, flexible,
cost-efficient, self-regulated, and QoS-guaranteed.
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Fig. 9. Disk write activity.

Fig. 10. Disk write activity rate.

The e-learning cloud architecture is composed of three layers: Infrastructure
layer, Content layer and Application layer. The Infrastructure layer includes
the hardware and software virtualization technologies that are used to ensure
the stability and reliability of the infrastructure. The Content layer consists of
e-learning contents, such as Web file systems, database systems and Web services.
The Application layer consists of e-learning services, systems, tools, and so on [4].
E-learning systems using CC infrastructure can better use available resources
through their instances, especially security and database intensive.

The results of this research can be used by the Chief Information Officer
(CIO) as a parameter in the choice of e-learning systems. For example, when
analyzing the response time and processing operations they can choose the oper-
ating system that will host your database and your Web server in open source
cloud, namely OpenStack. The results showed that Debian operating system has
a better performance when using a database in an open source platform.

Cloud Computing can help the CIOs to reduce budgets and increase service’s
levels of their applications. In this regard, the cloud computing solution allows in
a SaaS scenario to be defined metrics that can help in the solution response time
and then include these measures within the SLA. For PaaS and IaaS solutions,
the IT manager initially will esteem the capacity’s level of the solution and
develop the resources for the solution that works satisfactorily [5].

Cloud Computing can be considered as an alternative to the consumption’s
reduction, optimization and efficient use of computing resources in organizations.
The concept of IT efficiency and Green IT involves not only the computing
resources used more efficiently [9], but further, the computers can be physically
located in geographical areas that have access to cheap electricity while their
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computing power can be accessed long distances away over the Internet. In this
context, cloud computing provides that companies use computational tools that
can be deployed and scaled rapidly, even as it reduces the need for huge upfront
investments that characterize enterprise IT setups today.

Our research results indicate that when hosting a database in a OpenStack
cloud, the operating system that generates a better use of the resources is Debian
because it efficiently uses the virtual machine capabilities.

5 Conclusion

This research presented a performance evaluation of different operating systems
(Windows, Debian and FreeBSB) used to provide Web server and Database PaaS
on an OpenStack cloud environment.

The results generally support that Debian (Linux) is the best operating sys-
tem. The FreeBSD stood out in relation to Web server. These results indicate
also that these two operating systems seem to be the most advantageous to
implement e-learning ecosystems and an IT infrastructure based on OpenStack.

As future work, we suggest testing with other Web servers and other database
systems, especially the non-relational. Furthermore, its suggested the use of other
analytical metrics such as network load analysis and also testing the operation
of simultaneous servers in a CC environment.

Acknowledgement. The authors would like to thanks the staff of the Elements of
Information Processing Laboratory (LabEPI) for the technical and theoretical support.
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Abstract. Online systems are often overloaded with marketing content and as
a result, perceived intrusiveness negatively affects the user experience and the
evaluation of the website. Intentional and unintentional avoidance of the com-
mercial content creates the need for compromise solutions from both the per-
spective of user experience and business goals. The presented research shows
a unique approach to search for tradeoffs between the editorial content and the
intensity of marketing components with the use of eye tracking and the
multiple-criteria decision analysis methods.

Keywords: User experience � Online marketing �Marketing exploitation � Eye
tracking � HCI

1 Introduction

In many organizations, Internet systems have become a key component of business
models and they play an important role in their commercial activities. Various revenue
models used within online services are based on subscription services, electronic
commerce, or support from advertisers or sponsors [20]. Despite the development of
various concepts, the profit from selling the advertising space still plays an important
role for many business models and excessive online marketing resources exploitation
takes place. This applies to social media platforms, news portals and entertainment
services [19]. While the increase of advertising expositions within websites is directly
related to profits, the negative side effects can also be observed. Users perceive
advertising clutter with a high share of advertising components among editorial content
[1]. There is an observed drop of user satisfaction when more and more intrusive
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advertising techniques are used to attract potential customers’ attention [2, 18]. Earlier
research in this field was addressed especially to the effect of intrusiveness on brand
awareness and memory [13]. Dedicated measures were introduced to evaluate the level
of intrusiveness based on scales defined by Li et al. [5] and were later utilized in
various studies [4, 18]. Most of the earlier methods focused on measuring intrusiveness
or improving the performance of online marketing [6]. Research presented in this paper
is based on tradeoff solutions and demonstrates a multi-criteria approach based on the
integration of MCDA methods with eye-tracking feedback. During the designed
experiment, the editorial content was used with embedded advertisement and the focus
level on either editorial or commercial content was measured. The results based on
these multi-criteria methods revealed that the method of selecting advertising content
may be efficiently used within the website, if taking into account criteria related to the
user experience and web portal profits. The paper is organized as follows. Section 2
consists of the literature review. In Sect. 3, the conceptual framework and assumptions
for empirical research are presented. In the Sect. 4, empirical results from research are
presented, followed by a multi-criteria analysis and results in Sect. 5. Section 6 includes
conclusions and directions for future work.

2 Literature Review

Design of online systems and their integration with marketing content requires several
decisions at all stages of the design process and takes into account factors related to all
engaged parties. First of all, user experience should be considered towards better
functionality and the creation of solutions that better address the needs of web users
[18]. This approach can be conflicting with the perspective of portal owner, who have a
high focus on profits. Decisions aimed at improving economic performance are made
by online ventures and often result in negative feedback from web users. The situation
is complicated even more when the point of view of external advertisers, with a focus
on performance, is taken into account by the web portal operator. Questions arise as to
which level the intrusiveness of marketing content can be increased to attract user
attention and keep profits at an acceptable level without invading user experience what
was discussed in our earlier research in the relation to the recommending interfaces
[14], web conversions [15] and repeated contacts with the marketing content [16].
Other studies in this field addressed several aspects related to the intrusiveness of
online content. Intrusiveness in relation to online advertisements is defined as “a
perception or psychological consequence that occurs when an audience’s cognitive
processes are interrupted” [5]. Ha and Litman defined intrusiveness as “[…] the degree
to which advertisements in a media vehicle interrupt the flow of an editorial unit” [8].
To measure intrusiveness, Li et al. [5] introduced an approach based on a seven-point
scale defining content as distracting, disturbing, forced, interfering, intrusive, invasive
and obtrusive, with seven levels ranging from “strongly agree” to “strongly disagree”.
The scale, which was reduced from an initial eleven items, is based on psychological
mechanisms and was later used for different experiments by other authors [4, 18]. The
excessive usage of video, audio and animations within online content causes an
overload problem of commercial content and leads to side effects, followed by
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negatively affecting user experience [9]. These effects where analyzed in the earlier
studies. For example, the field experiments performed by Moe were based on the
timing of popup-messages with on across-page delay and within-page delay and their
effect on click-throughs and site exit behaviors were studied [6]. Goldstein et al., in
turn, emphasized the conflict within companies operating web portals where adver-
tising content is a source of income, but intensive exploitation of advertising space
leads users to abandoning the website [7]. Earlier research reported several usability
problems related to online advertising with misleading information and difficult to find
options to remove advertising content [3]. In a situation when most web portals are
trying to attract the attention of web users with commercial content, online users are
overloaded by the marketing content and only part of it receives attention due to the
limited ability to process information [17]. Experienced web users are focused on
completing their tasks, while they ignore irrelevant content [13]. Unfortunately, this
problem can be only partially solved by adaptive personalization of advertisements
[36]. Some undesirable side effects during web-based tasks are observed based on the
unintentional avoidance. They were identified as “banner blindness” by Benway [11]
and extended by other researchers [10]. Apart from cognitive avoidance and banner
blindness, the physical avoidance of marketing content takes place [12]. While earlier
research focused mainly on the user experience or efficacy of advertising content
separately, the research presented in this paper showed an integrated approach with the
main goal of supporting decisions and multi-criteria evaluation from the perspective of
web users and the efficiency of commercial content. The conceptual framework is
presented in the next stage, followed by results from the experiment based on searching
for tradeoffs between content intrusiveness and user experience with the use of eye
tracking and multi-criteria methods.

3 Methodological Background

The presented method is based on the scaling parameters of advertising content related
to its ability to attract user attention. Within advertising content, the factors related to
the intensity of influence on a user were identified. The first group of factors used in this
research is related to external characteristics of the content, such as animations or
flashing effects intended to attract user attention. All of those factors can affect the level
of intensity of advertising content with the vector of intensity, I = [I1, I2,…, Im] with
distinguished m levels of intensity, such as Ii > Ij for all i > j. The level of intensity can
be evaluated by a designer or obtained as a result of perceptual experiments or ques-
tionnaires. The second dimension of marketing content related to the intrusiveness
measured by its size S = [S1,S2,…,Sn] with n sizes and ordered elements, such as Si > Sj
for each i > j. The third distinguishing factor is related to the location of advertising
content within a webpage. A higher location is having usually a greater impact on
users. Location is represented by k available, distinct placements, L = [L1,L2,…,Lk]
such as Li > Lj if i > j. The next considered factor is the cost of emission of adver-
tisement within the portal, which is directly related to website operator profits. Eval-
uation of the costs of advertisements is based on the location, size, format used and
techniques. More intrusive formats usually deliver a higher number of interactions but
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their emission cost is higher as well. Following these specifics, the profits are a function
of parameters related to advertisements P = f(I,S,L). For the measurement of the
performance of advertisements within experimental content, the used factors are based
on eye-tracking measurements and are related to the total time that the web user has
looked at the marketing content. Used factors include the number of viewers to the
marketing content (MV), percentage of total time spent on the website with the focus
on advertisement (MTP), focus time on the marketing content (MT), time to the first
view of the advertising content after the website is fully loaded (MFV), the number of
repeated visits to the advertising content (MRV) and the total number of returning
visitors (MRVN). The equivalent factors based on this eye-tracking can be assigned to
the editorial content in a form of total time spent on editorial content (ET), the per-
centage representation of it (ETP), and the number of viewers (EV), time to the first
viewing of the editorial content (EFV), the number of revisits (ERV), and the number
of returning visitors (ERVN). While users are usually goal-oriented with a focus on
reading editorial content, time spent on advertisements can be treated as negatively
affecting user experience. Depending on the web portal approach to the user experi-
ence, advertising content can be selected to maximize profits and minimize time spent
with the focus on the advertisement Sel(A)→[min(MT), max(P)]. The final evaluation
should deliver a set of advertisements with the potential for profits and impact on users
based on the requirements from advertisers. Due to the relation of profits P to factors
assigned to the advertisement, the final result is characterized by the level of intensity I,
size S and location L. For the analysis of the tradeoff solutions, a multi-criteria
approach should be used with proper methods selection based on characteristics of
decision problem and criteria selections [39, 40]. The decision-making process can be
identified in four main stages [25]. In the first stage, the object of the decision and a
definition of the set of potential decision variants A and the determination of the
reference problematic to A is formulated. In the second stage, analyzing of conse-
quences and developing the consistent set of criteria C is performed. The third stage
includes modelling comprehensive preferences and operationally aggregating perfor-
mances. The last stage consists of investigating and developing the recommendation,
based on the results of Stage Three and the problematic defined in Stage One. In the
first stage, Roy [26] distinguished four problematics, including α - selection, β - sorting,
γ - ranking, and δ - description. Various methods and operational approaches can be
used for aggregating performances. The first approach is based on the use of a single
synthesizing criterion without incomparabilities, including the relations of indifference
(I), weak preference (Q) and strict preference (P). The second approach is based on the
synthesis of outranking with incomparabilities, including the relations of: S -
outranking, R - incomparability. The third approach is based on the interactive local
judgments with trial-and-error iterations. Used in this research, the Promethee method
is based on the outranking relation and pairwise comparisons. Promethee I/II solves the
sorting problem, delivers the ranking of variants, and indicates the best of them (in
terms of Pareto evaluation) [21]. This method uses the outgoing and incoming flows of
preferences, specifying how much greater one alternative is than the other, and how
much it is surpassed by other variants. Using the Promethee methods, a decision maker
can choose between six preference functions: usual criterion, quasi-criterion, criterion
with linear preference, level-criterion, criterion with linear preference and indifference
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area and Gaussian criterion [22]. Other approaches based on the characteristic objects
method with a new distance‐based approach can be applied [37, 38].

4 Empirical Results

For the purpose of the experiment, a design having three levels of intensity I = [1,2,3],
three levels of size S = [1,2,3] and three levels of localization L = [1,2,3] was used. As a
result, the experimental space [3 × 3 × 3] with its 27 combinations of websites with
integrated marketing content was used in a form of design variant. Three components
of each website presented editorial content with the headline content concerning current
e-commerce news. As a fourth element, advertisement was used built on the basis of
three parameters: intensity of marketing object, size, and location on the page.
Acceptable values of each of the characteristics are shown in Table 1.

In stage two, a set of criterions was used based on the variables assigned to the
collected data. The experiment includes 16 participants who have agreed to take part,
and average age did not exceed 30 years. None of the subjects showed any visual
defects that could distort the results. In addition, each of the respondents confirmed that
they regularly use web portals and have contact with online advertisements. The
content used in the experiment was designed to target their needs and none of the
subjects had seen them before the experiment. During the eye-tracking study, the
experimental page was presented for 15 s and eye-tracking patterns were saved with
60 Hz frequency. Both visual and statistical analysis of results was performed. In the
first stage heat maps and scan paths were generated for each design variant. Example
results are showed in Figs. 1 and 2.

The data collected during the study was used for the decision criteria. The set of
criteria was extended with the cost, which is the sum of the values shown in Table 3.
For example, the cost of a small ad with a high-intensity presence, located at the bottom
of the page is 1 (Size) + 3 (Intensity) + 1 (Localization) = 5. The values of
decision-making criteria for design variants are shown in Table 2.

5 Searching for Tradeoff Solutions with MCDA Method

Proper selection of the advertising components to be used within a website provides the
ability to generate the desired interactions and performance. Design solutions can
deliver different results in terms of user experience and marketing performance. To
solve the problem of design variants, the Promethee II was used, which uses a synthesis

Table 1. Parameters of advertising content and it’s variants

Value Intensity (P) Localization (L) Size (S)

1 Low Down Small
2 Medium Middle Medium
3 High Top Big
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of criteria based on outranking relation [21]. This choice is related to its wide versa-
tility, resulting from, among others, the use of six different preference functions [22]. In
an initial stage, the directions of preference for each criterion, defined weighting of the
criteria and their groups, selected functions preferences, and preferences with set
threshold values were established. The proper selection of both functions, as well as the
thresholds, has a substantial influence on the sequence variants in the rankings [30, 31].
In addition, the type of the preference function depends on the type of criteria. For
quantitative criteria functions with linear preference, linear preference and indifference
area or Gaussian preference should be used [27]. The models based on the linear
preference and Gaussian preference create two separate scenarios for decision making.
It features preference use the thresholds like criterion with linear preference p and s for
Gaussian criterion. The s threshold can be interpreted as the standard deviation values

Fig. 1. Heat map for the design variant with middle ad location and medium size with high
intensity

Fig. 2. Scan path for the example design variant with down ad localization and big size with
medium intensity
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of all options for a given decision criterion [29]. On the other hand, the p threshold can
be established between credible min and max values that can take a given criterion [28].
In the developed decision model, the value of p threshold was assumed to be twice the
standard deviation. Preference model, taking into account weighting of the criteria and
thresholds for individual preference function within example decision process with the
use of external expert are shown in Table 3.

The last stage relied on the preparation of recommendation decisions on the basis of
the multi-criteria procedure. These recommendations were based on the assessment
carried out using the two preference functions mentioned earlier. In addition, a veri-
fication of the results with the GAIA analysis (Geometrical Analysis for Interactive
Assistance) was used [33] together with sensitivity analysis [34]. As a result, preference
flows were determined with the use of two preference functions. Values of the pref-
erence flows are given in Table 4. The analysis of the rankings indicates that they are

Table 2. The values of the variants under consideration criteria for decision-making

Variant Advertisement Editorial content Cost
No P L S MV MT MFV MRV EV ET EFV ERV

1 1 3 1 0.36 0.90 2.29 0.21 1.00 5.11 0.47 8.07 5.00
2 1 2 2 0.64 0.33 1.28 1.00 1.00 4.57 0.64 5.71 5.00
3 2 2 1 0.64 0.24 4.77 0.00 1.00 3.75 0.68 4.00 5.00
4 2 1 3 0.57 0.28 0.91 0.07 1.00 4.51 1.10 6.64 6.00
5 3 1 1 0.57 0.19 3.77 0.07 1.00 4.01 1.54 5.86 5.00
6 3 3 2 0.57 0.38 2.69 0.71 1.00 5.36 0.65 7.36 8.00
7 1 2 1 0.29 0.07 1.58 0.14 1.00 6.11 0.45 5.57 4.00
8 2 2 2 0.64 0.23 6.33 0.43 1.00 3.55 0.69 5.57 6.00
9 1 2 3 0.36 0.34 2.08 0.43 1.00 3.99 1.10 6.50 6.00
10 1 3 2 0.50 0.20 2.60 0.71 1.00 5.43 0.99 8.64 6.00
11 2 3 2 0.50 0.18 2.41 0.50 1.00 4.37 1.12 6.93 7.00
12 3 3 3 0.64 0.55 2.03 0.93 1.00 2.64 0.50 4.50 9.00
13 3 2 2 0.57 0.22 4.76 0.14 1.00 4.65 1.08 6.07 7.00
14 1 1 1 0.43 0.13 3.95 0.00 1.00 3.80 0.90 6.50 3.00
15 3 2 3 0.50 0.12 1.80 0.14 1.00 3.83 0.84 8.29 8.00
16 1 1 3 0.36 0.14 1.21 0.00 1.00 4.12 0.71 7.86 5.00
17 1 1 2 0.29 0.06 0.96 0.21 1.00 3.42 1.51 4.64 4.00
18 2 2 3 0.50 0.15 3.78 0.50 1.00 3.86 0.71 4.07 7.00
19 2 1 2 0.50 0.20 0.16 0.50 1.00 3.52 0.78 6.36 5.00
20 1 3 3 0.36 0.04 2.93 0.07 1.00 4.91 0.62 5.71 7.00
21 3 2 1 0.29 0.11 2.42 0.29 1.00 4.33 1.09 6.93 6.00
22 2 1 1 0.43 0.15 0.26 0.57 1.00 2.80 1.18 6.29 4.00
23 3 1 2 0.43 0.15 1.70 0.21 1.00 3.50 0.92 7.29 6.00
24 2 3 3 0.79 0.30 2.87 1.14 1.00 4.32 0.85 5.71 8.00
25 2 3 1 0.57 0.19 2.97 0.50 1.00 3.63 1.68 6.29 6.00
26 3 1 3 0.57 0.14 3.43 0.79 1.00 3.47 1.37 6.07 7.00
27 3 3 1 0.85 0.34 4.60 0.62 1.00 3.10 1.64 7.46 7.00
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very similar. These similarities are well illustrated by a co-occurring factor correlation
between rankings, which amounted to 0.9945.

The analysis of results can be divided into two main groups of decision variants.
The worst variant in each rank are: A15, A17, A18, A20, A21, A26. In turn, the best
options are A1 and A2. Other variants fall between these groups. The next step was to
verification of the results through the use of GAIA analysis for the rankings. The GAIA
methodology is concerning the k-criteria of the decision problem in the k-dimensional
space that is projected onto a plane [35]. Alternatives are represented by points and
criteria preferences are symbolized by vectors. If these vectors are oriented in the same
direction, it means that they are represented by the criteria in a similar way, which
affects the global assessment of variants. The length of the vector indicates the strength
of a given criterion to assess the variant. The closer a vector is to the particular
alternative, the more the vector supports this alternative [21]. The results of GAIA
analysis are shown in Figs. 3 and 4.

In this analysis, to increase its readability, the different groups of criteria, not
individual criteria, were taken into account. In analyzing the GAIA charts, their sim-
ilarity should be noted. When seeing the GAIA plane from the perspective of groups of
criteria, it can be observed that the criteria related to advertising and expense have a
slightly greater impact on the final solution than the criteria related to the text presented
on the site. For each of the graphs, it is visible that the criteria related to advertising the
most appropriate variants include variants A27, A25, A4, A8 and A2. On the other
hand, criteria related to text support variants A20, A21 and the criterion cost rewards
variants A22, A14 and A17. Furthermore, the vector of cost criterion is set almost
orthogonal to a vector of advertising and text criteria, which means that they are to
some extent independent of cost. In contrast, vector sets of criteria related to advertising
and text are positioned opposite each other, which means that these criteria are
mutually conflicting. Vector Л, representing a compromise, shows A2 as the best
solution, which is consistent with those previously obtained rankings. The last step in

Table 3. Preferences for criterions in proposed model

Criterion and group Direction Weight Weight [%] Preference function
Linear (p) Gaussian (s)

Advertisement 4 40.00
Ad Viewers Max 5 16.70 0.28 0.14
Ad Viewed Times (s) Max 4 13.30 0.34 0.17
Ad 1st view (s) Min 2 6.70 2.90 1.45
Ad Revisits Max 1 3.30 0.64 0.32
Editorial content 4 40.00
Txt Viewers Max 5 16.70 1.00 0.00
Txt Viewed Times (s) Max 4 13.30 1.60 0.80
Txt 1st view (s) Min 2 6.70 0.70 0.35
Txt Revisits Max 1 3.30 2.38 1.19
Economic factor 2 20.00
Cost Min 6 2000 2.82 1.41
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Fig. 3. The GAIA plane sets of criteria with the use of linear preference

Table 4. Net preferences flow values

Ranking Linear preference Gaussian preference
ϕ+ ϕ − ϕnetto Variant ϕ+ ϕ − ϕnetto Variant

1 0.362 0.061 0.301 A2 0.301 0.047 0.254 A2
2 0.389 0.129 0.260 A1 0.349 0.107 0.242 A1
3 0.26 0.133 0.127 A10 0.295 0.175 0.120 A7
4 0.301 0.180 0.121 A6 0.217 0.101 0.116 A10
5 0.329 0.209 0.120 A7 0.255 0.153 0.102 A6
6 0.237 0.132 0.105 A4 0.187 0.103 0.084 A4
7 0.286 0.202 0.084 A24 0.246 0.169 0.077 A24
8 0.224 0.142 0.083 A19 0.182 0.109 0.073 A19
9 0.234 0.176 0.058 A3 0.188 0.148 0.040 A3
10 0.235 0.207 0.028 A14 0.202 0.166 0.036 A14
11 0.199 0.189 0.010 A16 0.160 0.153 0.008 A16
12 0.227 0.230 −0.003 A22 0.192 0.193 0.000 A22
13 0.185 0.194 −0.009 A5 0.228 0.237 −0.009 A27
14 0.192 0.203 −0.011 A8 0.144 0.160 −0.016 A5
15 0.260 0.273 −0.013 A27 0.151 0.171 −0.020 A8
16 0.286 0.320 −0.035 A12 0.250 0.291 −0.041 A12
17 0.167 0.211 −0.044 A9 0.128 0.173 −0.045 A9
18 0.164 0.223 −0.06 A13 0.109 0.164 −0.056 A11
19 0.143 0.206 −0.064 A11 0.126 0.185 −0.058 A13
20 0.146 0.216 −0.071 A25 0.111 0.177 −0.067 A25
21 0.127 0.218 −0.091 A23 0.095 0.173 −0.078 A23
22 0.109 0.254 −0.145 A18 0.153 0.276 −0.123 A17
23 0.178 0.323 −0.145 A17 0.082 0.206 −0.124 A18
24 0.122 0.268 −0.146 A21 0.093 0.220 −0.127 A21
25 0.122 0.274 −0.152 A15 0.090 0.220 −0.130 A26
26 0.117 0.269 −0.152 A26 0.095 0.224 −0.130 A15
27 0.136 0.295 −0.159 A20 0.112 0.244 −0.132 A20
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preparing the recommendation was to conduct the rankings sensitivity analysis to
changes in weights of the individual groups of criteria. Charts showing the analysis for
linear function of a preference for selected top options are shown in Fig. 5. Due to the
fact that a sensitivity analysis for Gaussian preference function gave very similar
results. it was not presented here.

The sensitivity analysis on weight sets of criteria indicates a high stability of the
resulting solution for the best decision variants. Variants A1 and A2 are the best in
terms of weight: 20 % to 83 % for the criteria relating to advertising; 0 % to 89 % for
the criteria relating to the text; and 3 % to 48 % for the criterion of cost. It can be
assumed that these two solutions offer a good compromise between text content and
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Fig. 4. The GAIA plane sets of criteria with the use of Gaussian preference

Fig. 5. Sensitivity analysis for top variants
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advertising pages. If it is more important for the decision maker that users pay more
attention to the editorial content, then preference will be given to variant A1. However,
if it is more important that more attention be devoted to available advertising content
then the preference will be given to web page layout and ad attributes represented by
the A2 variant. On the other hand if the most important aspect for the decision maker is
advertising outcome based on advertising costs, then the optimal choice may be a
variant of A14. The sensitivity analysis on weight sets of criteria indicates a high
stability of the resulting solution for the best decision variants.

6 Summary

The design of websites and the integration of marketing content requires the consid-
eration of some factors related to website usability and user experience. However,
parameters related to the business indicators are also important, as it is difficult to
maintain the websites without any advertising content. The presented research showed
the possible tradeoff between online marketing resources exploitation and user expe-
rience based on multicriteria selection of marketing content and integrating it with the
editorial part of a webpages. A high focus on profits may lead to a case when user
experience is negatively affected. Eye tracking makes it possible to conduct a detailed
evaluation of elements within a website that really attract user attention. The proposed
usage of the multi-criteria method with data used from eye tracking facilitates making a
more objective selection of advertising content using the preferences of web portal
managers. With the use of the Promethee II method for the presented problem of
decision making, preference flows were determined using preferences based on two
functions that represent decision makers attitudes as the input and output parameters.
The GAIA method was used and it delivered a complete graphical representation of the
decision problem and an analysis of the goodness of the obtained solutions was per-
formed. The proposed approach and the integration of the used methods are useful in
the process of obtaining tradeoff solutions. Portal operators with the highest priority on
profits can select solutions with a lower priority for user experience while maximizing
profits. However, the better strategy for long-term activity and goals can be the
selection of elements with a moderate negative impact on users, which can still deliver
acceptable results without invading user experience. Research showed how the game
between website operators, portal users and advertisers can be formalized towards
tradeoff solutions. Future work assumes the integration of the proposed system with the
real environment and the inclusion of data based on real interactions within the website.
Connecting data from online experiments and from a controlled experimental envi-
ronment can deliver tools for wider use for marketing purposes.
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Abstract. Management of unstructured knowledge in business organizations,
mainly by using integrated information system, is a very important process. This
type of knowledge allows supporting decision-making process to a high degree.
The aim of this paper is to present using a cognitive agent’s architecture for
knowledge management in integrated information system running in business
organization. Analysis of the existing works in considered field is presented in
the first part of paper; next an unstructured knowledge management process
using The Learning Intelligent Distribution Agent architecture has been
described. The last part of paper presents the research experiment performed in
order to verification developed solution.

Keywords: Knowledge management � Unstructured knowledge � Integrated
management information systems � Cognitive agents

1 Introduction

Integrated management information systems process mainly structured knowledge [3].
This type of knowledge is stored by using different kind of structures (e.g. tables, sets,
tuples, and trees). Management of unstructured knowledge in business organizations,
mainly by using integrated information system, is a very important process. This type
of knowledge allows supporting decision-making process to a high degree. Therefore,
an unstructured knowledge must be processed in parallel to a structured knowledge. An
unstructured knowledge is related mainly to various types of texts stored in natural
language. Websites, social media or users’ opinions about products, experts’ opinions
about forecast securities or currency exchange rates may serve as examples. Taking
into consideration business organizations, processing of this type of knowledge is
related to documents describing the organization’s environment. A knowledge con-
tained in these documents can be very useful. For example, on the basis of users’
opinions about products it is possible to predict a sales volume or on the basis of
currency exchange rates trading on financial markets can be performed. Unstructured
knowledge processing, however, is more difficult than structured knowledge
processing.
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The aim of this paper is to present using a cognitive agent’s architecture for
knowledge management in integrated information system running in business organi-
zation and verification of this agent’s performance.

This paper is organized as follows: analysis of the existing works in considered
field is presented in the first part of paper; next an unstructured knowledge management
process using The Learning Intelligent Distribution Agent architecture has been
described. The last part of paper presents the research experiment performed in order to
verification developed solution.

2 Related Works

Knowledge management in business organization is related to structured and unstruc-
tured knowledge processing performed mainly by integrated information systems. It is
understood in the literature of subject in different ways, inter alia as [2, 6, 13]:

• knowledge creation process and use it to improve the efficiency of the organization,
• organization’s information, knowledge and experience management,
• encouraging employees to share knowledge.

Knowledge management can be divided into the following sub-processes [2, 4, 5]:

• identification,
• acquiring,
• creation,
• organization,
• utilization,
• storing.
• evaluation,
• transfer,
• integration,
• triggering creativity in employees.

Processing of unstructured knowledge is performed by using different methods; often
two groups of a hybrid approaches are used:

1. The unstructured knowledge is structuralized and processed in symbolic way (this
type of processing can by performed, for example, by expert systems or genetic
algorithms)

2. The unstructured knowledge is converted into numerical representation and pro-
cessed in emergent way (this type of processing can by performed, for example, by
neural networks or fuzzy logic systems).

There are two categories of analysis of text documents [2, 8]:

• Deep Text Processing, involving a linguistic analysis of grammatical relationships
and context (meaning) determining occurring in text documents. This type of
processing can be very difficult and complex.
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• Shallow Text Processing, relies on identification of particular parts of sentence (e.g.
subject, predicate) and parts of speech (e.g. noun, adjective, verb) without analysis
more complex relationships.

There are different techniques for text document analysis, including:

• machine learning [7, 12] (Bayesian classifiers, support vector machines, used, for
example, to recognizing contextual polarity [14]).

• rule based systems [10, 11] (used, for example, to the extraction of spatial rela-
tionship, identify the requirements for the projects, expressed on Internet forums
[15] or extraction of information from real estate ads [14]).

More often the cognitive agents’ architectures are used in order to unstructured
knowledge processing. The literature of subject presents many solutions of such
architectures and, according [16], their main features include:

• memory organization
• learning methods.

Cognitive agents’ architectures are divided as follows [16]:

• symbolic architectures processing an unstructured knowledge in symbolic way.
• emergent architectures processing an unstructured knowledge in an emergent

way.
• hybrid architectures processing an unstructured knowledge parallel in symbolic

and emergent way.

3 Knowledge Management Using LIDA Cognitive Agent

In this research The Learning Intelligent Distribution Agent (LIDA), developed by
Cognitive Computing Research Group [1], has been used in order to unstructured
knowledge management. This is a hybrid architecture and as it’s practical implemen-
tation can serve automatic searching job opportunity by sailors serving in the US Navy
(sailors are employed within several months contracts, and the role of cognitive agent
program was based on an analysis of the body of the e-mail message sent by the sailors,
who ended a contract, and search for these contracts in accordance with the require-
ments set out in the body of these messages).

The LIDA agent is architecture with tools to grounding the meaning of symbols. It
allows processing the unstructured knowledge. Basic operations in the frame of this
architecture are performed by the codelets - specialized, mobile programs processing
information in the model of global workspace. The LIDA consists of the following
modules [1]:

• Sensory Memory,
• Perceptual-Associative Memory,
• Workspace,
• Transient Episodic Memory,
• Declarative Memory,
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• Attentional Codelets,
• Global Workspace,
• Procedural Memory,
• Action Selection,
• Sensory-Motor Memory.

It is running in the cognitive cycle [9] divided into following phases [1]:

• perception,
• memory retrieval,
• conscious broadcast,
• action.

Cognitive cycle is asynchronous and it is repeated at a frequency of 5 - 10 times per
second, depending on the number of tasks that must be executed in a given cycle. Also
learning processes are performed in the frame of particular phases. The LIDA archi-
tecture is implemented in Java and available as framework software, therefore it can be
use by a wider range of scientists or developers. A framework includes classes of
objects performing the operations in the architecture (definitions and methods for all
types of memory, communication protocols, methods for performing the agent’s
operations on the real world objects - for example, a searching and recognition of
objects, identifying the characteristics of the objects, identifying associations between
objects). All of tasks’ parameters can be configured by using the “xml” file. The
programmers’ job is to complete the tools provided by the framework LIDA on aspects
related to the specific area of the problem - for example, economics, management
(writing the desired program code).

A cognitive agent of the above-discussed structure may be used in supporting the
process of knowledge management in business organizations. This agent can be
implemented in integrated information system. As an example, one can have a look at a
situation when an agent analyses opinions of experts about forecast securities or cur-
rency exchange rates (Fig. 1). An agent is permanently searching for documents
containing opinions of experts (in sources such as entries posted on subject-related
portals, social networking sites, as well as on brokerage houses websites) and it are
storing them in the sensory memory. Next, opinions are interpreted in the perceptual
memory (e.g. it is determined which currency/security a given opinion refers to, and
whether an expert predicts an increase or decrease in the exchange marks of a given
currency/security). Using events stored in the episodic memory (e.g. “in the previous
period a decrease/fall in the exchange marks was noted”) and rules stored in the
declarative memory (e.g. “if opinions of experts forecast a decrease in the exchange
marks, a given currency/securities shall be sold”) a current situational model is created
in the form of objects (e.g. description of currencies/securities), events (e.g. investors’
activities) and connections existing between them (e.g. “investors are panicking so
prices of currencies/securities have started falling”). In the next step, the current situ-
ational model is sent to the global workspace, and specific patterns of action are
selected from the procedural memory (e.g. “Buy”, “Sell”). A selected action is sent to
the sensory-motor memory in which algorithms of action are started (e.g. sending an
order for opening/closing a given item on the currency market).
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The LIDA cognitive agents can be used for performing all of the sub-processes of
knowledge management (Fig. 2).

Sub-processes of identification and acquisition are mainly related to data and
information– they consist of recording essential phenomena taking place around an
organization in the sensory memory of an agent. The sub-process of knowledge cre-
ation starts the moment the perceptive memory is activated, and it consists of recog-
nizing phenomena, distinguishing their traits (features, attributes) and determining
relations (dependencies) between the phenomena or attributes, and rules describing
the dependencies. In this way the sub-processes of creating, organizing and storing are
realized. While the sub-process of storing continues, the sub-process of use starts the
moment an agent has generated the current situational model of the environment,
recorded in the global working memory, and in the module of current consciousness, or
an agent’s awareness and understanding of current phenomena taking place in the
environment of a company. Knowledge may be used by selecting possible patterns

Searching/reading the docu-
ments

Internet – experts’ opinions

Sensory memory (experts’ opinions)

Interpretation of the opinion

Perceptual memory (results of the interpreta-

Transfer
Episodic 
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Reading Reading
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Fig. 1. Example of cognitive agent’s functioning in an enterprise.
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from the procedural memory, i.e. by making decisions. Selected actions (decisions)
activate the sensory-motor memory in order to create a proper algorithm of their
performance (execution of a decision).

It needs to be noted that the functioning of a cognitive agent stimulates creativity
among employees who, due to the fact that they transfer their knowledge to an agent,
contribute considerably to the learning processes of an agent. Knowledge acquired by a
cognitive agent, on the other hand, positively affects employees’ creativity.

It is also important for an agent to be able to enhance symbols, i.e. to assign natural
language symbols respective equivalents from the real world. It is indispensable for
accurate processing of unstructured knowledge, recorded mainly by means of the
natural language (for example customers’ opinions about products).

Thanks to the execution of the transfer and integration [4] sub-processes,
employees are capable of acquiring new knowledge generated by a cognitive agent
along a continuous process of knowledge evaluation, which enables improvement of
the whole process of knowledge management.

4 Experiments

The method for text processing by LIDA has been detailed described in paper [3]. Due
to pages limit, in this paper only the research experiment performed in order to veri-
fication developed solution, has been presented. The experiment is related to knowl-
edge management on FOREX market and the following assumptions were made:

1. EUR/USD quotes were selected in H4 range from randomly chosen periods,
notably:

• 01-09-2015 to 12-09-2015,
• 13-09-2015 to 25-09-2015,
• 26-09-2015 to 09-10-2015.

2. Opinions of two expert (received from financial portals) about predicted quotation
has been analyzed by cognitive agent, and signals open long/close short
position-value 1, close long/open short position-value -1) has been generated by the
agent on the basis of considered opinions.

3. It was assumed that the unit of agents’ evaluation ratios (absolute ratios) is pips (a
pip is a minimal amount of change a currencies quotation).

4. The number of transaction is assumed as a transaction cost (direct proportionality).
5. The trader invests 100 % of the capital in each transaction.
6. The following measures (ratios) have been used in order to agents evaluation: Rate

of Return (ratio x1), the number of transaction, gross profit (ratio x2), gross loss
(ratio x3), total profit (ratio x4), the number of profitable transactions (ratio x5), the
number of profitable consecutive transaction (ratio x6), the number of profitable
consecutive transaction (ratio x7), Sharpe ratio (ratio x8), the average coefficient of
volatility (ratio x9).

7. In order to compare achieved results, the following evaluation function has been
used [17]:
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y ¼ ða1x1 þ a2x2 þ a3ð1� x3Þþ a4x4 þ a5x5 þ a6x6 þ þ a7ð1� x7Þþ a8x8
þ a9ð1� x9Þþ a10x10Þ

where xi denotes the normalized values of evaluation ratios from x1 to x10. In this
experiment the values of coefficients a1 to a10 equal 1/10.

The domain of the function is in the range [0..1], and agents’ range is directly
proportional to the function value.

The results of agents’ decisions were compared with the decisions generated by the
Buy-and-Hold benchmark (the trader make buy decision on the beginning of consid-
ered period and sell decision on the end of considered period). The results of the
research experiment have been presented in Table 1.

The values of evaluation ratios are differ in each period. Taking into consideration
particular agents’ decisions, the values of such ratios as Gross profit and the number of
profitable consecutive transaction are approximative, however the values of rate of
return, gross loss, Sharpe ratio and the average rate of return per transaction are
characterized by high volatility. It may also be noticed that in case of the Expert 1 and
Expert 2, the values of ratios have shown variability in particular periods. Taking into
consideration value of evaluation function, a ranking of Experts’ differs in particular
periods. In the first period the Expert 1 was the best and the Expert 2 was ranked higher
than the Buy-and-Hold. In the second period the Expert 1 was ranked higher and
Expert 2 was ranked lower than B&H. The Expert 2 was ranked higher and Expert 1
was ranked lower than Buy-and-Hold in the third period.

Considering value of evaluation function in relation to all the periods, the Expert 1
was ranked highest most often (2 out of 3 periods) despite the fact, that it’s rate of
return was not always the highest. Often the risk level is very important for traders. On
the basis of results of research experiment it can be state, that low level of risk has been
achieved by Expert 1 and Expert 2.

The results of research experiment allow also to drawing conclusion that although
different values of evaluation function, the cognitive agents can be used for support
decision making process.

5 Conclusions

The cognitive agents can be used for unstructured knowledge management in a busi-
ness organization’s integrated information system. Thereby activities related to the
process can proceed in a manner similar to human behavior. Cognitive agents allow
conducting depth analysis of information, drawing conclusions and taking certain
actions. These properties enable the organization to achieve competitive advantage
through efficient management of their knowledge and reduce the costs of the company
by making fast and accurate decisions also at the strategic level, and also save the time
required for all activities, which previously have been operated by human.

Further research shall focus, among other things, on enlarging set of experts
involved in the experiments and using longer time periods. Also verification cognitive
agents performing in relation to unstructured knowledge management in other areas,
for example manufacturing, logistics or controlling, is planned.
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Abstract. In a heterogeneous community, which constitutes a number of social
groups that adopt different social norms, norm assimilation is considered as the
main problem for a new member to join a desired social group. Studies in norm
assimilation seem to be lacking in concept and theory within this research
domain. Consequently, this paper proposes a norm assimilation approach, in
which a new agent attempts to join a social group via assimilating with the social
group’s norms. Several cases are considered for an agent’s decision which are,
can assimilate, could assimilate, and cannot assimilate. We develop the norm
assimilation approach based on the agent’s internal belief about its ability and its
external belief about the assimilation cost of a number of social groups. From its
beliefs about its ability and assimilation cost, it is able to decide whether to
proceed or decline the assimilation with a specific social group or join another
group.

Keywords: Social norm � Normative agent systems � Norm assimilation �
Heterogeneous community

1 Introduction

While empirical research on norms have been the subject of interest for many
researchers [1–4], norm assimilation has not been formally discussed. Crudely put,
norm assimilation is the process of joining and abiding by the rules and norms of a
social group [5, 6].

The problems of norm assimilation are attributed by the ability and capacity of an
agent to assimilate in a heterogeneous community, which entails a number of social
groups that adopt different social norms (in compliance and violation) and the moti-
vation required for the agent to assimilate with a better-off group [5]. Thus, agents in
heterogeneous communities do not join other social groups randomly, but their deci-
sions are built upon their ability to assimilate the norms of a desired social
group. Agents should be able to check whether they can cover the cost of joining a
desired social group.

This work aims to answer the question, how is norm assimilation practiced by
agents in heterogeneous communities? The goal of norm assimilation can be achieved
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based on the social theory of assimilation that has been developed by Eguia [5], in
which the decision to assimilate is influenced by two main elements which are the cost
of assimilation and the ability of agents.

2 Related Work

The literature in normative agent domain proposes several phases for norm life cycle
which are norm creation, norm emergence, norm detection or identification, norm
internalization, and norm removal [1, 2, 7]. We argue that the norm assimilation phase
should be included as a major phase and located between norm detection and norm
internalization. When an agent detects the norms of a particular social group, it should
decide whether to proceed with or abstain from assimilating with that group before
internalizing the detected norms.

We distinguish the difference between norm internalization and norm assimilation
as follows. Conte et al. [8] defined norm internalization as a mental process, in other
words, it is an internal process inside the agent’s mind. We suggest that norm
assimilation is an external process between an agent and a social group. The related
research in this area are few and mainly limited to those proposed by social studies’
researchers such as Eguia [5] and Konya [9].

Eguia [5] proposed a theory in norm assimilation, in which there are two types of
agents; advantaged agents and disadvantaged agents and there are also two types of
groups; better-off group and worse-off group. Any disadvantaged agents can choose to
join the worse-off group without cost, or it can learn to enhance its ability to be able to
assimilate with the better-off group but the enhancement is costly. He found that
advantaged agents screen those who want to assimilate by imposing a difficult
assimilation process such that the agents who assimilate are those whose abilities are
sufficiently high so that they generate a positive externality of the group. Members of
the relatively worse-off group face an incentive to adopt the social norms of the
better-off group and assimilate with it. The cost of assimilation is chosen by the
better-off group to screen those who wish to assimilate.

Studies on norm assimilation are not conducted within the domains of normative
multi-agent systems. Instead, they are developed based on social science’s perspective.
Consequently, this work attempts to exploit the related work to build an assimilation
approach within the framework of normative multi-agent systems and propose it as a
new major normative multi-agent process.

3 The Assimilation Approach

To present the development of an assimilation approach for multi agent systems, we
begin with two pertinent topics, which are the assimilation model, and the influential
elements on assimilation.

We develop an assimilation model based on an agent’s internal belief about its
ability and its external belief about the cost of assimilation with a specific social
group. As shown in Fig. 1, while the agent has its internal belief about its ability,
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it detects the various social groups’ norms and computes the cost of assimilation for
each group. Based on its ability and the cost, it then decides which social groups it
should assimilate with.

From Fig. 1, there is an agent and a number of social groups. (1) The agent first
detects the norms of these groups. Then, (2) it calculates the cost of assimilation with
each social group based on their enacted norms. (3) The agent then adds the various
costs of these groups to its external belief. (4) From its internal belief that contains its
ability and its external belief that contains the cost of assimilation with these social
groups, (5) it decides which group to assimilate with, and in Fig. 1, we assume that the
agent chooses the Social Group 1. However, norm detection is beyond the scope of this
paper, we therefore assume that agents are able to detect the social groups’ norms.

According to Eguia [5], the decision to assimilate is influenced by two elements,
one belongs to the agent’s internal belief, which is the ability, and the other belongs to
its external belief, which is the assimilation cost of a specific social group. The
assimilation cost consists of the maximum and threshold costs [5]. We define these
elements as follows:

Definition 1: The Agent’s Ability, ABL, is the qualification and competence of an
agent to assimilate with the norms of a social group.

Definition 2: The Assimilation Cost, C, is the total effort and expenses incurred by an
agent to assimilate with a social group. It consists of two types: the maximum and the
threshold assimilation costs. In fact, the assimilation cost reflects how hard or easy for
an agent to join a particular social group.

Definition 3: The Maximum Assimilation Cost, Cm, is the highest cost imposed by a
social group for assimilation. Any agent which is able to meet this cost is considered as
optimal because it has the competence to practice all the required norms of a group.

Definition 4: The Threshold Assimilation Cost, Ct, is the minimum acceptable cost to
assimilate with a group. The threshold cost differs from one group to another.

Fig. 1. The assimilation model
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Based on these elements, agents or social groups can decide to accept or reject any
assimilation. There are three cases to consider, two of which are favorable to an agent
for assimilation.

Case 1: The first case is when the value of an agent’s ability is greater than the value of
a social group’s, δ, threshold assimilation cost. We say that the agent, α, can assimilate
with the social group, δ.

ABL að Þ ¼ Cm dð Þ _ ABL að Þ[Ct dð Þ ) canðassimilate ða; dÞÞ

Case 2: The second case is when the value of the agent’s ability is equal to the value of
threshold assimilation cost. We say that the agent, α, could assimilate with δ,

ABLðaÞ ¼ CtðdÞ ) couldðassimilate ða; dÞÞ

Case 3: The third case is when the value of the threshold assimilation cost is greater
than the agent’s ability. In this case, we say that the agent, α, cannot assimilate with δ,

ABLðaÞ\CtðdÞ ) cannotðassimilate ða; dÞÞ

4 Computing Ability, Maximum Cost, and Threshold Cost

After we defined and explained the possible decision cases based on the elements of
ability, ABL; maximum cost, Cm; and threshold cost, Ct; we show here our methods in
computing the values of ABL, Cm, and Ct.

Since the elements of ability, maximum cost, and threshold cost deal with norms,
the methods begin from exploiting the types of norms. There are three types of norms
that regulate an agent’s behaviour which are convention, obligation, and prohibition
[10–13]. Thus, a set of norms for a social group is categorized into these types.

Next, we discuss further each norm type (convention, obligation, prohibition
norms) and its property as well as its effect on ABL, Cm, and Ct. But initially, we define
some terms that are pertinent to our discussion on norms types.

Definition 5: A Positive Effect Norm (Reward or Non-Penalty Type), n+, is a type of
norm that brings reward or avoids penalty if an agent practises it such as
obligation-type norms.

Definition 6: A Negative Effect Norm (Penalty Type), n−, is a type of norm that brings
penalty if an agent practises it such as prohibition type of norms.

Definition 7: A Weight Parameter, WT, relies on the norm’s type and norm’s strength,
ST, of a social group. The Norm’s Strength refers to the number of agents that practises
a specific norm in a social group. The weight parameter can have values of 1, 0, or -1
depending on the norm’s type, n+ or n−, and the norm’s strength within the range
0 ≤ ST ≤ 1. According to Konya [9], the majority is represented by ≥ 0.5 and minority
by < 0.5 of population.
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WT ¼ 1 STðn 2 nþ Þ� 0:5

0 STðn 2 nþ Þ\0:5

(
ð1Þ

This means that when the norm, n, belongs to n+ (a reward or non-penalty type) and
its strength, ST, is greater than or equal to 0.5 of population, then its Weight equals 1.
But when its strength is less than 0.5 of population, then its Weight equals 0. Similarly,
we define the weight of penalty type norms as follows:

WT ¼ 0 STðn 2 n�Þ� 0:5

�1 STðn 2 n�Þ[ 0:5

(
ð2Þ

which means that when the norm, n, belongs to n− (a penalty type) and its strength is
less than or equal 0.5 then its Weight equals 0. But when its strength is more than 0.5,
then its Weight equals −1.

Definition 8: The Ability Parameter, ABL, depends on the ability of an agent, α. The
parameter can have values of 1, 0, or -1 based on whether the agent adopts the positive
effect norms, or avoids negative effect norms.

ABL ¼ 1 adopt ða; ðn 2 nþ ÞÞ
0 :adopt ða; ðn 2 nþ ÞÞ

(
ð3Þ

This means that when the norm, n, belongs to n+ and an agent, α, adopts it, then its
Ability on assimilating n equals 1. But, when the norm, n, belongs to n+ and an agent,
α, does not adopt it, then its Ability on assimilating n equals 0. Similarly, for negative
effect type norms:

ABL ¼ 0 :adopt ða; ðn 2 n�ÞÞ
�1 adopt ða; ðn 2 n�ÞÞ

(
ð4Þ

which means that when the norm, n, belongs to n− and an agent, α, does not adopt it,
then its Ability on assimilating n equals 0. But, when the norm, n, belongs to n− and an
agent, α, adopts it, then its Ability on assimilating n equals -1.

Definition 9: Conventions, Ncnv, are the type of norms that are adopted by every
member of a social group. Any agent joining a social group must be able to assimilate
this type of norm. Consequently, conventions belong to the positive norm’s type, and it
is always adopted by the majority of population, thus, having the norm strength
of > 0.5 implying that its weight parameter value equals 1.

Definition 10: Obligation Norms, Nobl, are the type of norms that avoids penalty when
an agent adopts them. A social group’s adoption of this norm type is based on the
extent of applying penalty on violators. If penalties are often applied, very high pop-
ulation of group members adopt these norms. Since an unassimilated obligation norm
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causes a penalty, it therefore belongs to the positive norms. The norm’s Weight either
equals 1 when it is adopted by a majority or equals 0 otherwise.

Definition 11: Prohibition Norms, Nphb, are the type of norms that causes penalty
when an agent adopts them. A social group’s adoption of this norm type is based on the
extent of applying penalty on violators. If penalties are often applied, very low pop-
ulation of group members adopt these norms. Since an assimilated prohibition norm
causes a penalty, it therefore belongs to the negative norms. The norm’s Weight either
equals -1 when it is adopted by a majority or equals 0 otherwise.

From the above arguments, we evaluate the different types of norms that have
different weight parameter values based on their norm’s strength.

Computing the Maximum Assimilation Cost, Cm: Here we define a formula for
computing the maximum assimilation cost, Cm. Since Cm deals with the optimal
assimilation, the formula of Cm must include the positive type norms (convention,
obligation) and exclude the negative type (prohibition) norms. If N is a set of norms
that is adopted by a society, δ, then,

N ¼ fNcnv[Nobl[Nphbg ð5Þ

This means that the set of norms, N, equals the union of all norms types sets
(convention, obligation, prohibition).

Since the maximum cost deals with convention and obligation norms and exclude
prohibition norms, then the maximum cost,

Cm ¼ Nn Nphb� � ð6Þ

This means the maximum cost equals the set of convention and obligation norms
only.

Let Ncnv be a set of convention norms, ncnvk ; Nobl be a set of obligation norms, noblk ;

and Nphb be a set of prohibition norms, nphbk , where k = 1,2,…n. Accordingly, we
redefine N and Cm,

N ¼
[

ncnvk ; noblk ; nphbk ð7Þ

Cm ¼
[

ncnvk ; noblk ð8Þ

Computing the Threshold Cost, Ct: Since the threshold cost, Ct represents the
minimum assimilation cost, we include the weight parameter value within the formula
of the threshold cost. The weight for obligation norms equals 1 when ST ≥ 0.5, or
0 when ST < 0.5. Therefore, the norm’s strength, ST, is the prominent parameter which
has a direct effect on the weight. For example, smoking is not a norm in many social
groups but due to a large number of members who smoke (i.e. high norm’s strength),
an agent who smokes and would like to join the group is able to assimilate quite easily
because the assimilation cost is low.
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Norm assimilation entails a social group’s commitment with its norms. If the
members are very committed, the assimilation cost is high, only new high quality
members join them [1]. But if they are not committed and often violate their norms,
they are bound to accept new low quality members. Consequently, the threshold cost is
based on the norms’ weights of a particular social group. In other words, the threshold
cost equals the set of social group norms excluding the norms of weight equal 0
because their strengths are less than 0.5.

Ct ¼ N nfWT nð Þ 2 N : WT ¼ 0g ð9Þ

From Eq. 7,

Ct ¼
[

ncnvk ; noblk ; nphbk nfWTðnkÞ 2 N : WT ¼ 0g ð10Þ

The equation means that the threshold cost equals the union of all norms types but
excluding the norms whose weight parameter, WT, equals 0.

Computing the Agent’s Ability, ABL: The ability, ABL, computation is based on the
formula of threshold assimilation cost and maximum assimilation cost. After an agent
detects a social group’s norms and calculates the maximum and threshold costs, it then
calculates its ability based on what convention and obligation norms to assimilate and
what prohibition norms to avoid. Consequently,

ABL ¼ N nfABL nð Þ 2 N : ABL ¼ 0g ð11Þ

From Eq. 7,

ABL ¼
[

ncnvk ; noblk ; nphbk nfABLðnkÞ 2 N : ABL ¼ 0g ð12Þ

5 An Example to of Norm Assimilation

In this example, we assume that there are three cafés which represent three social
groups (δ1, δ2, δ3) of similar norms, but are different in the range of compliance with
their norms. Let us assume that the social norms (sit, order, smoke, litter, pay, tipping)
are classified as follows:

Conventions: {sit, order, pay}
Obligation Norms: {tipping}
Prohibition Norms: {smoke}

We also assume that the norms’ strengths, ST, for the norms of each of the social
group are as follows (note that a norm’s strength of 0.7 means that 70 % of the
population enact the norm),

From Eqs. 1 and 2, the weight of each norm can be identified.
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We assume that there are three agents α1, α2, α3, calculating the cost of each social
group to eventually assimilate with the appropriate one. However, all of them desire the
more advantaged group. Based on Eqs. 8 and 10, the agents compute the maximum
cost, Cm, and the threshold cost, Ct, for all social groups (δ1, δ2, δ3). The maximum cost
of all social groups is the same because they are practicing similar norms. From Eq. 8
and Table 1,

Cm ¼ [ncnvk ; noblk ) Cmðd1; d2; d3Þ ¼ sit; order; pay; tippingf g

But the threshold cost, Ct, is different from one social group to another. From
Eq. 10 and Tables 1, 2, 3;

Ct ¼
[

ncnvk ; noblk ; nphbk nfWTðnkÞ 2 N : WT ¼ 0g

Ctðd1Þ ¼ sit; order; pay; tippingf g; Ctðd2Þ ¼ sit; order; payf g; Ctðd3Þ ¼
sit; order; pay;f smokeg

Let us assume that the ability parameter values for the three agents are as follows:
According to Eq. 12 and Table 3, the ability of α1, α2, α3;

ABL ¼
[

ncnvk ; noblk ; nphbk nfABLðnkÞ 2 N : ABL ¼ 0g

ABLða1Þ ¼ sit; order; pay; tippingf g; ABLða2Þ ¼ sit; order; payf g; ABLða3Þ ¼
sit; order; pay; smokef g

Table 1. The assumed values of ST for δ1, δ2, δ3

Norm δ1 δ2 δ3
ST ST ST

sit 0.95 0.97 0.96
order 0.97 0.96 0.977
pay 0.99 0.98 0.98
tipping 0.85 0.20 0.02
smoke 0.03 0.08 0.80
litter 0.05 0.10 0.10

Table 2. WT of each norm for each of δ1, δ2, δ3

Norm δ1 δ2 δ3
WT WT WT

sit 1 1 1
order 1 1 1
pay 1 1 1
tipping 1 0 0
smoke 0 0 -1
litter 0 0 0

A Norm Assimilation Approach for Multi-agent Systems 361



Table 4 exemplifies the agents ability and the assimilation costs of the social
groups. It also presents the results, reasons, comments and decision of each agent on
each social group.

6 Conclusion and Further Work

In this paper, we present a novel theory on norm assimilation in a heterogeneous
community where there are a number of social groups practicing different norms. Any
agent, which would like to join a social group, has to be able to assimilate with its
norms. The suggested assimilation approach is based on the agent’s internal and
external beliefs. The internal belief represents the agent’s ability and the external belief
represents the assimilation cost of a social group.

Table 3. The assumed values of ABL for α1, α2, α3,

Norm α1 α2 α3
ABL ABL ABL

sit 1 1 1
order 1 1 1
pay 1 1 1
tipping 1 0 1
smoke 0 0 -1
litter 0 0 0

Table 4. The decision on assimilation of each agent towards the three social groups
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For our future work, we shall study the issue of norm assimilation based on
morality of norms and an agent emotional state towards a particular group. In this
work, we compute the cost of assimilation based on the ability of the agent to determine
if it can or cannot assimilate.
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Abstract. Multi-agent systems are one of many modern distributed
approaches to decision, optimization and other problem solving. Among
others, multi-agent systems have been often used for prediction, but those
approaches require a supervisor agent for integrating the knowledge of
other agents. In this paper we discuss the shortcomings of such approach
and propose a switch to decentralized groups of agents with asynchronous
communications. We show that this approach may obtain similar results,
while avoiding the pitfalls of centralized architecture.

Keywords: Knowledge integration · Multiagent system · Asynchronous
communication

1 Introduction

Knowledge integration has been discussed in many theoretical works and used
in some practical applications. It is often treated as an instantaneous calculation
that occurs in some place in a larger system. In many situations this may be the
case, but the motivation for this paper is the question whether this is a valid
assumption.

Many multi-agent systems use a special supervisor agent, which only exists
to integrate knowledge from other agents. This single agent becomes the most
critical in the entire system, as without it, no result can be determined. The
agent may be taken offline by some external factor, but also by simple commu-
nication overload. This may occur e.g. when all other agents try to communicate
with it at the same time. Theoretical papers do not approach this subject, as
the experiments are conducted only on small number of agents. Practical appli-
cations deal with the problem by optimizing the communication protocols and
upgrading the hardware, but this may still lead to limited scalability options.

At the same time social network analysis in many research papers has lead to
many interesting results, due in much part to analysis on large number of data.
Most of those are decentralized structures, that at most have some additional
stronger ties between select nodes (friend relationship). With many real social
groups working in an decentralized manner, the centralized approach of multi-
agent system is somewhat inadequate.
c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 364–373, 2016.
DOI: 10.1007/978-3-662-49381-6 35
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In our research we focused on developing a fully decentralized multi-agent
system for knowledge integration and dissemination. This required the adop-
tion of asynchronous communication - at no points a single agent knows if his
communicates will be received and taken into account. We developed a simula-
tion environment to compare such system with a centralized one and conducted
some basic experiments in it. We also adapted one of our previous centralized
multi-agent systems to a new approach and observed its behaviour in a practical
application.

This paper is organized as follows: in Sect. 2 we discuss a selection of other
research done on centralized and decentralized multiagent systems and social
group communications; in Sect. 3 we present the basics of our approach to decen-
tralized multi-agent system; in Sect. 4 we simulate a large scale multi-agent system
and in Sect. 5 we apply our observation to an existing application; we conclude this
paper with some final remarks, possible applications and future work aspects in
the last Sect. 6.

2 Related Works

Multiple previous research papers considered both centralized and decentralized
agent systems, but the influence of the agent relations structure on the integra-
tion of their knowledge was not taken into account.

Among others [5] presents a multi-agent decision-support system with a
supervisor agent. This agent integrated investment knowledge from other agents
and presents it to the user to increase the speed of decision by reducing the
items required for human analysis. Other papers name the main agent a facili-
tator. In [13] the system deals with power system restoration. Agents may make
decisions based on local information and even on information from neighbours,
but only the facilitator can act as a manager in a decision process. Central-
ized systems are also often used in traffic control system [7,14]. Basic agents
are usually controllers for some subsystems focused on a single functionality
or a single geographical area, while the supervisor manages the overall system.
Another situation is the use of special verification agents, where the work of a
fully decentralized network of agents is observed and corrected. Such approach
has been used e.g. for clustering [1].

The authors of [9] work with fully decentralized systems of either uniform
or diverse agents to decide on moves in the game of Go. They prove that the
group of random diverse agents using majority vote gives better results than
a group of uniform agents. In [16] a decentralized system of agents is used for
surveillance. Each agent combines its own observations with knowledge received
from other agents. The authors discuss the limits of optimization possible by
using multi-agent approach. The authors of [18] develop an approach to move
from centralized to decentralized multi-agent system, but the applicability of this
method to knowledge integration is negligible. The centralized and decentralized
approaches are mixed in the hybrid system used in [4]. In this paper authors
consider delays and asynchronous communication, but do not take into account



366 M. Maleszka

time required for processing data. The experiment is run on a group of eight
physical agents, where the communication delay plays a role, but the calculation
time and correctness of results does not.

Related area of research considered social group communications. Both cen-
tralized (hierarchical employee structures) and decentralized (friend and social
networks) situations were analyzed. The authors of [12] consider a group of
students working on some research problems. They show that the underlying
social network is not important to the final (integrated) result, unless strong ties
may be determined between participants. In that case the group result is visibly
improved. This shows that more structures than centralized and decentralized
one may need to be considered. In [17] the authors present the model of disease
outbreak based on observations of real world human interaction. They use data
gathered by observing public transit and create a mathematical model of disease
dissemination. In [3] a model of Twitter social network is used to predict disease
outbreaks, where each user may treat his contacts as sensors.

Similar model may be used to represent knowledge dissemination. In fact,
authors of [10] propose building such models and using them to improve teach-
ing processes and in mouth-to-mouth marketing campaigns. One such model is
presented in [2] with the focus on the importance of non-linguistic behaviors,
the relative time consistency of the social roles played by a given person during
the course of a meeting, and the interplays and mutual constraints among the
roles enacted by the different participants in a social encounter.

Overall, it may be determined that most multi-agent systems are either cen-
tralized, or the decentralization occurs only on a small scale. The research on
agents also does not take into account the important results from the area
of social group communication. This constitutes parts of motivation for our
research.

3 Asynchronous Group Communication

In this paper we focus on asynchronous communication in groups of social agents
(people or computer programs). We differentiate this type of communication with
the following assumptions:

– Each social agent starts communication in irregular intervals.
– Social agent communication is unidirectional - after agent sends a message,

he does not expect a reply.
– Receiver agent may use the knowledge in the message as he sees fit. He may

also discard it.
– Each agent may have a group of receivers that he communicates with more

often (this assumption is for our future work).

In comparison we use the centralized organization of computer agents with
a supervisor agent. The assumptions for this type of group are as follows:
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– There is a single supervisor agent.
– Each agent periodically sends messages to the supervisor.
– Supervisor processes knowledge and periodically sends the integrated knowl-

edge back to other agents.

It may be discerned that in the centralized approach the processing takes
place only in one place and only after each agent has communicated with the
supervisor. On the other hand in the asynchronized approach the processing may
occur after each communication and the overall knowledge of the group changes
constantly. In both cases the collective may achieve the same result, but while
the centralized approach has one critical node, the decentralized one does not.

We will use the following notation to represent this situation:

– A =
{
ai : i ∈ {0, 1, . . . , n}}

is the set of n observation agents and, if it is
necessary, one supervisor agent (denoted a0).

– Ti,j is the average time between communication from ai to aj .

In the centralized system the time before the knowledge is shared with the
supervisor and received back is:

TC = maxi∈{1,...,n}
(
Tj,0

)
+ maxi∈{1,...,n}

(
T0,j

)

In a fully random case of asynchronous decentralized system, the time to
achieve consensus is:

TD = maxi,j∈{1,...,n}
(
min{Ti,j , Ti,x1 + Tx1,j , . . . , Ti,x1 +

n−1∑

z=1

Txz,xz+1 + Txn,j}
)

which is the time needed for each agent to send its knowledge state to all other
agents.

The worst case of the decentralized system may in fact be denoted similar to
ring topology networks. Agent a1 can only communicate to a2 and receive from
an, agent a2 only to a3 and receive from a2, etc. In that case the time may be
denoted as:

TR = 2
n−1∑

i=1

Ti,i+1 + Tn−1,n + Tn,1

The information is send from some agent to the next one in the ring, which
adds its own information. Once it reaches the last agent in the ring, it may
conduct the integration and then send the information again to all the other
agents using the ring. Thus, the ring must be navigated twice. In this case any
agent is critical to achieving final consensus spread to all agents. As such this
situation should be avoided.

In further parts of this paper we will focus on the centralized and fully random
cases as applied to selected problems of multi-agent knowledge integration.
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4 Integration in Simulated Environment

In order to study the changes in the collective knowledge during asynchronous
group communication we have developed a simulation environment and agent
systems working on real-world data. This section focuses on experiments in the
simulated environment, while the next one focuses on using asynchronous com-
munication in practical applications.

The simulation environment was developed in Java using JADE Agent Frame-
work [8]. Two types of agents exist, SocialAgents that start with some partial
knowledge and SupervisorAgent used in the centralized approach. SocialAgents
have two modes of communication: to other agents of this type (asynchronous
case) and to/from the supervisor agent (centralized case). Each agent has I dif-
ferent elements of knowledge (issues), each being an integer value between 0 and
K. The number of agents may be fully randomized up to 5000, due to memory
limitations of used hardware. In the asynchronous case, every t milliseconds each
SocialAgent may initiate communication to some randomly selected other agent
with probability p. During communication, the agent sends value of between 1
and I issues to the receiver. The receiver may use different strategies to deal
with this new knowledge (from disregarding it, to discarding own knowledge
and adopting the received one). In the centralized case the SocialAgents send all
their issues to the supervisor, which integrates them and sends back the results.
The SocialAgents adopt the result while discarding own knowledge states. Every
few cycles of communication (once in centralized case) the states of each agent
are observed for the experiment.

Fig. 1. Evolution of SocialAgent knowledge. Ten agents, single issue in range (1−100),
observation of agent knowledge state every second.
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An example of a small simulation run for the decentralized case is shown in
Fig. 1. In our experiment we wanted to observe how the centralized and decen-
tralized systems behave for different number of agents. We conducted test runs
using groups of between 200 and 5000 agents, using the same hardware and
parameters. The simulation environment had insufficient hardware resources for
any larger groups to be run consistently.

We observed time needed to achieve the consensus and spread it to all agents
(for default value of one observation cycle = 1s) and error rate of each approach.
For decentralized approach the error was the difference from the real consensus
(determined in centralized case). For the centralized case the error was the num-
ber of runs, where the consensus was not calculated or not spread to all agents,
due to communication problems (overload).

The results, presented in Table 1 are averaged over 20 runs. The time com-
ponent is also presented in Fig. 2. As may be observed, the centralized approach
starts having problems with around 1000 agents and stop working at 2000 agents.
With the same communication protocols and setup, the decentralized approach
continues working up to 5000 agents. Meanwhile the error rate of the asynchro-
nous case slowly drops to 1 % or less. In both cases, the calculation time rises
with the number of agents (in centralized case, due to communication queue),
but the centralized approach is generally much faster.

Table 1. Time required and errors in centralized and decentralized case, for various
number of agents.

No. Agents Cycles - Centr Cycles - Decentr Errors - Centr Errors - Decentr

200 1 22 0 % 6 %

400 1 27 0 % 6 %

600 2 35 0 % 4 %

800 3 46 0 % 3 %

1000 4 54 5 % 2 %

1500 9 72 5 % 1 %

2000 ∞ 91 100 % 1 %

2500 ∞ 130 100 % 1 %

3000 ∞ 188 100 % 1 %

4000 ∞ 301 100 % 1 %

5000 ∞ 417 100 % 1 %

5 Integration of Forecasts

Multiple multi-agent systems for forecasting by knowledge integration exist.
Among others, in our previous work [11] we created a multi-agent system for
weather prediction. The system operated on three levels:
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Fig. 2. Time required for integration in centralized and decentralized case, depending
on the number of agents. For 2000 agents and more the centralized approach does not
work (time is infinite).

– Source level - where a group of agents downloaded weather forecasts from
Internet websites or created own forecasts based on historical data (using
regression and other mathematical methods).

– Integration level - where a single supervisor agent integrated forecasts from
the source agents using consensus theory and created a single forecast.

– Interaction level - where the single forecast was displayed to the user.

The system was robust in the sense that any source agents may drop out of the
system until only one is left and the supervisor agent will still work correctly and
display the weather forecast. Our experiment using real data in Wroclaw, Poland
in April-May 2015 has shown that the system has not only smaller error than the
worst random forecast from the sources (as predicted by consensus theory [15]),
but also smaller than the average error of those sources, when using dominant
value (choice theory [9]).

In the current research we redesigned this system to work without the super-
visor agent. We applied the same communication protocols as in the simulated
experiment, that is:

– A source agent A1 determines its own prediction by downloading or calculat-
ing it.

– Agent A1 at random intervals sends this prediction to another random agent A2.
– Agent A2 receives the data and integrates it with its own knowledge state.
– Agent A2 at random intervals sends the corrected prediction to another agent

A3 (where A3 may be the same as A1).
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This communication cycle continues for some time. In our test system we deter-
mined that an agent stops sending out communicates after it didn’t change its
own state after the previous received message. The communication starts again
after the next forecasts are created (in our test system, once a day).

In the centralized system we used various approaches to data integration,
based on consensus and choice theory. The only one applicable to decentralized
approach is the average. We performed the experimental run, comparing the
system results with real weather, for the period of several weeks in October 2015
in Wroclaw, Poland. The results are presented in Table 2. For comparison, we
added results from the previous run in April-May 2015. Note that we present
values for using average for integration, where dominant value gave better results.

Table 2. Centralized and decentralized weather forecast system. Prediction of a ran-
dom agent was used as the overall prediction of the decentralized system.

System-run MAE Comp. with
best source

Comp. with
worst source

Comp. with
avg. source

Centralized (April-May) 2, 018 82 % 7 % better 95 %

Centralized (October) 2, 132 75 % 2 % better 90 %

Decentralized (October) 1, 984 83 % 9 % better 97 %

In general the multi-agent weather prediction system generated worse results
in October than in April-May. Surprisingly, the decentralized system was mar-
ginally better than the centralized one. This may be due to the forecasts in
Internet sources being biased towards high or low predictions.

This short run shows that the decentralized approach may be successfully
used in practical applications that were previously using a central supervisor
agent.

6 Conclusions

In this paper we show the feasibility of a decentralized multi-agent system with
asynchronous communication used for knowledge integration, both in a simu-
lated environment and in a practical application. The large scale experiment in
the simulated environment shows that the decentralized approach is not much
worse than the centralized one and gets better with larger number of agents. The
decentralized approach may also work with a much larger number of agents with
identical hardware and software. The results of using a decentralized system in
a practical application shows that the difference from the centralized consensus
may as well be towards the real state, that the system was required to predict.

We will be continuing the research on decentralized knowledge processing
multi-agent systems, focusing on practical applications of such systems. Among
others, the results of [12] has shown that even in a decentralized system, some
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underlying friend relationship between agents may be used to improve the inte-
gration results. We will also address this type of more complex social groups in
our future research.

Additionally, during this research we have observed that integration of large
amount of knowledge takes enough time that it should be taken into considera-
tion. Many works (e.g. [6,15]) assume that integration is instantaneous. In our
future work we will analyze situation where this is not the case.

Acknowledgment. This research was co-financed by Polish Ministry of Science and
Higher Education grant.
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Interpreted Petri Nets in DES Control Synthesis
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Abstract. Discrete event systems (DES) control based on interpreted
Petri nets (IPN) is presented in this paper. While place/transition Petri
nets (P/T PN) are usually used for modelling and control in case of
controllable transitions and measurable places, the IPN-based models
yield the possibility for the control synthesis also in case when P/T PN
models contain some uncontrollable transitions and unmeasurable places.
The creation of the IPN model from such a P/T PN model is introduced
and the control synthesis is performed. The illustrative examples as well
as the case study on a robotized assembly cell are introduced.

Keywords: Control · Discrete event systems · Modelling · Place/
transition Petri nets · Interpreted Petri nets

1 Introduction

Petri nets (PN) [1,2,6–8] are a special kind of bipartite directed graphs. Namely,
they have two kinds of nodes (places and transitions) and two kinds of edges
(from places to transitions and conversely). The PN structure [1] is a triple
N = 〈P, T,B〉, where P is a finite set of n places and T is a finite set of m
transitions. B represents the PN edges. Thus,

P ∪ T �= ∅; P ∩ T = ∅ (1)
B ⊆ (P × T ) ∪ (T × P ) (2)

where B = F ∪ G with F ⊆ (P × T ) and G ⊆ (T × P ).
Except the structure PN have also their dynamics. Thus, the complete PN

definition is PN = (N,M0) with M0 being the initial marking (represented
below in (3) by the initial state vector x0).

A transition t ∈ T may be fired at a marking M if it is enabled - i.e. if
all of its input places have at least one token. The firing of t removes one
token from each of its input places and adds one token to each of its output
places. After firing t a new PN marking M ′ is reached. This process is expressed
below by the state Eq. (3). The set R(M0) expresses all markings reachable
from the initial marking M0. The PN marking development can be understood
to be PN dynamics, formally expressed [1] by the quadruplet 〈X,U, δ,x0〉. Here,
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δ : X ×U → X, where X is a set of state vectors xk and U is a set of control vec-
tors uk. While the entries of state vectors xk express states of elementary places
σk
pi

, i = 1, . . . , n (i.e. the number of tokens), in different steps k = 0, 1, . . . , K,
the entries of control vectors uk represent the states of elementary transitions
γk
tj , j = 1, . . . , m (i.e. their disabling or enabling). The sets B, F , G can be

replaced by the incidence matrices B, F, G of PN edges. Here, B = GT − F.
Consequently, PN dynamics can be described by the restricted linear discrete
integer system (all of its parameters and variables are non-negative integers) as
follows

xk+1 = xk + B.uk; k = 0, 1, . . . , K (3)
F.uk ≤ xk (4)

Here, xk = (σk
p1

, . . . , σk
pn

)T with σpi
∈ {0, 1, . . . , ∞}, i = 1, . . . , n, and uk =

(γk
t1 , . . . , γk

tm)T with γtj ∈ {0, 1}, j = 1, . . . , m.
The mathematical model (3) - (4) describes the PN marking development. It

can be successfully used for modelling DES when all places are measurable and all
transitions are controllable. However, in PN models of real systems unmeasurable
places and uncontrollable transitions can occur. In such a case Interpreted PN
(IPN), being an extension of PN, are applied. IPN were defined e.g. in [3–5,9,10]
and in other sources.

1.1 Interpreted Petri Nets

In the sense of the definition introduced in [10] the IPN is the following sextuplet

Q = 〈(N,x0), Σ, Φ, λ, Ψ, ϕ〉 (5)

where,
PN = (N,x0) is the original PN;
Σ = {α1, α2, . . . , αr} is the input alphabet with αi, i = 1, . . . , r, being the

input symbols;
Φ = {δ1, δ2, . . . , δs} is the output alphabet with δi, i = 1, . . . , s, being the

output symbols;
λ : T → Σ ∪{ε} labels the transitions. Either an input symbol αi ∈ Σ or the

internal event ε is assigned to each PN transition by this function. Thus, two
sets of transitions arise - the set Tc of controllable transitions and the set Tu of
uncontrollable transitions. Of course, T = Tc ∪ Tu.

Ψ : P → Φ∪{ε} labels the places. Either an output symbol δi ∈ Φ or the null
event ε is assigned to each PN place by this function. Thus, two sets of places
arise - the set Pm of the measurable places and the set Pnm of unmeasurable
places. P = Pm ∪ Pnm.



Interpreted Petri Nets in DES Control Synthesis 379

ϕ is the output function assigning the output vector yk = ϕ.xk to the PN
state vector xk. The entries of the output vector yk represent the states of
measurable places.

More details about the functions are introduced in [10].

2 IPN in Modelling and Control

To indicate the importance of IPN models for DES control, let us introduce two
illustrative examples concerning (i) the principle of creating the IPN model of
DES at existence of uncontrollable transitions and unmeasurable places; (ii) the
principle of its control.

Fig. 1. An example of the PN-based model

To show how the IPN model can be created consider the simple PN-model
given in Fig. 1. Suppose that the measurable places are Pm = {p1, p5, p6} and
the unmeasurable ones are Pnm = P\Pm = {p2, p3, p4, p7, p8}. Consider that the
controllable transitions are Tc = {t1, t5}, while the uncontrollable ones are Tu =
T\Tc = {t2, t3, t4}. Thus, for such IPN the input alphabet Σ = {α1, α5} and the
output alphabet Φ = {δ1, δ2, δ3}. Consequently, λ(tk)k=1,...,5 = {α1, ε, ε, ε, α5},
Ψ(pi)i=1,...,8 = {δ1, ε, ε, ε, δ2, δ3, ε, ε}. The output equation is as follows

yk = ϕ.xk where ϕ =

⎛

⎝
1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0

⎞

⎠ (6)

Thus for the initial state x0 = (0, 2, 0, 1, 1, 0, 1, 1)T the output vector is y0 =
(0, 1, 0)T .

In order to explain how the IPN model is controlled, consider a segment
shown in Fig. 2 left. While the upper line containing p4 and t3 represents the
fragment of the model of the control system PNcs (containing the control spec-
ifications), the lower line represents the fragment of the IPN model of the
controlled plant PNpl. The RG of the model is given in Fig. 2 right, where
x0 = (1, 0, 0, 1)T , x1 = (0, 1, 0, 1)T , x2 = (0, 0, 1, 1)T and x3 = (0, 0, 1, 0)T .
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Here, the controllable transition t1 is enabled because it is required to reach the
stated output while p4 represents the state of a sensor. The self-loop between
them represents the relation between the place of the control specification and
the plant controllable discrete event. The transition t3 represents enabling the
event expressing the situation when the plant and control specification have the
same output and p3 represents the state of the sensor. The self-loop between
them expresses the relation between the plant measured place and the control
specification. Note that the fragment of RG accordant with the segment of the
controlled plant is straight-lined. Such fragments occur also in more complicated
structures. Of course, RG of more complicated structures of the plant models will
not be entirely straight-lined as in Fig. 2. Some branchings occur in such cases
as well - it is apparent in Fig. 4 as well as in Fig. 6 introduced in the Sect. 3.
However, they are not so extensive.

Fig. 2. The controlled segment of the IPN-based model (left) and its RG (right)

2.1 Illustrative Example

To illustrate the control process deeper, consider the more complicated config-
uration of the P/T PN model of a plant (without uncontrollable transitions
and unmeasurable places) given in Fig. 3 left. Its reachability graph (RG) is in
Fig. 3 right. The model parameters and the states reachable from the initial state
(columns of XPNpl

reach) are Control of the system can be modelled as it is shown in
Fig. 4 left where the model of the controlled plant together with the controller
are introduced. Corresponding RG is given in Fig. 4 right. The model parameters
and the reachable states are as follows

FPNpl =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0 0 0 0
0 1 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

; GPNpl =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0 0 0 1 1
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

; xPNpl

0 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0
0
0
0
0
1
1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠
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XPNpl

reach =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0 0 0 0 0 0 0 1
0 0 0 1 0 0 1 0 1 0
0 0 0 0 0 1 0 1 1 0
0 1 0 0 1 0 0 1 0 0
0 0 1 0 1 0 1 0 0 0
1 0 1 0 0 1 0 0 0 0
1 1 0 1 0 0 0 0 0 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

Fig. 3. The PN-based model of the plant (left) and its RG (right)

FPN =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0 0 0 0 | 0 0 1 0
0 1 0 0 0 0 | 0 1 0 0
0 1 0 0 0 0 | 0 1 0 0
0 0 1 0 0 0 | 1 0 0 0
0 0 0 1 0 0 | 1 0 0 0
0 0 0 0 1 0 | 0 0 0 1
0 0 0 0 0 1 | 0 0 0 1
− − − − − − | − − − −
0 0 0 0 1 1 | 1 0 0 0
0 0 1 1 0 0 | 0 1 0 0
0 1 0 0 0 0 | 0 0 1 0
1 0 0 0 0 0 | 0 0 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

; GPN =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0 0 0 1 1 | 0 0 0 1
1 0 0 0 0 0 0 | 0 0 1 0
0 1 0 0 0 0 0 | 0 1 0 0
0 0 1 0 0 0 0 | 0 1 0 0
0 0 0 1 0 0 0 | 1 0 0 0
0 0 0 0 1 0 0 | 1 0 0 0
− − − − − − − | − − − −
0 0 0 1 1 0 0 | 0 1 0 0
0 1 1 0 0 0 0 | 0 0 1 0
1 0 0 0 0 0 0 | 0 0 0 1
0 0 0 0 0 1 1 | 1 0 0 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

xPN
0 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0
0
0
0
0
1
1
−
1
0
0
0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

; XPN
reach =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0 0 0 0 0 0 0 1 1 0
0 0 0 0 0 1 0 1 1 0 0 0
0 0 0 0 0 0 1 1 1 0 0 0
0 1 0 1 1 0 1 0 0 0 0 0
0 0 1 1 1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0 0 1
1 1 0 0 0 0 0 0 0 0 0 1
− − − − − − − − − − − −
1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 1 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠
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Fig. 4. The controlled PN-based model of the plant and its RG

Fig. 5. The scheme of the robotized assembly cell

Comparing RGs introduced in Figs. 3 and 4 it is evident that the latter
RG does not include complicated branching. Thus, the IPN-based approach can
be successfully applied also on P/T PN without uncontrollable transitions and
unmeasurable places.

3 Case Study on Robotized Assembly Cell

Consider the robotized assembly cell (RAC) displayed schematically in Fig. 5. The
input conveyors C1 and C2 deliver to the RAC, respectively, parts A and parts
B. The robot R takes the part A from C1 and inserts it into the assembly place
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Fig. 6. The controlled IPN-based model of the plant (left) and its RG (right)

(AP). Then R takes the part B from C2 and inserts it into AP. In AP both parts
are assembled into the final configuration. After finishing the assembly process, R
takes the assembled configuration and put it on the output conveyor C3. Such the
progress of work is repeated. The PN-based model of RAC is given in Fig. 6. The
lower dashed box represents the PN model PNpl of the plant, while the upper one
expresses control specifications. The PN places represent the following activities:
p1 - C1 conveys the part A; p2 - C1 is available; p3 - R takes A from C1 and transfers
it to AP; p4 - R inserts A into AP; p5 - C2 conveys the part B; p6 - C2 is available;
p7 - R takes B from C2 and transfers it to AP; p8 - R inserts B into AP; p9 - it
ensures the mutual exclusion, because R cannot take A from C1 and B from C2
simultaneously; p10 - the parts A, B are assembled in AP; p11 - R unloads the
finished configuration from AP; p12 - R transfers the finished configuration from
AP to C3; p13 - R put the finished configuration on C3; p14 - the free place on C3
is available.

In this model the transition t8 is uncontrollable (i.e. PN turns to IPN). The
RG of the uncontrolled PN model has 813 nodes and it is extensively branched.
Consequently, it cannot be introduced here. When only one input part A and
only one input part B are allowed the RG has 28 nodes. But it is also too big
and branched.

3.1 Control of the Robotized Assembly Cell

Let us apply know the IPN-based approach to control the RAC with the uncon-
trollable transition t8. The assembly process is spontaneous and it cannot be
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influenced from outside. Using the controlled IPN model displayed in Fig. 6 left
we obtain the RG in the form given in Fig. 6 right. The incidence matrices of the
PN model, the initial state and the reachable states from it are the following

F =
(
Fpl Fpl→cs

Fcs→pl Fcs

)

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 1 0 0 0 0 0 0 0 0 0 | 1 0 0 0
1 0 0 0 0 0 0 0 0 0 0 | 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 | 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 | 0 1 0 0
0 0 0 0 1 0 0 0 0 0 0 | 1 0 0 0
0 0 0 1 0 0 0 0 0 0 0 | 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 | 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 | 0 1 0 0
0 1 0 0 1 0 0 0 0 0 0 | 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 | 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 | 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 | 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 | 0 0 1 0
0 0 0 0 0 0 0 0 0 1 0 | 0 0 0 1
−−−−−−−−−−−|−−−−
1 0 0 1 0 0 0 0 0 0 0 | 1 0 0 0
0 1 0 0 1 0 0 0 0 0 0 | 0 1 0 0
0 0 0 0 0 0 1 0 1 0 0 | 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1 | 0 0 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

GT =
(
GT

pl GT
pl→cs

GT
cs→pl G

T
cs

)

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0 0 0 0 0 0 0 0 0 | 1 0 0 0
0 1 0 0 0 0 0 0 0 0 0 | 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 | 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 | 0 1 0 0
0 0 0 1 0 0 0 0 0 0 0 | 1 0 0 0
0 0 0 0 1 0 0 0 0 0 0 | 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 | 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 | 0 1 0 0
0 0 1 0 0 1 0 0 0 0 0 | 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 | 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 | 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 | 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 | 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1 | 0 0 0 1
−−−−−−−−−−−|−−−−
1 0 0 1 0 0 0 0 0 0 0 | 0 0 0 1
0 1 0 0 1 0 0 0 0 0 0 | 1 0 0 0
0 0 0 0 0 0 1 0 1 0 0 | 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 | 0 0 1 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠
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x0 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0
1
0
0
0
1
0
0
1
0
0
0
0
1
−
1
0
0
0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
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The first column of the reachability matrix Xreach represents the initial state
x0 and other columns represent the states reachable from x0 - i.e. the feasible
states. As it can be seen from Fig. 6, the PN model of the plant itself has no
feedback - it is straightforward. The working cycle is closed by means of the loop
of the control specifications - see the upper dashed box in Fig. 6.

4 Conclusion

Two main problems were investigated in this paper. Namely, (i) how to replace
the P/T PN model of DES (in our case the assembly manufacturing system) by
the IPN model in case when some uncontrollable transitions and unmeasurable
places occur in the plant model; (ii) the control synthesis of DES at using the
IPN model.

After introducing PN and P/T PN, IPN were introduced. Then, the creation
of the IPN models was explained. To illustrate these techniques in detail, the
simple demonstrative examples were introduced. Simultaneously, the attention
was paid also to RGs. While in case of the P/T PN models RGs are usually
extensively branched and contain a big number of nodes, the proposed approach
yields RGs with fewer nodes and simpler structure. It was shown that the app-
roach proposed for the IPN control can be applied also on the P/T PN (without
the uncontrollable transitions and unmeasurable places). Thus, the simpler RGs
of the P/T PN models can be found. As it is evident from the comparison of RGs
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displayed in Figs. 3 and 4, the latter RG does not include complicated branching -
i.e. it is more straightforward. Consequently, the proposed IPN-based approach
can be successfully applied also on P/T PN without uncontrollable transitions
and unmeasurable places.

The main part of the paper concerns the case study on modelling and control
of the robotized assembly cell. Here, the transition t8 is uncontrollable, because
its firing cannot be realized till the moment when the parts A, B are assembled
(p10). The assembly process cannot be influenced from outside, it depends only
on the machine realizing the assembly. Namely, on its capability and efficiency.
Moreover, some unexpected (accidental) influences may extend processing time
of the assembly. Only, after finishing the assembly operation, t8 is fired and
the robot can unload the finished configuration from the machine p11 and the
working progress of the RAC can continue.

The presented approach to controlling DES modelled by means of IPN seems
to be useful for practice. Moreover, to a certain extent it is also comparatively
general. It is able to deal with straightforward PN models without any problems.
However, it is necessary to say that at systems, where PN models contain internal
cycles, some problems can occur. Therefore, in future it is necessary to pay
attention to the investigation of such problems in detail.
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Abstract. This paper presents an enhanced guided ejection search
(GES) to minimize the number of vehicles in the NP-hard pickup and
delivery problem with time windows. The proposed improvements decre-
ase the convergence time of the GES, and boost the quality of results.
Extensive experimental study on the benchmark set shows how the
enhancements influence the GES capabilities. It is coupled with the sta-
tistical tests to verify the significance of the results. We give a guidance
on how to select a proper algorithm variant based on test characteristics
and objectives. We report one new world’s best result obtained using the
enhanced GES.

Keywords: Guided search · Ejection chain · Heuristics · PDPTW

1 Introduction

The pickup and delivery problem with time windows (PDPTW) is an NP-
hard discrete optimization problem [1]. It consists in finding a feasible schedule
for serving a set of transportation requests using homogeneous trucks. In each
request (which must be served within one route), goods are picked up from one
location, and delivered to another one (these locations must be served within
the corresponding pickup and delivery time windows). The pickup location must
be visited before the delivery location by the serving truck, and the capacity of
all vehicles must not be exceeded in a feasible routing schedule. All vehicles
start and finish their routes in a single depot which also specifies its own time
window.

The PDPTW is a two-objective optimization problem [2]. The main objective
is to minimize the fleet size, whereas the second one is to optimize the distance
traveled by the vehicles. Due to numerous real-life applications of the routing
problems (parcels delivery, rail distribution, food delivery, and many others)
they attracted research attention [3,4]. Exact approaches tackling the PDPTW
include—among others—branch-and-cut [5] and branch-and-price algorithms [6],
dynamic programming, and column generation methods. They are however still
not applicable for large-scale scenarios due to their execution times.
c© Springer-Verlag Berlin Heidelberg 2016
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Heuristics allow for obtaining high-quality solutions in a short time [7]. They
usually tackle two objectives independently [4]. Approximate methods may be
therefore developed to minimize the fleet size (in the first stage), and to minimize
the traveled distance (in the second stage) [8]. Heuristics for minimizing the
number of trucks are divided into construction and improvement techniques. The
former methods build a solution from scratch, whereas the latter ones improve
the initial solution. The approximate algorithms include tabu and neighborhood
searches [9,10], guided ejection searches (GESes) [11], and other [2,12]. The GES
became a local search framework and was applied to solve various optimization
problems [13,14]. Thus, generic GES improvements can be incorporated into the
algorithms tackling other optimization tasks. It is worth noting that the GES
proved to be very flexible since it allows for building incomplete solutions.

In this paper, we present an enhanced GES for minimizing the number of
vehicles serving customer requests in the PDPTW. The baseline version of the
GES was presented in [11]. The proposed enhancements include randomizing the
order of ejected requests during the re-insertion process, squeezing a temporarily
infeasible solution (thus attempting to restore its feasiblity), and limiting the
maximum computation time for requests ejected from a single route.

We perform an in-depth experimental analysis using Li and Lim’s benchmark
tests in order to assess the impact of the mentioned improvements on the quality
of solutions and the algorithm behavior. We couple this study with the two-tailed
Wilcoxon tests to verify the statistical significance of the results. We present a
clear guidance on how to select an appropriate algorithm variant based on the
test characteristics and the objective selected as the one of a higher importance.
We report one new world’s best result retrieved using our enhanced GES.

The paper is organized as follows. Section 2 formulates the PDPTW. The
enhanced GES is discussed in Sect. 3. The experimental study complemented
with the statistical analysis of the obtained results are reported in Sect. 4.
Section 5 concludes the paper and highlights the directions of our future work.

2 Pickup and Delivery Problem with Time Windows

The PDPTW is defined on a directed graph G = (V,E), with a set V of C + 1
vertices (vi, i ∈ {1, . . . , C}, vertices represent the customers, v0 is the depot),
and a set of edges E = {(vi, vi+1)|vi, vi+1 ∈ V, vi �= vi+1} (travel connections).
The travel costs ci,j , i, j ∈ {0, 1, . . . , C}, i �= j, are equal to the distance between
the corresponding travel points. Each request hi, i ∈ {1, 2, . . . , N}, where N =
C/2, is a coupled pair of pickup (P ) and delivery (D) customers—ph and dh,
respectively, where P ∩ D = ∅, and P ∪ D = V \ {v0}. For each hi, the amount
of delivered (qd(hi)) and picked up (qp(hi)) goods is defined, where qd(hi) =
−qp(hi). Each customer vi defines its demand (delivery or pick up), service time
si (s0 = 0), and time window [ei, li] within which it should be visited. Since the
fleet is homogeneous (let K denote its size), the capacity of each truck is Q.
Each route r = 〈v0, v1, . . . , vn+1〉 in the solution σ, starts and finishes at v0.
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A solution σ (with K routes) is feasible if (i) Q is not exceeded for any vehicle
(capacity constraint), (ii) the service of every request starts within its time win-
dow (time window constraint), (iii) every customer is served in one route, (iv)
every vehicle leaves and returns to v0 within [e0, l0], and (v) each pickup is per-
formed before the corresponding delivery (precedence constraint). The primary
objective is to minimize K. Then, the total travel distance is minimized. Let σA

and σB be two solutions. σA is then of a higher quality if (K(σA) < K(σB)) or
(K(σA) = K(σB) and T (σA) < T (σB)), and T is the total distance.

3 Enhanced Guided Ejection Search

3.1 Algorithm Outline

In the GES, the initial solution is iteratively improved to increase its quality—
some solution components are removed from the solution in search of the partial
solution of a higher quality. Then, the removed components are re-inserted into
the partial solution. The GES involves the problem-specific guided local searches
to exploit the knowledge about the underlying optimization task.

The GES for the PDPTW enhanced by our improvement techniques is given
in Algorithm 1. The initial solution, in which every request is served in a separate
route (line 1), is subject to the route minimization—the attempts to remove one
route at a time are undertaken. A random route r is selected from σ, and its
requests are inserted into the ejection pool (EP) containing unserved requests
(line 3). The penalty counters p, indicating the re-insertion difficulty of each
request, are initialized (line 4). A request hin is popped from the EP (line 7).
If there are several feasible positions to insert hin into σ, then a random one is
chosen (line 8)—Sfe

in (hin, σ) is the set of feasible insertions of hin into σ. This
request is otherwise inserted so as it violates the constraints, and the solution
is squeezed to restore its feasibility (line 9)—see Sect. 3.2. If it fails, then its p
is increased (line 12), and at most km requests (with minimal sum of their p’s)
are ejected to insert hin feasibly (lines 13–20). Then, σ is perturbed with local
moves (out-relocate and out-exchange) to diversify the search (line 22).

The stopping conditions are verified—the GES may be terminated if its exe-
cution time τ surpasses τM , or the required number of routes has been retrieved
(line 23). Additionally, we allow for breaking the inner loop aiming at removing a
route r (lines 6–24), if the GES is stuck during the search (see Sect. 3.2). Finally,
the best feasible solution (with the smallest K) is returned (line 29).

3.2 Improvements

In this paper, we introduce the improvements to the original version of the GES
in order to boost the convergence capabilities of the algorithm, and to improve
the quality of the final results. These enhancements include:
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Algorithm 1. Enhanced guided ejection search.
1: Create an initial solution σ; σB ← σ; finished ← false;
2: while not finished do
3: Initialize EP with requests from a randomly removed route r;
4: Initialize penalty counters for each request p[i] ← 1; (i = 1, 2, . . . , N);
5: c ← 0; σI ← σ; cM ← N2/K(σ);
6: while (EP �= ∅) and (not stuck) do
7: Select and remove the request hin from EP;
8: if Sfe

in (hin, σ) �= ∅ then σ ← random solution σ′ ∈ Sfe
in (hin, σ);

9: else σ ← Squeeze(hin, σ);
10: end if
11: if hin /∈ σ then
12: p[hin] ← p[hin] + 1; � Increase the request penalty counter
13: for k ← 1 to km do
14: Generate Sfe

ej (hin, σ) with minimum Psum = p[h1
out] + · · · + p[hk

out];

15: if Sfe
ej (hin, σ) /∈ ∅ then

16: σ ← random solution σ′ ∈ Sfe
ej (hin, σ);

17: Add the ejected requests {h1
out, . . . , h

k
out} to EP;

18: break;
19: end if
20: end for
21: end if
22: Perturb σ; c ← c + 1;
23: Verify termination conditions and update finished ; stuck ← c > cM ;
24: end while
25: if EP �= ∅ then σ ← σI ; � Backtrack solution to the previous state
26: else σB ← σ;
27: end if
28: end while
29: return σB ;

1. Randomizing the EP. In the original version of the GES, the requests
which are being re-inserted into the partial solution are popped from the EP
using the LIFO strategy. If the requests cannot be feasibly inserted into σ,
the solution is backtracked to the previous state. Since the same route may
be selected multiple times for the removal (line 3), it may lead to unnecessary
attempts of re-inserting requests in the order which never leads to a feasible
solution. Thus we propose to randomize the order of requests in the EP [15].

2. Squeezing an Infeasible Solution. Here, we adapt squeezing an infeasible
solution (first introduced for VRPTW [14]) to the PDPTW (Algorithm 2).
A temporarily infeasible solution undergoes local moves to restore its feasi-
bility by decreasing the value of the penalty function F(σ) = Fc(σ)+Ftw(σ),
where Fc(σ) and Ftw(σ) represent the sum of capacity exceeds in σ, and the
sum of the time windows violations (lines 2–8). It thus reflects the severity
of the constraint violations (F(σ) = 0, if σ is feasible). These moves encom-
pass out-relocate (a request is relocated to another route), and out-exchange
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(a request from r is swapped with another one from another route) moves.
The latter ones are executed only if the out-relocate moves do not improve the
routing plan. These moves are applied to create Sr(σT ), which denotes the
set of the neighboring solutions resulted from performing local search moves
affecting the route r. The solution σ′ with the minimum value of F (after
inserting hin) is processed during the squeeze (line 1).

Algorithm 2. Squeezing an infeasible solution σ′.
1: Select σ′ such that F(σ′) is minimum; σT ← σ′;
2: while F(σT ) �= 0 do
3: Select a random infeasible route r;
4: Find σ′′ ∈ Sr(σT ) such that F(σ′′) is minimum;
5: if F(σ′′) < F(σT ) then σT ← σ′′;
6: else break;
7: end if
8: end while
9: if F(σT ) �= 0 then σT ← σ′; � Restore the initial solution

10: end if
11: return σT ;

3. Maximum Iteration Limit. In the GES, one route at a time is selected
randomly and its requests are inserted back from the EP into σ (see Sect. 3.1).
Originally, the attempts of re-inserting the ejected requests from r were
being undertaken until the maximum time of the GES elapsed. However, the
selected route may contain “difficult” requests which cannot be re-inserted
into the partial solution. We introduce the iteration limit cM which bounds
the analysis time of a single route. If r is “difficult” (the iteration counter c
surpasses the limit, and the search is stuck), σ is backtracked to the previ-
ous state, and a new route is selected for deletion. Since removing a route
becomes more challenging for lower K, cM is adaptively increased during the
search and is given as cM = N2/K(σ), where N is the number of requests.

4 Experimental Results

The GES was implemented in C++, and run on an Intel Xeon 3.2 GHz computer
(16 GB RAM). Its time limit was τM = 5 min, and km = 2. To verify the impact
of the enhancements, we analyzed 8 GES variants (Table 1). The GES was tested
on 400-customer Li and Lim (LL)1 tests. Six test classes (c1, c2, r1, r2, rc1 and
rc2) reflect many scheduling factors: c1 and c2 encompass clustered customers, in
r1 and r2 they are random, and rc1 and rc2 contain a mix of random and clustered
customers. The classes c1, r1 and rc1 have smaller capacities and shorter time
windows. Tests have unique names, lα β γ, where α is the class, β relates to the
number of customers (4 for 400), and γ is the identifier (γ = 1, 2, . . . , 10).
1 See: http://www.sintef.no/projectweb/top/pdptw/li--lim-benchmark/.

http://www.sintef.no/projectweb/top/pdptw/li--lim-benchmark/
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Table 1. Investigated GES variants.

GES(—) GES(R) GES(M) GES(MR) GES(S) GES(SR) GES(SM) GES(SMR)

Squeeze no no no no yes yes yes yes

Max. iter no no yes yes no no yes yes

Random EP no yes no yes no yes no yes

4.1 Analysis and Discussion

The experimental results are given in Table 2. Each test (out of 60) was executed
5 times using each algorithm variant, and the outputs were averaged across the
classes—the lowest K and T are indicated in boldface. GES(R) retrieved the
best asymptotic results for most classes, when K is considered. This algorithm
variant appeared stable, and gave the best schedules on average for instances with
randomized customers with short time windows (r1 and rc1). On the other hand,
GES(—) was able to converge to the best-quality results for clustered customers
(c1 and c2) on average. Introducing the iteration limit turned out to be very
beneficial for tests with relatively wide time windows and large truck capacities
(thus requests are served in a lower number of routes)—GES(M) retrieved the
best results for the rc2 class. It indicates that the intensive exploitation of a
single route does not improve the final routing plan, and if the ejected requests
cannot be re-inserted quickly, the other route should be selected for removal.

The results show that some algorithm variants can not only efficiently decrease
K, but also optimize T (although it is not tackled directly in the GES)—see GES
(SR) for c1, GES(R) for c2, GES(MR) for r1 and r2, GES(S) for rc1, and GES(M)
for rc2. These GESes converged to small K’s with significantly shortened
T—the GES results are of a similar quality (with respect to K) to the world’s best
solutions (Table 3), obtained using various algorithms2. It is worth noting that
two previous world’s best solutions (lrc1 4 1 and lrc1 4 3) were infeasible3. Also,
we report the new world’s best solution (with a decreased number of trucks) for
lrc2 4 24, obtained using GES(R). Clustered-customers tests appeared most chal-
lenging for all GESes. Additionally, instances with shorter time windows (c1, r1,
and rc1) are easier to solve. Randomizing the EP was advantageous for all classes,
and resulted in decreased K’s.

The averaged convergence times (τC) are presented in Fig. 1. For most cases,
converging to a low-quality solutions is very fast—the GES sticks in a local min-
imum and cannot improve the solution further. Applying the squeeze procedure
increases τC for most LL classes, since it involves performing additional moves to
restore the feasibility of a solution. However, there exist classes for which squeez-
ing results in a faster convergence to high quality solutions (see e.g., GES(MR)
compared with GES(SMR) for c2 and r2). Intermediate solutions in this case are

2 The world’s best solutions are available at: https://www.sintef.no/projectweb/top/
pdptw/li--lim-benchmark/400-customers/; reference date: April 27, 2015.

3 Our PDPTW feasibility checker is available at: http://sun.aei.polsl.pl/∼jnalepa/
PDPTW-checker/.

4 See http://sun.aei.polsl.pl/∼jnalepa/ACIIDS2016/ for the solution details.

https://www.sintef.no/projectweb/top/pdptw/li--lim-benchmark/400-customers/
https://www.sintef.no/projectweb/top/pdptw/li--lim-benchmark/400-customers/
http://sun.aei.polsl.pl/~jnalepa/PDPTW-checker/
http://sun.aei.polsl.pl/~jnalepa/PDPTW-checker/
http://sun.aei.polsl.pl/~jnalepa/ACIIDS2016/
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Table 2. Comparison of the results obtained using different algorithm variants. The
best results (across the GES variants) are rendered in boldface.

Variant↓ c1 c2 r1 r2 rc1 rc2

GES (−) K Min. 38.5 13 25.1 6.5 28.6 9

Avg. 38.82 13.14 25.34 6.72 28.9 9.14

Max. 39.3 13.5 25.5 6.9 29.1 9.3

T Min. 10115.95 8822.61 11742.58 13505.75 10563.75 13022.74

Avg. 10697.55 9360.04 11997.83 14213.95 10780.72 13540

Max. 11383.95 10378.49 12264.91 14839.71 10991.68 14225.02

GES(R) K Min. 38.3 12.9 24.8 6.4 28.6 9

Avg. 38.88 13.18 25.18 6.7 28.82 9.14

Max. 39.8 13.5 25.5 7 29.1 9.5

T Min. 10124.92 8443.33 11622.65 13237.41 10514.97 12861.2

Avg. 10737.35 9309.03 11951.92 14106.34 10790.79 13323.24

Max. 11619.54 10250.63 12214.31 15012.16 11055.56 13760.9

GES(M) K Min. 38.5 13 25 6.4 28.9 9

Avg. 38.88 13.38 25.4 6.64 29.04 9

Max. 39.3 13.6 25.7 7 29.3 9

T Min. 10282.62 8858.74 11762.1 13463.89 10485.03 12722.11

Avg. 10810.73 9863.93 12109.18 14125.81 10795.29 13301.3

Max. 11467.77 10714.03 12414.44 14916.2 11011.52 13753.82

GES(MR) K Min. 38.6 13 25 6.3 28.6 9

Avg. 39.06 13.26 25.26 6.6 28.88 9.14

Max. 39.4 13.7 25.6 7 29 9.3

T Min. 10374.72 8615.6 11593.6 13072.05 10434.08 12883.93

Avg. 10959.36 9508.02 11942.2 13868.02 10696.01 13437.58

Max. 11555.21 10676.07 12225.59 14930.55 10945.23 13898.37

GES(S) K Min. 38.6 13.1 25 6.8 28.7 9

Avg. 38.88 13.44 25.4 6.92 29 9.24

Max. 39.1 13.7 25.8 7.1 29.3 9.7

T Min. 10403.87 9103.78 11663.24 14223.21 10422.58 13006.71

Avg. 10783.97 10086.76 12059.32 14629.37 10777.92 13642.39

Max. 11136.15 10960.02 12450.51 15032.36 11036.97 14184.28

GES(SR) K Min. 38.5 13.1 24.9 6.7 28.6 9

Avg. 38.86 13.32 25.38 6.94 28.88 9.34

Max. 39.2 13.7 25.8 7.3 29.2 9.7

T Min. 10107.87 8844.77 11597.72 13868.99 10511.37 12788.72

Avg. 10665.17 9672.94 11992.08 14639.32 10744.45 13551.67

Max. 11215.17 10731.94 12372.72 15713.64 10938.8 14413.56

GES(SM) K Min. 38.8 13.2 25.4 6.7 29 9

Avg. 39.06 13.48 25.58 6.96 29.26 9.28

Max. 39.4 13.7 25.9 7.2 29.6 9.7

T Min. 10422.51 9153.72 11857.24 13796.16 10487.95 12766.84

Avg. 10937.83 10087.59 12151.67 14680.42 10816.52 13575.71

Max. 11472.97 10814.19 12535.17 15408.35 11023.34 14366.94

GES(SMR) K Min. 38.6 13.1 25.1 6.8 28.9 9.1

Avg. 38.94 13.42 25.44 6.98 29.02 9.38

Max. 39.2 13.9 25.6 7.4 29.2 9.7

T Min. 10270.51 8935.35 11700.42 13938.75 10454.8 12886.77

Avg. 10824.38 9929.28 12050.66 14622.15 10751.32 13675.52

Max. 11345.4 11353.65 12381.28 15669.95 10996.74 14474.46
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Table 3. World’s best currently-known results averaged for each class.

c1 c2 r1 r2 rc1 rc2

K 37.1 12 24.2 5.8 27.8 8.5

T 7332.91 4019.16 8834.62 7888.37 7810.44 6080.93

often at the “feasibility border”, and squeezing them help obtain well-optimized
schedules faster, thus becomes beneficial. On the other hand, limiting the num-
ber of iterations leads to decreasing the average τC (see GES(—) compared with
GES(M), GES(R) with GES(MR), and so on for rc1 and rc2). It helps avoid a
too long exploitation of a partial solution with “difficult” requests in the EP.

Fig. 1. Convergence time (in seconds) obtained using various GES variants.
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Table 4. The guidelines for choosing the GES variant based on the test characteristics.

Class Minimize K Minimize T Minimize K and T Minimize time

c1 GES(R) GES(SR) GES(SR) GES(R)

c2 GES(R) GES(R) GES(R) GES(R)

r1 GES(R) GES(MR) GES(R) GES(MR)

r2 GES(MR) GES(MR) GES(MR) GES(R)

rc1 GES(R) GES(MR) GES(MR) GES(R)

rc2 GES(M) GES(M) GES(M) GES(M)

The guidelines of selecting an appropriate algorithm variant based on the
test characteristics are given in Table 4. Here, we distinguish four cases in which:
(i) optimizing the number of trucks is more important, (ii) optimizing the total
distance traveled during the service is of a higher importance, and (iii) both
objectives are equally important, and (iv) the average convergence time should
be as short as possible (without a significant decrease in the quality of final
solutions). Squeezing infeasible solutions appears crucial for test instances con-
taining clustered customers with tight time windows (c1), especially if the travel
distance should be as minimum as possible. It is worth noting that randomizing
the EP helps improve the results and converge to well-optimized routing sched-
ules in most cases. For r2 and rc2, the same GES variant retrieved best solutions
with the respect to both the fleet size and traveled distance. Importantly, the
fastest convergence was offered by the algorithm version that was best for min-
imizing either K or T across all LL classes. For some tests (c2 and rc2), the
enhanced searches which allow for balancing the optimization of both objectives
were also converging very fast (GES(R) and GES(M), respectively).

Finally, we performed the two-tailed Wilcoxon test in order to verify the
null hypothesis: “two GES variants lead to the solutions of the same quality
on average”. For each class, we investigated the average K, and the average
T independently. Table 5 shows the level of statistical significance—the greyed
part refers to the analysis of T values (the p-values which are less than 0.05—
thus the differences are statistically significant—are boldfaced). For most cases
(considering both K and T ), the differences across the GESes are significant.

5 Conclusions and Future Work

In this paper, we introduced the enhanced GES algorithm to minimize the fleet
size in the PDPTW. The experiments on the Li and Lim’s benchmark showed
how the proposed improvements influence the quality of final solutions (and
which are beneficial for certain classes of tests) along with the convergence capa-
bilities of the algorithm. The two-tailed Wilcoxon tests were carried out to ver-
ify the statistical significance of the results. We gave a clear guidance on how
to select a proper guided search variant for each class of scheduling problems,
based on its characteristics and the importance of objectives (i.e., minimizing
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Table 5. The level of statistical significance obtained using the two-tailed Wilcoxon
test for each pair of the GES variants. The results which are statistically significant
(p < 0.05) are rendered in boldface. The white part of the table refers to the analysis
of K values, whereas the grey part—to the analysis of T values.

GES(—) GES(R) GES(M) GES(MR) GES(S) GES(SR) GES(SM) GES(SMR)
GES(—) — 0.4473 0.215 0.7263 0.0009 0.0071 <0.0001 0.0011
GES(R) 0.0536 — 0.0658 0.2113 0.0001 0.0002 <0.0001 0.0001
GES(M) 0.5687 0.0271 — 0.4065 0.1615 0.3843 <0.0001 0.0033
GES(MR) 0.4122 0.6101 0.0188 — 0.0366 0.0324 <0.0001 0.0003
GES(S) 0.0226 0.0003 0.0688 0.0019 — 0.4473 0.008 0.1868
GES(SR) 0.3125 0.0183 1 0.0477 0.0332 — 0.008 0.0366
GES(SM) 0.0039 0.0001 0.0012 <0.0001 0.6312 0.0143 — 0.0673
GES(SMR) 0.0203 0.0009 0.1676 0.0011 0.9761 0.0751 0.3472 —

(i) the fleet size, (ii) traveled distance, (iii) both fleet size and travel distance,
or (iv) the convergence time). Finally, we reported one new world’s best routing
schedule obtained using the enhanced GES.

Our ongoing research encompasses comparing the enhanced GES with other
techniques in terms of their convergence capabilities. We aim at designing an
adaptive algorithm which will dynamically update its parameters based on the
search state. This will mitigate the necessity of tuning the parameters before the
execution. We plan to validate our approach using the real-world data concerning
the transportation network layout and other characteristics. Handling additional
constraints would enable the enhanced GES to tackle other rich VRPs.
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Abstract. In this paper, we show how to generate challenging bench-
mark tests for rich vehicle routing problems (VRPs) using a new heuris-
tic algorithm (termed HeBeG—Heuristic Benchmark Generator). We
consider a modified VRP with time windows, in which the depot does
not define its time window. Additionally, the taxicab metric is utilized
to determine the distance between travel points, instead of a standard
Euclidean metric. HeBeG was used to create a test set for the qualifying
round of Deadline24—an international 24-hour programming marathon.
Finally, we compare the best results submitted to the server during the
qualifying round of the contest with the routing schedules elaborated
using other algorithms, including a new heuristics proposed in this paper.

Keywords: Vehicle routing problem · Benchmark · Heuristics ·
VRPTW

1 Introduction

Solving the routing problems (VRPs) became a core issue in logistics and planning.
There exist a plethora of different VRP formulations which reflect numerous real-
life scheduling circumstances. Since these problems are inherently complex and
have a wide practical applicability, they have attracted the research attention over
the years. The applications of VRPs include the bus routing, cash delivery to
ATMs, waste collection, food and parcel deliveries and many other [1].

In a standard traveling salesman problem (TSP), a single salesperson serves
the customers scattered around the map, whereas in the multiple TSP (mTSP),
a number of salesmen can be exploited. In practice, vehicles are always charac-
terized by their maximum capacity, thus the capacitated VRP has been proposed
to reflect this constraint. Also, each customer defines its own time window dur-
ing which the service should be performed. The vehicle routing problem with
time windows (VRPTW) incorporates this restriction and introduces the time
windows that must not be violated in a feasible schedule. It is common that cus-
tomers are divided into pickup and delivery ones. The former customers expect
c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 399–409, 2016.
DOI: 10.1007/978-3-662-49381-6 38
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their goods to be delivered to the latter ones. This scenario—in turn—is reflected
in the pickup and delivery problem with time windows (PDPTW) [2]. It is worth
noting that these VRP variants are NP-hard [3,4]. Tackling the mentioned VRPs
consists in finding a feasible schedule for serving a set of transportation requests
(which may be the delivery requests in the VRPTW, or the pickup and delivery
ones in the PDPTW) using a set homogeneous trucks, which start and finish
their service in a single depot. It is common to define two objectives of the
VRPs (therefore they are multi-objective): (i) to minimize the fleet size, and
(ii) to minimize the total distance traveled in a routing schedule.

There are two streams of development towards solving difficult VRPs. The
first aims at designing exact algorithms, which encompass branch-and-cut [5,6]
and branch-and-price [7,8] techniques, dynamic programming, and other
approaches [9,10]. These algorithms are however still not applicable to massive-
scale real-world problems due to their execution times. Thus, the approximate
methods are being actively developed to handle difficult routing problems in
a reasonable time [11,12]. Heuristic algorithms for minimizing the fleet size
are divided into construction and improvement techniques. The former meth-
ods build a feasible solution from scratch, whereas the latter algorithms aim
at improving the initial solution. The approximate techniques (both sequen-
tial and parallel) include simulated annealing, tabu searches [13], neighborhood
searches [14], agent-based approaches [2], guided ejection searches (GESes) [15],
population-based metaheuristics [1,16,17], and other [12].

The emerging algorithms for the VRPTW are usually assessed and compared
with other techniques based on the results obtained for two benchmark sets
proposed by Solomon and Gehring and Homberger1. Since they contain tests
with various characteristics (with different tightness of time windows, vehicle
capacities and customer locations), they became a standard for evaluating new
algorithms. These benchmarks include the instances with the maximum of 1000
customers, which is often well below the number of travel points in real-life
problems. Also, the optimal solutions are not known for these tests. In this paper,
we tackle the mentioned issues and propose a heuristics to generate difficult
VRP tests, which may contain any number of customers. Since our algorithm
determines a feasible solution during the creation of the test case, it is possible
to determine an optimal (or nearly-optimal) schedules for the elaborated tests.

1.1 Contribution

In this paper, we propose a new heuristic algorithm (HeBeG) to generate difficult
benchmark tests for the modified VRPTW. The elaborated tests can contain
any number of customers. In HeBeG, we determine the nearly-optimal (when
the number of vehicles is considered) solution during the generation of the cor-
responding test case. Additionally, we present a new simple heuristic algorithm
(SIHA) for solving this variant of the VRPTW (however, SIHA can be easily
adapted to handle other VRPs). It is worth noting that the instances generated

1 https://www.sintef.no/projectweb/top/vrptw/.

https://www.sintef.no/projectweb/top/vrptw/
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using HeBeG were used during the qualifying round of Deadline242—an inter-
national 24-hour programming marathon. Finally, we compare the solutions of
these tests (i) found using the guided ejection search [1], (ii) elaborated with
SIHA, and (iii) those submitted by the participants during the contest.

1.2 Paper Structure

Section 2 formulates the considered variant of the VRPTW. The heuristic algo-
rithm for generating benchmark tests is discussed in detail in Sect. 3. In Sect. 4,
we present a simple construction heuristics to solve the modified VRPTW. The
experimental study is reported in Sect. 5. Section 6 concludes the paper.

2 Modified Vehicle Routing Problem with Time Windows

The VRPTW is defined on a directed graph G = (V,E) with a set V of N + 1
vertices representing the customers and the depot, along with a set of edges
E = {(vi, vi+1)|vi, vi+1 ∈ V, vi �= vi+1} which represent the connections between
travel points. Each vehicle starts and finishes its service at the depot (v0). The
travel costs are given as ci,j , where i �= j, i, j ∈ {0, 1, . . . , N}. In a standard
VRPTW, the travel cost between two travel points is equal to the Euclidean
distance between them. In the modified VRPTW considered in this work, the
cost between vi and vj (with the coordinates (xi, yi) and (xj , yj), respectively)
is the distance between these travel points in the taxicab (Manhattan) metric:

ci,j = |xi − xj | + |yi − yj | . (1)

The non-negative customer demands di, i ∈ {0, 1, . . . , N}, where d0 = 0 and the
time windows [ei, li], i ∈ {1, 2, . . . , N} are defined (note that the time window
of the depot is infinite, which is in contrast to the VRPTW). The customers are
characterized by their non-negative service times si, i ∈ {1, 2, . . . , N}.

The fleet consists of K homogeneous vehicles (each of a capacity Q). The
route is defined as a set of customers served by a single truck 〈v0, v1, . . . , vn+1〉,
where v0 = vn+1 is the depot. A solution σ (being a set of routes) is feasible if:
(i) the capacities of all vehicles are not exceeded, (ii) the service of vi is started
before the time window [ei, li] elapses, (iii) every customer is visited in exactly
one route, and (iv) every vehicle starts its service from and returns to the depot.

The primary objective of the modified VRPTW is to minimize the fleet size
K, where Kmin = �D/Q�, and D =

∑N
i=1 di. The secondary objective is to

minimize the distance T =
∑K

i=1 Ti, where Ti is the distance traveled in the i-th
route. Additionally, we introduce a new metric S for assessing feasible routing
schedules (this metric was used during the qualifying round of Deadline24):

S =
N

K
+

T0

T
, (2)

where T0 is the travel distance when K = N (S is rounded to 3 decimal places).
2 For details see: https://www.deadline24.pl/.

https://www.deadline24.pl/
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3 Heuristic Algorithm to Generate Benchmark Tests

In this section, we present the algorithm to generate benchmark instances
(HeBeG) for the modified VRPTW. However, the proposed technique may be
easily adapted to handle other scheduling constraints.

3.1 Benchmark Routes Approach

HeBeG generates benchmark tests along with their semi-optimal solutions. In
this algorithm, we propose a reversed order approach—we determine a set of
feasible routes at first. The order of visiting the clients should be reasonable, so
as to keep the travel distance as short as possible. We assume that each truck
(serving a single route) exploits its total capacity, and the visited clients are
located one by another on a polygonal chain round a circle (a benchmark route).

Algorithm 1. Benchmark data generation for the modified VRPTW.
Input: size, Rmin, Rmax, Q, dmax, N, border, satellites;

1: ρ ← ∅; σ ← ∅;
2: Generate the depot (randomly in a (size/2× size/2) square centered on the map);
3: K ← (N · dmax)/(2 · Q);
4: for 1 to K do
5: p ← ∅;
6: Split capacity Q randomly into Cr client demands;
7: Put Cr client slots into p;
8: Select random values for the middle point and the radius (make a base circle);
9: Place clients on a base circle with the radius changes for each client;
10: Randomize each client service time;
11: Find the client (Cd

min) with the minimum distance to the depot;
12: Make a benchmark route r starting from Cd

min and going round;
13: Generate basic (narrow) time windows for each client using the sequence of r;
14: Extend each client time window randomly;
15: Calculate the final value of time needed for a truck to serve all clients;
16: Adjoin clients p to the semi-optimal solution ρ; Add the route r to σ;
17: end for
18: return σ;

The process of generating a benchmark test starts with placing a depot on
the map (Algorithm 1, line 2)—it is a random point in a (size/2×size/2) square
centered on the map. Then, we calculate K, denoting the number of benchmark
routes to generate (line 3). This value is found based on the following estimates:

• The average client demand: davg = dmax/2,
• The average number of clients served by a single truck: Vavg = Q/davg.

Then, it is given as:

K =
N

Vavg
=

N · dmax

2 · Q
. (3)
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The main loop is repeated K times, each time generating a single benchmark
route. First, we split the maximum truck capacity Q into customer demands
(line 6). Each demand is a random value from the range [1, dmax]. This process
continues until the client demands equals Q. It is worth noting that the number
of clients of this route (Cr) is an immediate output of this HeBeG step. Then,
we randomly generate the position of the middle point and the radius of a circle
which will be the base for client locations (line 8). The radius is drawn from the
range [Rmin, Rmax] but might be decreased so as all the points of the circle fit
in the map. Then, the client locations are generated.

Cr vertices of a regular polygon inscribed into a given circle constitute the
initial locations of the clients. Each client distance from the middle of the circle
might then be decreased to a random value between 60% and 100% of the initial
circle radius (line 9). This operation creates the final location for a particular
client (Fig. 1a). Additionally, we keep the order in which the clients should be
served. This corresponds to the sequence of vertices of the regular polygon.

)b()a(

(1)

(2)

(3)

τ

Fig. 1. (a) The depot (annotated as a black triangle in the bottom-right corner) and the
clients (black dots) served in a benchmark route (dashed line). The radius of the dotted
circle is 60% of the radius of the base circle. (b) Possible ranges to extend a time window
of a sample customer. Three exemplary client time windows are shown (1) before and
(3) after the modification. (2) illustrates the possible ranges of extension (annotated as
the braced lines). The empty dots represent the beginnings of time windows, the filled
ones—the ends of them.

The next HeBeG steps involve generating the client service times
(Algorithm 1, line 10)—a random value from the range 0–800 with the follow-
ing probability distribution: 88% – range [1, 200]; 8% – range [201, 800]; 4% –
no service time, is drawn for each client. Determining the initial time windows
(line 13) starts from finding the theoretical time that is needed to travel from the
depot to the considered client starting from Cd

min (being the customer which is
closest to the depot) and going round keeping the order of the previously saved
service sequence. Here we consider the service time of already visited clients and
possible waiting times at the travel points. The initial time window openings are
drawn randomly with a narrow range (±25 time units) around the theoretical
arrival time to each client. The width of a time window is chosen randomly from
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the range [1, 80], and increased if the end of the time window would be before the
arrival of the visiting truck. Furthermore, each client may have its time window
extended (line 14). The extension may affect the beginning of the time window,
the end of it, both or none. Whenever an extension is applied, the beginning of
the time window can be moved somewhere between its current position and the
beginning of the previous client time window within the route. The end of the
time window can be moved as far as to the end of the time window of the next
client (Fig. 1b). This approach allows for “obscuring” the benchmark routes so
that they are not obvious to find with the reversed data engineering.

We register the total travel time and distance of the truck serving the clients
along the considered route (Algorithm1, line 15). Then, all generated values are
stored (lines 16). The benchmark route finally becomes a part of the test which
is being created. Additionally, we add this route to the semi-optimal solution.

3.2 Additional Modifications

In HeBeG, we propose two optional modifications for generating additional
routes (the same reversed order approach is applied):

• Corner Customers—a single route which serves very distant travel points
located in the corners of the map is added to the test case. Clients are ran-
domly placed in the corners of the map, but the possible area for their coor-
dinates contains only four map corners (squares of size/10 side length).

• Satellites—a number of randomly scattered customers with huge demands
(between 90 % and 100% of the capacity Q) are generated. Each of those
clients is served in a separate route, containing this customer and the depot.

4 Simple Heuristic Algorithm for the Modified VRPTW

In this section, we discuss our construction heuristics for the modified VRPTW.
This technique was used to solve the benchmark instances generated using the
heuristic algorithm discussed in Sect. 3.

The proposed heuristics is given in Algorithm2. At first, all customers are
put into the vector A, which contains the unserved customers (line 2). Then, for
each vi, the neighborhood vector Ei is built (line 3). It contains all customers vj
(where i �= j) which may be visited after serving vi without violating the time
window and capacity constraints. In SIHA, the routes are constructed separately,
until all customers are served (line 4). The first customer vc in a new route r
is taken from A (line 6), and is removed from the vector of unserved customers
(line 7). Then, r is being expanded if the feasible insertion positions (i.e., those
which do not violate the constraints) exist (lines 9–13). For the current customer
vc, the neighborhood vector is analyzed, and the next feasible (unserved) cus-
tomer is popped from Ec (line 10). Then, it is removed from A and appended
to r (line 11). Finally, the route r is added to the (possibly partial) solution σ
(line 14). Once all customers are put into σ, it is returned (line 16).
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Algorithm 2. Simple construction heuristics (SIHA) for the modified VRPTW.
1: σ ← ∅;
2: Put all customers vi (i = 1, 2, . . . , N) in A;
3: Create N neighborhood vectors Ei (i = 1, 2, . . . , N);
4: while A �= ∅ do
5: r ← ∅;
6: vc ← first customer from A;
7: Remove vc from A;
8: Add vc to the route r;
9: while (at least one customer can be appended to r) do
10: vn ← first feasible customer from Ec such that vn ∈ A;
11: Remove vn from A; Add vn to the route r;
12: vc ← vn;
13: end while
14: Add the route r to σ;
15: end while
16: return σ;

The performance of SIHA depends on the order of customers in A and the
neighborhood vectors Ei (the order of ejecting the customers to be re-inserted
into a partial solution affects the capabilities of various heuristic algorithms [1]).
In this work, A is sorted descendingly by the distance from the depot (the closest
customers have the lowest indices in the vector), whereas Ei by the distance from
the customer vi. Then—to diversify the search—these vectors are perturbed by
the local swaps of neighboring vector cells. However, the impact of this perturb
operation on the SIHA performance needs further investigation.

5 Experimental Results

In this section, we analyze the results obtained for 10 benchmark tests (distin-
guished by their unique names, r1–r10) generated using our algorithm3. The
settings of HeBeG used for elaborating these tests are summarized in Table 1.
Two exemplary tests are visualized in Fig. 2 (the dark red diamonds indicate
the additional corner customers, and the customers with large demands served
in separate routes). We compare the routing schedules obtained with the guided
ejection search (GES) [1], our simple heuristic algorithm for solving the modified
VRPTW (see Sect. 4 for details), and these submitted by the contestants during
the qualifying round (which lasted 4 clock hours) of the Deadline24 marathon.
The maximum time of the GES and SIHA was τm = 10 min.

Table 2 presents the best results retrieved for all benchmark tests using the
investigated techniques. We show the best results submitted by the Deadline24
contestants taking into account (a) the number of routes, (b) travel distance,
and (c) the value of the metric given in Eq. 2. Additionally, we include the semi-
optimal solutions generated using HeBeG. It is worth noting that the smaller
3 For the details of these tests see: http://sun.aei.polsl.pl/∼jnalepa/HeBeG/.

http://sun.aei.polsl.pl/~jnalepa/HeBeG/
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Table 1. The HeBeG settings used to generate the benchmark tests.

Id size Rmin Rmax Q dmax N border satellites

r1 200 10 40 400 200 30 yes 0

r2 300 10 20 200 100 50 yes 10

r3 1300 10 45 800 800 250 yes 5

r4 3000 2 40 800 600 1500 yes 0

r5 6000 5 30 900 400 2500 yes 4

r6 6000 1 30 6200 200 4500 no 5

r7 9000 3 40 500 50 5000 yes 10

r8 12000 10 20 500 400 1000 yes 20

r9 21000 1 20 5000 4000 1500 no 20

r10 48000 1 18 10000 10000 2000 no 50

numbers of routes in most cases result in longer travel distances, which is typical
for many bi-criterion optimization problems (see e.g., (a) and (b)—K values are
significantly larger in the latter case). The GES (which aims at minimizing K)
retrieved the best fleet size in 8 cases (for r6 and r7, the best K was found by the
contestants). Although SIHA is a very simple heuristics, it retrieved reasonable
(albeit the worst) solutions to the generated tests.

Fig. 2. Two HeBeG tests: (a) r1, (b) r2. The same-color customers are served in one
route (excluding large-demand ones—the satellites), the depot is shown as a triangle
(Color figure online).

In Table 3, we present the values of the quality metric used during the contest
(the higher, the better). A trade-off between optimizing K and T is clearly
visible in Table 3(c)—most solutions which were of a highest quality when this
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Table 2. The results obtained for all tests: solutions submitted by the Deadline24
contestants and the best with respect to (a) the number of routes, (b) travel distance,
and (c) the quality metric, (d) SIHA, (e) GES, (f) HeBeG. The best results (excluding
HeBeG) are boldfaced.

(a) (b) (c) (d) (e) (f)

Id↓ K T K T K T K T K T K T

r1 9 3248 9 3248 9 3248 14 5936 9 4008 8 3714

r2 23 15124 24 8898 24 8898 30 14230 23 11062 23 10052

r3 135 343454 138 214138 138 214138 162 341836 132 256342 131 359166

r4 760 3403264 782 2378960 782 2378960 886 3440312 758 2757378 751 3842836

r5 646 6838672 695 5143522 657 5252520 693 6674556 634 5806848 630 6241540

r6 102 1758248 112 1177490 109 1228372 282 2670890 130 1140568 77 1107212

r7 267 4314380 322 3836172 278 3854464 423 6455720 269 3574646 261 4785040

r8 538 8038050 541 8014922 538 8038050 567 10809728 524 8697776 521 10040790

r9 812 23118748 815 17442654 815 17442654 923 24236594 784 18266808 770 20163786

r10 1089 57030058 1089 57030058 1089 57030058 1152 88746166 1067 62264388 1050 68854760

Table 3. The values of the quality solution metric for all investigated techniques (see
Table 2 for acronym descriptions). The best results are boldfaced.

(a) (b) (c) (d) (e) (f)

Id↓ S S S S S S

r1 10.796 10.796 10.796 6.556 10.034 11.139

r2 7.577 8.817 8.817 6.431 8.348 8.636

r3 9.940 11.786 11.786 8.848 11.211 9.999

r4 12.105 13.770 13.770 10.958 13.15 11.698

r5 13.853 14.823 15.172 13.363 14.888 14.547

r6 58.396 60.563 60.926 24.88 55.41 80.693

r7 31.603 29.291 32.012 20.336 33.607 31.062

r8 12.528 12.506 12.528 10.723 12.281 11.621

r9 14.212 15.932 15.932 12.902 15.958 15.483

r10 17.489 17.489 17.489 14.017 16.98 16.403

metric is concerned are characterized by the shortest T . However, for r8, the
solution did not have the smallest K nor T . It is interesting to notice that only
two semi-optimal solutions (for r1 and r6 tests) appeared to be the highest-
quality solutions according to our metric. This indicates that balancing both
optimizations (of K and T values) was crucial to converge to the best solutions
when two optimization objectives are transformed into a single objective.

6 Conclusions and Future Work

In this paper, we proposed a heuristic algorithm (HeBeG) to generate chal-
lenging, large-scale benchmark tests for a modified VRPTW. However, HeBeG
can be easily modified to incorporate additional constraints of other routing
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problems. Also, we introduced a simple heuristics (SIHA) for solving this vari-
ant of the VRPTW. We compared the routing schedules for the generated tests
retrieved using SIHA, the guided ejection search [1], and those submitted by the
participants of the Deadline24 programming marathon. Finally, we investigated
the quality of the solutions assessed by the metric utilized during the contest.

Our ongoing research includes generating a full benchmark set containing
numerous test instances. Then, we plan to run multiple state-of-the-art algo-
rithms on this set to establish the set of the world’s best solutions of our tests.
Finally, we will investigate adding new constraints to HeBeG and handling real
network layouts. Thus, we will validate our approach with the real-world data.

Acknowledgments. This work was performed using the infrastructure supported by
the POIG.02.03.01-24-099/13 grant: “GeCONiI—Upper Silesian Center for Computa-
tional Science and Engineering”.
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Abstract. This paper presents the idea of measuring the formal impact of
elements of a communication graph structure consisting of nodes and arcs on its
entirety or subparts. Arcs and nodes, depending on the context, can be assigned
different interpretations. E.g. in game theory its nodes may represent the players,
often referred to as policy makers and arcs symbolize the relationships between
them. In another context, however, nodes and arcs of the graph represent elements
of technical infrastructure, e.g. a computer. The graph representing the tested
relationships is called the communication graph and the influence of the elements
on the entire graph (or its subpart) is referred to as power of the element. Taking
into account the power of nodes and connections creates so-called incidence-
power matrix more completely than the one formerly describing the communi‐
cation graph.

Keywords: Communication graph · Power index

1 Introduction

To fully understand the idea of power measurement of elements of a communication
graph presented in the work, we will analyse an example transmission network, with a
goal to transmit a signal between two selected points (Example 1).

Example 1. A signal is sent from A to D using the connections numbered from 1 to 5
(see Fig. 1). Each of these connections can be either functioning or non-functioning. In
order to transmit the signal, there needs to be a sequence of functioning connections starting
at A and finishing at D. Hence, for the signal to be transmitted

(i) connection 3 must be functional,
(ii) at least one of connections 1 and 2 must be functional,
(iii) at least one of connections 4 and 5 must be functional.

It follows that at least three of the five connections must be functional in order to
transmit the signal, but not all sets of connections satisfying this condition lead to the
transmission of the signal. The sets of functional connections which lead to the signal
being transmitted are as follows: {1,2,3,4,5}, {1,2,3,4}, {1,2,3,5}, {1,3,4,5}, {2,3,4,5},
{1,3,4}, {1,3,5}, {2,3,4}, {2,3,5}.
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N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 410–419, 2016.
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Consider a simple voting game based on this scenario, in which the connections
represent different channels of communication between voters (nodes), each voter has
a single vote and the event “a vote is passed” corresponds to the signal being transferred
in the situation described above. Note that unlikely in most assumptions in the literature
we accept more than one connections between two adjacent nodes1. Note also the
connection 6 is irrelevant to transmission of signal between nodes A and D.

Assuming the quota of 4, which is equivalent to a grand coalition {A, B, C, D}
necessary to transmit the signal from node A to node D through nodes B and C. It is
obvious all the nodes (players) {A, B, C, D} are equally valued and their power indices
should be the same and node E has no power at all. Each voter of {A, B, C, D} has also
the same veto power, i.e. can stop transmission of the signal and node E has no veto
power at all. Moreover, since this is a first-degree veto, it cannot be overruled by the
rest of players acting alone or together (Mercik 2011, 2015).

When one is analysing the channels of transmission we observe different situation.
Assuming the quota of 3 and connections equally important with weight of 1 each. They
have the following veto powers:

(a) connection 3 can successfully veto any coalition,
(b) connection 1 (or connection 2) can veto the coalition {3,4,5} (but e.g. connection

1 cannot veto the coalition {2,3,4}, neither can connection 2 veto the coalition
{1,3,4}),

(c) connection 4 (or connection 5) can veto the coalition {1,2,3} (but e.g. connection
4 cannot veto the coalition {2,3,5}, neither can connection 5 veto the coalition
{1,3,4}),

(d) connection 6 cannot stop action at all.

Hence, connection 3 has a veto of first degree (this veto cannot be overruled) and the
remaining connections have a veto of second degree (this veto can be overruled). It
is then evident that, assuming the connections outside a coalition use their veto
(rather than abstain from it), then the set of winning coalitions coincides exactly with
the sets of functional connections which lead to the signal being transmitted in the
scenario above.

From the analysis of the above example we can draw the following conclusions:

(1) Communication between players is affected by both their power and the structure
of the graph.

(2) Suitable power indices for various elements of the structure may differ if calculated
individually.

The paper is set up as follows: After introduction, Sect. 2 presents preliminaries
connected with the game theoretical language for modelling a simple voting game. The
elements of graph theory describing communication between players are introduced in
the following section. Section 3 presents a game model for games in which voters have

1 It could be for example: traditional mail, e-mail, phone calls, personal meeting, etc. In such a
case connections' weights can be modified by adding for example different values for to
differentiate connections (and different weights of nodes).
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unequal weights and there is restricted graph structure describing possible communica‐
tion between players. The next section is devoted to concept of power index both for
players and communication links between them. Finally, there are some conclusions and
suggestions for future research.

2 Preliminaries

Let N be a finite set of committee’s members, q be a quota, wj be a voting weight of
member j ∈ N.

A game on N is given by a map v: 2N → R with v(Ø) = 0. The space of all games on
N is denoted by G. A coalition T ∈ 2 N is called a carrier of v if  for any

. The domain  of simple games on N consists of all  such that

(i)  for all ,
(ii) ,
(iii) of v is monotonic, i.e. if .

A coalition S is said to be winning in  f  and losing otherwise. A
simple game (N, v) is said to be proper, if and only if it is satisfied that for all , if

.
We analyse only simple and proper games2 where players may vote yes or no.
By  we shall denote a committee (weighted voting

body) with member set N, quota q and weights wj, j ∈ N. We shall assume that wj are

nonnegative integers. Let  be the total weight of the committee. Therefore, we

described so called n-person cooperative game with transferable utility (TU game)
introduced by Shapley (1953).

A flat graph G is an ordered pair  wherein each u branch corresponds
to at least one pair of ordered vertices,  such that

. We assume that U is not an empty set, which
means that the N set is not empty either. We also assume that in a graph G there are no
so-called loops, or 

In an analytic form the structure of communication between players, i.e. their ability
to form a coalition, will be represented by a graph. Any graph with non-empty sets of
nodes (N) and arcs (U), where all nodes and arcs are adequately numbered may be
uniquely defined by incidence matrix , where:  represents cardin‐
ality of a set of nodes N,  represents cardinality of a set of arcs U,  there
is relation u such that  (where for simplicity i and j denote  and 
respectively). In Table 1 the example from Fig. 1 is presented in incidence matrix form.
An incidence matrix may be generalized by assuming  there
is relation u such that  – which is why we presented an incidence
matrix in an expanded form by simply showing all pairs of connected nodes.

2 As we will see later, this condition is not necessary for games with graph representing
communication between players.
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Table 1. Incidence matrix for the transfer of signals from Example 1.

x A A B C C C

u 1 1 1 1 1 1

y B B C D D E

Fig. 1. Signal transfer between points A and D.

Definition. Path  is a sequence of arcs and vertices joining vertices i and j,
where each node and each arc can occur only once, i.e.

.

3 Graph-Restricted Game Model

The introduction of Shapley values (1953) and Shapley-Shubik power index (1954)
allowed for the introduction of cooperative relationships between the players to the
TU (transferable utility) game description. It was assumed that any relationship
between the players and thus each coalition is equally likely. According to Lapla‐
ce’s criterion, the lack of information on the existence or preferences regarding
communication between the players denotes the probability of each of the possible
coalitions, of which some are winning ones. The analysis of actually existing situa‐
tions quickly showed that establishing a coalition of equal probability is unlikely.
The first approach assuming the abandonment the establishment of equally likely
coalitions (by indicating a possible pre-coalition) was proposed by Aumann and
Dreze (1974). This allowed to capture possible similarities or contradictions between
the players. For families of such TU games, Owen (1977) proposed a modification
of the values in Shapley’s game, and consequently a modification of the Shapley-
Shubik power index. This modification initially distributes the total amount among
the unions, according to the Shapley value, in the game played by the unions, then,
once again uses the Shapley value within each union, taking into account their possi‐
bilities of joining other unions. Owen (1977) proposed the analogue modification for
Banzhaf power index known as Banzhaf-Owen value.

Remember that in the proposed model, the winning coalitions are influenced by the
weight of individual players and the nature of connections between them. It can be assumed
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that the strength of connection remains in some correlation with weights of players. This
postulate is evident in a number of approaches to determining power of players. E.g.
Myerson (1977) formulates two axioms, of which the first relates to expectations
concerning equalling (for a game with a structure) the value of the sum of new index of the
power of individual players with the value of the Shapley’s game without structure – this
axiom seems a natural expectation and we believe should be met by any proposal of a new
index. The second axiom refers to the belief that the relationship between two players has
equal value for either of them. By using these two axioms, Myerson (1977) formulates the
claim on existence of only one solution of a TU game that meets them.

Hamiache (1999, 2012) verifies Myerson’s axioms that refer to graph of relationships
between the players. He denies the legitimacy of the second axiom of Myerson consid‐
ering that the interruption of the relationship between two different players does not
involve the same consequences if they have different amounts of relationships
connecting them with other players. He introduces a value that describes how any given
coalition sees the relationship described by the graph G, assuming that the coalition does
not need to know the relationships between the players outside the coalition.

Other types of graph restricted games were introduced in Rosenthal (1988) where
weights are attributed to the communication arcs, when these weights represent costs of
communication or measures of trust or friendship. Vasques-Brage et al. (1996) present
hybrid model which generalized the Owen value and the Myerson value when commu‐
nication and coalitional structures are superimposed. Alonso-Meijide et al. (2009)
consider the model with partial cooperation through a graph and an allocation of the
total gains among players.

The model proposed in this paper assumes the only thing known is set of players
with the structure of the connections between them (graph of communication) and the
weighting attributed to each player. Much like Rosenthal, we attribute certain weight to
connections without giving them any additional interpretation. These weights are
designed to render validity of specific connections resulting only from the importance
of the players, described in turn, by their weights (consistently with the second axiom
of Myerson). The “weighing” of connections will be achieved through marking of the
G graph.

We’ll now mark the arcs. We assume that the weights of vertices are non-negative,
which means that the marking also applies to the vertices with a weight equal 0, which
in TU-cooperative game theory are referred to as empty players.

Definition. Let i and j be two neighbouring vertices, i.e. vertices connected
by a relationship . If their respective weights are  and , the relationship 
weights . If i and j vertices are not adjacent, yet connected by a
path,  the weight of the relationship  equals for

. There can be a

number of paths connecting the vertices i and j. In this case, each of these paths will be
distinguished,  as well as . Moreover, the weight of each r paths will
meet the inequality  and can be different, if necessary.
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Definition. If for the path  its weight  meets the inequality , the path  is
referred to as a q-path. Note that q-paths correspond to winning coalitions in the game

 but such coalitions do not have to be minimal (i.e. Rae’s postulate is not met).
Moreover, they are not equivalent to coalitions present in the Shapley-Shubik power
index calculation procedure. Furthermore, depending on the application of the proposed
approach, the value q and, consequently, the q-path will change. For Example I, the
value of q equals the weight of the shortest path between points A and D, i.e. the path
whose weight is the smallest. In this example, using the value q lower than the one
obtained from the shortest path will introduce a discussion of the analysis of the trans‐
mission of signals emitted from the node A, but not necessarily reaching the node D,
and that’s assuming that all the elements are efficient (there is no veto). Such a descrip‐
tion allows for the analysis of e.g. information propagation in networks.

Definition. The G graph exclusively specifying the relationships between vertices
may therefore be modified to graph  where any non-zero value  that occurs in the
matrix of incidence  is replaced by the corresponding value , thus forming a
weighted incidence matrix .

Note that if the weight of one of the vertices is zero (i.e. empty player), the weight
of the arch connecting it directly to another vertex with a non-zero weight will remain
non-zero, this the incidence matrix  retains relationships between vertices. We
interpret it in such a way that sometimes, for maintaining a route connecting two selected
nodes, a node with zero weight must be enabled. In the TU cooperative game theory
such vertex represents an empty player, which in our model, however, should be assigned
a non-zero value of the power index (a winning coalition will not be possible without
it, and thus it has power). It seems the approach to the problem of forming a coalition
resulting from the graph of incidence allows such a possibility and distinguishes it from
the previous a priori approach e.g. for Shapley’s and Myerson’s values.

If the graph describes a structure in which there is no start or end nodes, in such a graph
we consider all the paths from such node. If in the analysis of a specific situation a node
must be present (as the start or end of a path), all the analysed paths must contain it.

4 Power Indices of Graph-Structured Game

A power index is a mapping . For each  and , the  coordinate
of , is interpreted as the voting power of player i in the game v. In the
literature there are two dominating power indices: the Shapley-Shubik (1954) power
index and the Banzhaf (1965) power index. Both indices are based on the Shapley value
concept (Shapley 1953) and belong to so called family of a priori power indices.

The Shapley-Shubik and Penrose-Banzhaf definitions of power indices are directly
obtained from characteristic function games where a marginal value of power excess
introduced into winning coalition is calculated3.

Given the fact that relations between players are described by the set graph structure,
we can now determine the power index of G graph element as follows.

3 In Turnovec et al. (2008) one can find introduction of power indices without games theory but
based on concept of permutations and their probability.
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Let  be a path consisting of only one player (excluding the possibility of loops in
the graph describing the structure). Its length, by assumption, is equal to the weight value
of the node, i.e. .

Let  be the set of all paths  (including q-paths) passing through the i-th element
(an arc or a node). Let  be the set of all paths  passing through the i-th element of
the graph (an arc or a node) whose weight is not less than q, .

Let  be the set of all paths  (including q-paths) extending from the i-th node. Let
 be the set of all paths  extending from the i-th node, whose weight is not less than

q, . Note  is the set of all q(=3)-path for example I.
 is the set of all paths in the graph described by the incidence matrix 

and  is the set of all paths with length not less than q and starting with the
i = 1,2, …, N nodes.

Note that in a similar way we can define  i.e. a set of all paths ending in a i node.
From the symmetricity of the definition .

Thus, for the i-th node (a player) of a graph structure described by G graph an absolute
power index is defined as follows4:

(1)

where p denotes power index of a player. By analogy, you can define an a priori power
index for arcs (connections) , where c stands for communication (and an arc
between nodes for a given path).

The above definition also shows the calculation algorithm of both proposed indexes.
The proposed power index does not match the Shapley-Shubik power index, as every

player present on a particular path is a pivotal player (their absence eliminates the path
as a connection between the start and end nodes, or it may shorten the path so that it is
no longer a type q-path for a given q value). Moreover, in axiomatics of both classical
indices, i.e. Shapley-Shubik power index and Banzhaf power index there is a postulate
(an axiom) of an empty player: an empty player has no power. Hence the proposed
indices  and  as not meeting the postulate cannot be considered equal to
Shapley-Shubik or Banzhaf indexes. The axiomatics of the proposed indices will be
dealt with in subsequent papers.

Let’s do relevant calculations, for the Example 1. Assuming that (to simplify the
calculation) weights of all the nodes are equal to one. Hence the weights of all the arcs
are also equal and amount to respectively  for . Reaching designated end (D)
from the designated beginning (A) in this case should require adopting q = 4. Thus, the
appropriate four q-paths are: A1B3C4D, A1B3C5D, A2B3C4D and A2B3C5D. Each
of weight equal 4, and thus equal to the set value q. This means that each of the nodes
is equally important, because each occurs once in each q-path. Thus, the a priori value

4 We use the | . | operator to denote the cardinality of a finite set.
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of the power index of each node is  ¼. Note that the introduction of the veto,
which in this example is the inability of signal transmission through the node, does not
change the value of the a priori index against the symmetry of the importance of indi‐
vidual nodes.

Also, please note that any fault on any of the connections of Example 1 can be either
eliminated through alternatives (connections 1, 2, 4, 5) or cannot be eliminated (connec‐
tion 3) or simply not eliminated (connection 6). This leads to the conclusion that this
fact should be reflected in the power indices also for the relationships. Proceeding as in
the case of a power index for players we find that connections 1, 2, 3, 4, 5 and 6 exist
in q-paths with respective frequencies: 2:2:4:2:2:0. Thus the a priori power index for
connections without the possibility of veto,  is respectively ½, ½, 1, ½, ½, 0. Note
that the introduction of veto (inability of signal transmission through particular arc)
makes the corresponding a priori index values again ½, ½, 1, ½, ½, 0 as no path between
the vertices A and D is a q-path without connection 3, while connections 1, 2, 4, 5 are
interchangeable (connection 6 belongs to no q-path in this example). The information
about the a priori power of individual arcs can thus be added to a description of the graph
and so-called incidence-power matrix can be created. Table 2 presents such a matrix for
the Example 1.

Table 2. A priori incidence-power matrix for the transfer of signals from Example 1.

x A A B C C C

u 1/2 1/2 1 1/2 1/2 0

y B B C D D E

As it is seen from the Example 1, the node E is irrelevant and, what’s more, this node
is connected with 0 power connection. U values make also possible to recognise what
kind of veto maybe associated with a given link. For  it is possible to introduce
veto of first degree (cannot be overruled), for  veto of second degree (can be
overruled) and for  veto cannot be introduced at all.

Example 2. Let’s analyse the previous example without defining what node is starting
or ending nodes. Therefore there are twelve following q-paths for : A1B3C4D,
A1B3C5D, A2B3C4D, A2B3C5D, A2B3C6E, A1B3C6E, D4C3B1A, D4C3B2A,
D5C3B1A, D5C3B2A, E6C3B1A and E6C3B2A. The a priori power index for connec‐
tions is presented in Table 3.

Table 3. A priori incidence-power matrix for Example 2.

x A A B C C C

u 1/2 1/2 1 1/2 1/2 1/3

y B B C D D E

Formal a Priori Power Analysis of Elements 417



Comparing results for Examples 1 and 2 one may notice that connection 6 has posi‐
tive power value (1/3) but this connection is relatively weaker 1/3:1/2.

A priori incidence-power matrix contains not only local values associated with the
connection between two given vertices but also describes the nature of this connection
against the other relationships in the communication graph. Thus, we have modified the
values for the relationship u so it describes not only the connection between given nodes,
but also evaluates this connection globally for the entire communication graph,

 We also believe that the method of marking arcs in
graph G introduces, by incorporating the weights of players, information on the power
of individual players to the features of their connecting arches.

Note that breaking the connection between the nodes and the arches which occurs
in the marking process does not change our method although the problem of considering
the power of nodes (players) remains open.

5 Conclusions

The presented way of measuring the impact of the structure of connections between
elements of different weights allows to determine the relative importance of these
elements. The introduced concept of q-path, in turn, allows to consider the impact of the
graph nodes on its structure. The combination of these two approaches allows to create
an incidence-power matrix that describes not only the connections in graph (including
polyadic relationships), but also an analysis of possible changes associated with the
change of weight and the strength of their influence.

The presented approach belongs to a class of a priori power indices different than
those known to date; it allows multiple relationships between the players, and allows
non-fulfillment of some of the axioms characteristic for power indices existent in liter‐
ature. The future works should examine which of the axioms are met and assess the
uniqueness of the solution.

The use of an incidence-power matrix for modeling of the information flow in
networks is a separate issue. This could allow future studies on both network reliability
(veto issue) as well as dissemination of information, including the problem of censorship
and restrictions imposed on participants of such information exchange. In particular, the
proposed approach can be used to model the flow of e.g. intellectual capital.
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Abstract. The main goal of this paper is to study properties of a game
theoretic model of an angiogenic switch using Mixed Spatial Evolu-
tionary Games (MSEG). These games are played on multiple lattices
corresponding to the possible phenotypes and give the possibility to
simulate and investigate heterogeneity on the player-level in addition
to the population-level. Furthermore, diverse polymorphic equilibrium
points dependent on individuals reproduction, model parameters and
their simulation are discussed. The analysis demonstrates the sensitiv-
ity properties of MSEGs and the possibility for further development of
spatial games.

Keywords: Angiogenic switch · Intelligent information systems ·
Evolutionary games · Heterogeneity · Spatial population dynamics ·
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1 Introduction

One of the crucial steps and also necessary conditions for cancer invasiveness and
motility is creation and development of an autonomous blood vessel network.
During this process, called angiogenesis, new blood vessels are created basing
on the existing network of vessels. Tumor cells, like any other cells, depend on
nutrients and oxygen supplies, as well as they require an excretion of products of
metabolic processes - toxic wastes and carbon dioxide. That is why, taking into
account the excessive proliferation rates, without the tumor neovasculature the
size of the tumor mass cannot exceed some limits related to penetration range
of supplies from existing vasculature. Tumor angiogenesis is the proliferation
of blood vessels network, which penetrates into cancerous growths, supplying
nutrients and oxygen and removing waste products. It is released with cancerous
tumor cells producing molecules sending signals to surrounding normal tissue.
This signaling activates certain genes in the host tissue, which make proteins to
promote a growth of new blood vessels. During tumor progression, an “angiogenic
switch” is activated causing normally quiescent vasculature to sprout new vessels
that help sustain expanding neoplastic growths [1,2]. The angiogenic switch is
considered as a discrete event in the tumor development. The switch to the angio-
genic phenotype involves a change in the local equilibrium between activators
c© Springer-Verlag Berlin Heidelberg 2016
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and inhibitors of angiogenesis and is a result of tilt towards pro-angiogenic reg-
ulators (Fig. 1). This signaling activates certain genes in the surrounding tissue
that produce proteins that promote the growth and sprouting of blood vessels
and thus tumor development. Tumor abnormal vasculature also alters tumor
microenvironment and allows for growth and progression of a tumor. There are
few mechanisms that cancer cells launch new vessels formation: sprouting from
existing vessels (angiogenesis), recruitment of bone marrow-derived endothelial
progenitor cells to form new vessels (vasculogenesis), and splitting a single vessel
into two (splitting angiogenesis). Also cancer cells, to obtain nutrients for their
growth, can intercept existing blood vessels or incorporate itself into the vessel
wall. Despite numerous efforts to explain this process, it is still not clear why
cancer so easily breaks down the regulatory pathways involved in the control
of angiogenesis. One of the important questions is that about the intelligence
of cancer cells. How much of this ability is genetically encoded and how much
is related to a social intelligence of cancer cell population? Angiogenesis is a
critical component of tumor metastasis, and highly vascular tumors have the
potential to produce metastases [3]. Developing vascular network into the tumor
mass, it provides an efficient route of exit for cancer cells from the primary
site and enter the blood stream. This process eases the entry of cancer cells
into the blood circulation by building the network of immature, loosely con-
nected with slight basement membrane blood vessels that are highly permeable.
Likewise the process of angiogenesis is very complex, being a well-orchestrated
sequence of events involving endothelial cell migration, proliferation; degrada-
tion of tissue; new capillary vessel formation; loop formation and crucially, blood
flow through the network. Once there is blood flow associated with the nascent
network, the subsequent growth of the network evolves both temporally and spa-
tially in response to the combined effects of angiogenic factors, migratory cues
via extracellular matrix and perfusion-related haemodynamic forces. The spa-
tial aspects are usually approximated by simple reaction-diffusion process, thus
relating the change in some tumour cells to their diffusion in space, as well as
their proliferation (see e.g. [4]). There exist many models which intend to fully
reflect the complexity of the biological process and allow accurate simulations
The list of mathematical tools includes partial differential equations (e.g. [5,6]),
stochastic differential equations [7,8], random walk models [9], cellular automata
[10,11], multi-scale-field models [12] and many others. Nevertheless, to answer
some fundamental questions about the role of the interaction between tumor
cells in the process of angiogenesis, it is also thoughtful to start the analysis with
models under simplifying assumptions. One way to do this is to use machinery
offered by the evolutionary games theory (EGT) proposed by John Maynard
Smith and George Price [13] which combines the game theory (developed for the
needs of the economy applications) with Darwinian fitness and species evolution.
This combination seems to be especially tailored to answer the previously posed
question about the role of evolution, on one hand, and social intelligence, on
the other, in control of the angiogenic switch and its implications. Such com-
bination allows to study the dynamics of changes due to interactions between
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different individuals described by different phenotypes (strategies, approaches)
in a heterogeneous population. Individuals may compete or cooperate based on
their encoded behaviour, instincts or evolutionary traits (phenotypes) without
any rationality. The result of these interactions is a change of the degree of
evolutionary adjustment by achieving access to food supplies, females, or life
space. This change is called a payoff, and the evolutionary adjustment is termed
fitness. The phenotypes frequency of occurrences in a population are changed
and may achieve a stable monomorphic or polymorphic equilibrium due to dif-
ferent adjustments to the environment and due to different payoffs gained from
interactions between individuals. Achieved phenotypic equilibrium is called the
Evolutionary Stable Strategy (ESS) or Evolutionary Stable State. ESS is a phe-
notype that has been adapted by the majority of the population and cannot be
repressed by other phenotypes. The opposite situation is possible, so ESS may
coexist stably with other phenotypes or even suppress them and dominate in the
population. The Evolutionary Stable State is the situation when the polymor-
phic population (more than one phenotype exists) is stable and resistant to the
inflow of mutants or to environmental changes.

Fig. 1. The angiogenic switch.

2 Game Theoretic Models of Angiogenesis

Application of EGT allows to simulate and study the dynamic of changes and the
final phenotypic structure of the population, which can be heterogeneous (poly-
morphic) or may be totally dominated by one phenotype (monomorphic). First
approaches for application of evolutionary games in the modelling of interactions
and communication between tumour cells were proposed in 1997 by Tomlinson
and Bodmer [14]. Their work started a series of other papers describing different
models containing different kinds of phenotypes and tumour populations (see
[15,16] for surveys). Within one of these papers [17] the algorithm for spatial
analysis of the phenomena of carcinogenesis, SEGT has been proposed by Bach
and co-workers. SEGT suggests that each site (cell) on the spatial lattice reflects
a single-strategy player. The local payoff for each player is the sum of payoffs due
to interactions (according to the payoff matrix) with players in the neighbour-
hood. The player could be also treated as multi-strategic one, that can follow
particular strategy with some probability. Thus, in the case of biological inter-
pretations an individual, instead of homogenous, is heterogeneous and contains
mixed phenotypes. Spatial games of this type proposed by us in [19] are called
Mixed Spatial Evolutionary Games (MSEG). In fact, the game is performed on a
multiple lattices (dependent on the number of defined phenotypes in the model),
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where each lattice (forming torus) represents a particular phenotype (as the fre-
quency of occurrence) of the player. For the computation of the local adaptation,
the sum of the payoffs between each phenotype (within two players) multiplied by
their frequency of occurrence is calculated first. The second step is the summing
of these values for each player in the neighbourhood. We find out that diversity
of the phenotypes on the player level probably describes biological phenomena in
more accurate way. However, for the sake of simplicity and following the way of
reasoning from SEGT, the phenotypic composition of the population still will be
analysed at the population level by measuring the overall contribution of the par-
ticular phenotype in the population. Both SEGT and MSEG algorithms contain
3 main steps: (1) payoff updating - the local fitness of each player is calculated
taking into account the local neighbourhood; (2) site selection - 10 % of the sites
from the lattice are chosen; (3) reproduction - players in the neighbourhood of
the chosen site compete. In addition to deterministic (D) and probabilistic (P)
reproductions proposed in [17], a different approach to the player interpretation
(polyphenotypic description) allows to develop and use other reproductions: -
the weighted mean of the best cells (C) - is computed for the players with the
highest scores in accordance with the players payoffs; - the weighted mean of
the best interval (I) - players are divided into intervals in accordance with their
payoffs. It is computed only for the players from the best interval. When payoffs
are equal, a tie is settled randomly for SEGT and for MSEG the average between
phenotypes is computed. One of the problems considered in the seminal study of
Tomlinson and Bodmer [14] is related to results of interactions between tumor
cells in the context of production of proangiogenic growth factors. The model
is the simplest possible. It contains only two phenotypes and two parameters in
the payoff table. The phenotypes are: A+ cells produce proangiogenic growth
factors (in paracrine fashion), A− cells do not produce growth factors (baseline).
The parameters are: i the cost of proangiogenic factor production, j the benefit
of receiving growth factor. The payoff matrix (Table 1) should be read vertically.
The main result from analysis of the model is that to reach stable dimorphism
between the phenotypes cost of producing growth factors i should be smaller
than benefit j. Resulting frequencies of occurrences are then dependent on the
ratio of differences between the benefit and the cost. In the opposite situation
A- is a strategy that is evolutionary stable and dominates the population. This
model was extended in [17] where three directly interacting players are assumed.
The additional requirement for the efficiency of the release of growth factor is
a sort of synergy between players. The benefit j is applied only when at least
two A+ cells interact at the same time. The results of this model are more
differentiated than in the previous case. When j < 2i then A- dominates popu-
lation independently of initial frequencies, for j = i and A+ less frequent than
A- initially, the result is the same, but in the opposite case stable dimorphism
may be reached with equal frequencies. If j > 2i then two different scenarios
may be observed. In the case of initial frequencies of A+ less than 30 %, the
result is domination of A- in the population, in opposite case we are led to a
stable dimorphic equilibrium. Then the authors consider the spatial version of
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the model. The number of parameters in the payoff table is increased by the
introduction of different benefits of receiving growth factors by their producers
and non-producers. The authors study results for different rules of site-selection,
reproduction and different sizes of the neighbourhood. The results are compared
with the mean-field model. The extension proposed in our study is to take into
account heterogeneity on the single cell level which leads to MSEG model of inter-
action between tumor cell. The line of reasoning follows study of hawk and dove
game presented by us in [19]. Since the model contains two phenotypes therefore
two layers (two lattices) are used to define the players phenotypic composition
in MSEG. The sum of particular frequencies of occurrence equals 1 (exactly as
for the mean-field model). For example, take two individuals: X (A+:0.6, A-:0.4)
and Y (A+:0.3, A-:0.7). The local payoff for the interaction between X and Y
is: 0.6 · 0.3(1 − i − j) + 0.6 · 0.7 ∗ (1 − i − j) + 0.4 · 0.3 · (1 + j) + 0.4 · 0.7.

Table 1. Payoff matrix

Strategies A+ A-

A+ 1-i+j 1+j

A- 1-i+j 1

We assume four different schemes of reproduction: deterministic D, proba-
bilistic P, the weighted mean of the best cells C, and weighted mean of the best
intervals I. Different values of parameters of the payoff table and reproduction
schemes are considered. The results are compared with the mean field case.

3 Results

The possibility of coexistence between all phenotypes can be studied by the
Bishop-Canning theory [18] which states that the phenotypes mean payoff (1)
in the population shall be equal for the stable polymorphism.

E(A+) = 1 − i + j
E(A−) = 1 + j · A+ (1)

A+ and A- refers to frequencies of occurrence of the phenotypes in the popu-
lation. Using the Bishop-Canning theory one can compute expected frequency
of occurrences for cells that produce proangiogenic growth factors. Taking into
account that the sum of A+ and A- equals 1 the expected frequencies of occur-
rence are:

A+ =
j − i

j
and A− =

i

j
(2)

Since A+ and A- shall be greater than 0 and less than 1 to achieve a stable poly-
morphic, then i < j, otherwise the population is dominated by A-. The mean-
field (not spatial) results for this model are independent of the initial frequencies
of occurrence. Those results shall be used for a comparison with spatial games.
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The first set of simulations is performed for i < j. It is a scenario where the
population is polymorphic, and the frequency of occurrences conforms Eq. 2 for
mean-field games (RD). Table 2 (left side) shows final frequencies of occurrences
of A+ and A- for different reproduction types and RD game as well. Results
for spatial games have been obtained by following the algorithm presented in
Sect. 2. For the weighted mean reproductions, 3 cells and 3 intervals have been
chosen for following simulations. Two general features may be seen. First one
is that the MSEG results follow the equilibrium points from RD, so whenever
A+ increases in the mean-field game (due to changing costs i), then A+ also
increases for all reproductions in MSEG. The second one is that weighted mean
reproductions promote A+ in all considered cases in comparison with another
reproductions and with RD. Figures 2 and 3 presents final lattices for two sets
of parameters. In both cases, for probabilistic and deterministic reproductions,
some clusters and regular structures of the players with the same phenotypic
composition are possible. However, those structures may be unstable, what can
be seen on Fig. 2 where the changes of averages of the particular phenotypes
through following generations are shown. For reproductions based on weighted
mean, the entire lattice is smooth, and dynamics of changes are stable. The sec-

Table 2. Results for i < j and i > j

i < j i > j

i j RD P D C I i j RD P D C I

A+ 0.2 0.8 0.75 0.63 0.65 0.83 0.83 0.8 0.2 0 0 0 0.03 0

A- 0.25 0.37 0.35 0.17 0.17 1 1 1 0.97 1

A+ 0.4 0.8 0.5 0.38 0.44 0.61 0.67 0.8 0.4 0 0 0 0.04 0.03

A- 0.5 0.62 0.56 0.39 0.33 1 1 1 0.96 0.97

A+ 0.6 0.8 0.25 0.23 0.37 0.47 0.43 0.8 0.6 0 0.01 0.03 0.19 0.17

A- 0.75 0.77 0.63 0.53 0.57 1 0.99 0.97 0.81 0.83

Fig. 2. MSEG, final lattices and dynamics for i=0.4, j=0.8 reproductions: (a) prob-
abilistic; (b) deterministic; (c) weighted mean, best cells: 3; (d) weighted mean,
intervals: 3.
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Fig. 3. MSEG, final lattices and dynamics for i=0.6, j=0.8 reproductions: (a) prob-
abilistic; (b) deterministic; (c) weighted mean, best cells: 3; (d) weighted mean,
intervals: 3

ond set of parameters describes a scenario when i > j, which for RD gives the
total domination of the A- in population. The results are collected in Table 2
(right side). In almost all cases, the results are the same as for the mean-field
model. Some small clusters of A+ can occur, however in the majority it is still
close to the total domination of A- in the population. The difference can be
visible for the last set of parameters (i=0.8, j=0.6). When j almost equals i
then, especially for the weighted mean reproductions, some bigger fractions of
A+ may survive in the population (Fig. 4).

Table 3. Results for weighted mean reproductions

i j best cells intervals i j best cells intervals

A+ A- A+ A- A+ A- A+ A-

RD 0.4 0.8 0.5 0.5 0.5 0.5 0.8 0.4 0 1 0 1

2 0.61 0.39 0.63 0.37 0.01 0.99 0.04 0.96

4 0.64 0.36 0.61 0.39 0.09 0.91 0.02 0.98

6 0.65 0.35 0.65 0.35 0.13 0.87 0.01 0.99

8 0.57 0.43 0.64 0.36 0.3 0.7 0 1

Another way to configure the spatial games is to change the number of cells
(players) and intervals in the weighted mean reproductions. Weighted mean
taken from one player shall give the same result as deterministic reproduction
and taken from interval shall give the same result as the weighted mean from
all players. Simulations confirmed this. The studies were performed for following
values of this parameter: 2, 4, 6 and 8 cells and intervals. Sample results are
stored in Table 3. For the weighted mean from the best cells and when i < j,
while number of cells increases the A+ frequency of occurrences also increases
(Fig. 5) with one exception for 8 best cells. It may be related to the fact that
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Fig. 4. MSEG, final lattices and dynamics for i=0.8, j=0.6 reproductions: (a) proba-
bilistic; (b) deterministic; (c) weighted mean, best cells:3; (d) weighted mean, intervals:3

Fig. 5. Phenotypes’ dynamics of changes for weighted mean from best cells (left) for
i=0.4, j=0.8 and intervals (right) for i=0.8, j=0.4. Appropriately 2,4,6,8 (best or inter-
vals) for a,b,c,d. Numerical values in Table 3.

almost all players in the neighbourhood are taken into account taking one more
cell the result is nearly equal division between A+ and A- in the population.
Also, a sudden increase of A+ between weighted mean from 1 (deterministic
reproduction) and 2 cells can be observed. In a situation where i > j, then
increasing the number of cells taken for the weighted mean also increases the
A+ frequency. So depending on the different scenarios (meaning monomorphic
or polymorphic population in case of the mean-field model) the increment of
the parameter causes either promoting or repressing the particular phenotype.
Moreover, for the 8 best cells the A+ frequency of occurrences is relatively much
greater than for the other simulations. As previously, taking weighted mean from
almost all cells in the neighbourhood may lead to such result. The weighted mean
from the intervals seems to be more changeable in case of the relation between
number of intervals and the frequencies of occurrences of the phenotypes. The
reason is that number of intervals (apart from 1) does not indicate how many
players are in one particular interval (Fig. 5). Everything depends on the ratio
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between maximum and minimum phenotype in the local neighbourhood of the
certain site. In theory, the conclusion shall be exactly opposite to one made for
the weighted mean from the best cells, since the increasing number of intervals
should cause that the weighted mean is taken from a smaller number of players.
Thats why for i=0.4 and j=0.8 all results are almost identical.

4 Conclusions

Mixed Spatial Evolutionary Games defined in [19] generalize in some sense, spa-
tial evolutionary games proposed by Bach et al. [17], with some modifications
introduced in [20]. We study their sensitivity properties when applied to one of
the first game theoretical cancer models: growth factors production. In this app-
roach, each cell expresses different traits and can use different strategies with
some probability or on a certain level of efficiency. We have presented many,
different results which show that in the case of spatial games A- are more pro-
moted than in the case of mean-field games (based on the replicator dynamics).
However, spatial games also give a chance for A+ cells when i > j even if they
are repressed from the population for the mean-field counterpart. We define
sensitivity as different changes in the phenotypes frequency of occurrences and
their dynamics through remaining generations obtained due to different para-
metrization of the game. Studies of different parameter values of payoff matrix,
different types of reproductions and configuration parameter in case of weighted
mean reproductions show that results are highly sensitive. Sensitivity occurs in
plenty various results meaning different dynamics of changes, a different pheno-
typic composition of a population and different final spatial structures of cells.
Additionally various initial lattices and the size of the neighbourhood may be
studied enhancing the possibility of achieving different results. Though spatial
games (both SEGT and MSEG) may provide more accurate simulation of inter-
actions both in macro and micro environment, they may be also viewed as a
complex tool that disrupts elegant simplicity ensured by mean-field games.

Acknowledgment. The study was supported by Polish National Centre of Sciences
grants 2011/03/B/ST6/04384 in 2014 (MK, DB) and DEC-2014/13/B/ST7/00755
(AS) in 2015.

References

1. Hanahan, D., Folkman, J.: Patterns and emerging mechanisms of the angiogenic
switch during tumorigenesis. Cell 86, 353–364 (1996)

2. Bergers, G., Benjamin, L.E.: Tumorigenesis and the angiogenic switch. Nat. Rev.
Cancer 3, 401–410 (2003)

3. Zetter, B.R.: Angiogenesis and tumour metastasis. Annu. Rev. Med. 49, 407–424
(1998)

4. Hahnfeldt, P., Panigraphy, D., Folkman, J., Hlatky, L.: Tumor development under
angiogenic signaling: a dynamical theory of tumor growth, treatment response and
postvascular dormacy. Cancer Res. 59, 4770–4775 (1999)



Angiogenic Switch - Mixed Spatial Evolutionary Game Approach 429

5. McDougall, S.R., Anderson, A.R.A., Chaplain, M.A.J., Sherratt, J.A.: Mathemat-
ical modelling of flow through vascular networks: implications for tumour-induced
angiogenesis and chemotherapy strategies. Bull. Math. Biol. 64, 673–702 (2002)

6. Jackson, T., Zheng, X.: A cell-based model of endothelial cell migration, prolifer-
ation and maturation during corneal angiogenesis. Bull. Math. Biol. 72, 830–868
(2010)

7. Sleeman, B.D., Hubbard, M., Jones, P.F.: The foundations of a unified approach
to mathematical modelling of angiogenesis. Int. J. Adv. Eng. Sci. Appl. Math. 1,
43–52 (2009)

8. Stokes, C.L., Lauffenburger, D.A.: Analysis of the roles of microvessel endothelial
cell randommotility and chemotaxis in angiogenesis. J. Theor. Biol. 152, 377–403
(1991)

9. Plank, M.J., Sleeman, B.D.: A reinforced random walk model of tumour angiogen-
esis and anti-angiogenic strategies. Math. Med. Biol. 20, 135–181 (2003)

10. Alarcon, T., Byrne, H., Maini, P., Panovska, J.: Mathematical modelling of angio-
genesis and vascular adaptation. Stud. Multidisciplinarity 3, 369–387 (2006)

11. Anderson, A.R.A., Chaplain, M.A.J.: Continuous and discrete mathematical mod-
els of tumor-induced angiogenesis. Bull. Math. Biol. 60, 857–900 (2003)

12. Travasso, R.D.M., Poire, E.C., Castro, M., Rodrguez-Manzaneque J.C.,
Hernandez-Machado, A.: Tumor angiogenesis and vascular patterning: a mathe-
matical model. PLoS ONE 6, Article ID e19989 (2011)

13. Smith, J.M., Price, G.R.: The logic of animal conflict. Nature 246, 16–18 (1973)
14. Tomlinson, I.P.M., Bodmer, W.F.: Modelling the consequences of interactions

between tumour cells. British J. Cancer 75, 157–160 (1997)
15. Basanta, D., Deutsch, A.: A game theoretical perspective on the somatic evolution

of cancer. In: Bellomo, N., Chaplain, M., Angelis, E. (eds.) Selected Topics in
Cancer Modeling: Genesis, Evolution, Immune Competition, and Therapy, pp. 1–
16. Springer, New York (2008)

16. Swierniak, A., Krzeslak, M.: Application of evolutionary games to modeling car-
cinogenesis. Math. Biosci. Eng. 3, 873–911 (2013)

17. Bach, L.A., Sumpter, D.J.T., Alsner, J., Loeschcke, V.: Spatial evolutionary games
of interactions among generic cancer cell. J. Theor. Med. 5, 47–58 (2003)

18. Bishop, D.T., Cannings, C.: A generalized war of attrition. J. Theor. Biol. 70,
85–124 (1978)

19. Krzeslak, M., Swierniak, A.: Extended Spatial Evolutionary Games and Induced
Bystander Effect. In: Pi ↪etka, E., Kawa, J., Wieclawek, W. (eds.) Information Tech-
nologies in Biomedicine, Volume 3. AISC, vol. 283, pp. 337–348. Springer, Heidel-
berg (2014)

20. Krzeslak, M., Swierniak, A.: Multidimensional extended spatial evolutionary
games. Comput. Biol. Med. (2015). http://dx.org/10.1016/j.compbiomed.2015.08.
003

http://dx.org/10.1016/j.compbiomed.2015.08.003
http://dx.org/10.1016/j.compbiomed.2015.08.003


Model Kidney Function in Stabilizing
of Blood Pressure

Martin Augustynek(&), Jan Kubicek, Martin Cerny,
and Marie Bachrata

Faculty of Electrical Engineering and Computer Science,
Department of Cybernetics and Biomedical Engineering,

VSB Technical University of Ostrava, Ostrava, Czech Republic
{martin.augustynek,jan.kubicek,

martin.cerny,marie.bachrata.st}@vsb.cz

Abstract. The aim of this work is to verify the model of kidney function by
stabilizing blood pressure, which is implemented in Matlab Simulink. A user
interface is also designed for educational purpose in the subject Biocybernetics
thus enabling stage processes involved in the long-term regulation of blood
pressure. At the end of the work was carried out physiological and functional
verification model.
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1 Introduction

The higher arterial pressure, the smaller tendency of kidneys to retain waste products
appears, such as water, sodium, and chlorine. As a result the kidneys begin to excrete
more urine (increasing U0 value). Pressure control diagram is shown below (see Fig. 1).

This allows the reduced volume of ECT VECTð Þ (Extracellular Fluid) and total
blood volume VBð Þ in the bloodstream. Further both the venous return VRð Þ and heart
filling pressure PMSð Þ decrease as a result of reduction in volumes of blood. Further the
cardiac output COð Þ decreases and finally the mean arterial pressure PASð Þ and
peripheral vascular resistance RAð Þ as well, which at the beginning along with the
blood pressure increased. This regulation has in terms of time a long onset, but a long
term duration, we can speak about hours or days [1, 2, 4].

When the arterial pressure is reduced, the mechanism works exactly the opposite.
The kidneys thus seek to retain the largest possible number of ECT . The urinary output
U0ð Þ decreases with the reduced arterial pressure PASð Þ. This causes an increase in the
body fluid volume ECTð Þ, it means also in the blood volume VBð Þ, the mean systemic
filling pressure PMSð Þ and also in the cardiac output COð Þ.

The following table (Table 1) indicates the physiological values of the variables or
their physiological range [1, 3, 8, 9].
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2 The Mathematical Modeling

To create the model in The Simulink, it was needed to build the mathematical model.
The Mean arterial pressure can be computed by using the values of systolic STð Þ and
diastolic DTð Þ values of pressure.

PAS ¼ DT þ ST � DT
3

mmHg½ � ð1Þ

The Renal function curve is a graphical curve which expresses the dependence of the
volume of renal excretion (urine output �U0) on different levels of the arterial pressure
PASð Þ. This curve was determined by increasing the arterial pressure to the isolated
kidney, while the renal excretion was measured on different levels of blood pressure.

This dependence of U0 on PAS is modelled by the second-order polynomial. It is
possible to simulate different types of hypertension that have their origin in altered
kidney function, by changing the parameters (see Table 2) of the curve of renal
excretion a12; a11; a10ð Þ, see Eq. 2.

Fig. 1. Block diagram of the regulation of increased arterial pressure.

Table 1. Table of physiological variables [2].

Variables Physiological values and
their units

PAS 93.3–110 mmHg
PMS 7 mmHg
CO 5000–5600 ml/min
VB 4.5–5.5 L
RA 1.08 mmHg*s/ml

Model Kidney Function in Stabilizing of Blood Pressure 431



U0 ¼ a12 � P2
AS þ a11 � PAS þ a10 ml=min½ � ð2Þ

The Changed volume of ECT VECTð Þ is determined by the difference between fluid
intake WSð Þ and renal excretion U0ð Þ.

dVECT

dt
¼ WS� U0 ml=min½ � ð3Þ

The Blood volume VBð Þ in the model is determined according to the volume
ECT VECTð Þ, the relationship is shown in Eq. 4. Nonlinear static dependency is replaced
by quadratic functions with empirically obtained coefficients: a22; a21; a20.

VB ¼ a22 � V2
ECT þ a21 � VECT þ a20 L½ � ð4Þ

where: a22 ¼ �0:01

a21 ¼ 0:6

a20 ¼ �1:75
The Mean systemic filling pressure PMSð Þ is then determined from Eq. 4, see Eq. 5.

PMS ¼ a32 � V2
B þ a31 � VB þ a30 ml=min½ � ð5Þ

where: a32 ¼ 2:38

a31 ¼ �15:48

a30 ¼ 24:86

The Venous return VRð Þ is determined by the difference of the mean systemic
filling pressure PMSð Þ and the pressure in the right atrium PRAð Þ and is inversely
proportional to the resistance of the venous return VRð Þ.

VR ¼ PMS � PRA

PVR
ml=s½ � ð6Þ

In the steady state, there is equality between the venous return and the cardiac
output CO ¼ VRð Þ. The Arterial pressure PASð Þ is determined from the value of the
venous return VR;COð Þ and the peripheral resistance RA see Eq. 7.

Table 2. Table of parameters.

Parameters for normotension Parameters for Goldblatt hypertension

a12 = 0.003749 a12 = 0.00079365
a11 = −0.5999 a11 = −0.156
a10 = 23.96 a10 = 6.579
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PAS ¼ VR � RA mmHg½ � ð7Þ

The Peripheral resistance RAð Þ is the sum of two components, see Eq. 10. The first
component RA1ð Þ is determined by the difference in the cardiac output CO;VRð Þ and its
standard value CO0, see Eq. 8. The value of the second component is directly pro-
portional to the arterial pressure PASð Þ. This component is modelled by autoregulatory
ability of blood vessels to regulate the increased arterial pressure by an increased
resistance (vasoconstriction) and in this way to stabilize blood flow through tissues
(called Bayliss effect), see Eq. 9.

dRA1

dt
¼ KRP � CO� CO0ð Þ mmHg=ml½ � ð8Þ

RA2 ¼ KRPA � PAS mmHg � min � ml�1� � ð9Þ

RA ¼ RA1 þRA2 mmHg � min � ml�1� � ð10Þ

where: KRP ¼ 5 � 10�9

CO0 ¼ 5000ml=min

KRPa ¼ 0:00011ml=min

The Resistance of the venous return RVRð Þ is modeled by a constant component
RVR0 and direct proportion to the value of the peripheral resistance RAð Þ:

RVR ¼ RVR0 þKRVR � RA mmHg � min � ml�1
� � ð11Þ

where: RVR0 ¼ 0:00087984mmHg � min=ml
KRVR ¼ 0:026

The Right atrial pressure PRAð Þ, is determined from the obtained values of the
venous return VR;COð Þ and the coefficients a42; a41; a40.

PRA ¼ a42 � VR2 þ a41 � VRþ a40 Pa; kPa½ � ð12Þ

PRA ¼ PMS � a41
RVR

� a40
KPRA þ a41

RVR

ð13Þ

where: a40 ¼ 2:3

a41 ¼ 0:00058

KPRA ¼ 1

.

In the next picture (Fig. 2) is shown The Model of Renal Function in Stabilizing
Blood Pressure in Matlab-Simulink [4, 7, 10, 12].
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3 Testing and Results

Model testing was conducted in two basic settings “normotensive” or “Goldblatt
hypertension.” Further testing were configured for three different values of the input
variables WS (1, 3 and 6 ml /min). Pictures then show the waveforms of the individual
output variables of tested model. For better view the initial waveforms are for indi-
vidual physiological parameters insert always two graphs with time setting simulation
for 5000 min and 60 min.

The figure below (see Fig. 3) shows the graph of the mean arterial pressure. The
graph begins for all three values receiving an isotonic solution of sodium with water
(WS), 93.5 mmH . For parameter values receiving an isotonic solution of sodium water
1 and 3 ml/min, the values of mean arterial pressure are within physiological limits
(93.3−110 mmHg). For the value WS = 6 ml/min, the value of PAS stabilizes at a value
that is outside of physiological ranges and ranges rather between hypertension (above
110 mmHg) [5, 6, 11].

Curves mean arterial pressure (PAS) grow from the value of 93.5 mmHg due to
increased fluid intake WS, thanks to which increases blood volume (VB), systemic
filling pressure (PMS), cardiac output (CO) and peripheral vascular resistance (RA). We
can observe in all of these graphs that the values initially increase. After reaching the
maximum value curve of mean arterial pressure (PAS) continue falling because the
control mechanism of kidneys began to function and kidneys began to excrete more
urine. The curve VB, PM, CO and RA declines. After reaching the minimum value the
curve begins to rise again slowly and because kidney function begins the ECT levels in
the body starts to consolidate and also stabilizes the mean arterial pressure PAS and
other physiological variables.

Fig. 2. Model in Matlab simuling.
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The figure (see Fig. 4) shows the graph of the blood volume. For all three values
WS graph starts at 5 L. The initial increase in value is due to the sudden increased fluid
intake WS. Then, values are falling. That when the kidneys begin to operate as a
regulatory mechanism of blood pressure. When the level of ECT in the body due to
kidneys parallels, we can observe the rise of value to their ultimate stabilization.

The figure (see Fig. 5) displays a graph of systemic filling pressure. For all three
values WS the graph starts at a value 6.96 mmHg.

The figure below (see Fig. 6) shows the graph of cardiac output in ml/min. For all
three values WS graph starts at a value 4677 ml/min. Next image (see Fig. 7) represents

Fig. 3. On the left a graph during the mean arterial blood pressure values for three different
intake isotonic sodium in water at 5000 min time (i.e., 3.5 days). On the right a zoomed graph of
mean arterial pressure for three different values of reception isotonic sodium in water, 60 min.

Fig. 4. On the left graph of blood volume for three different values of reception isotonic sodium
in water at the time of 5000 min (i.e., 3.5 days). On the right zoomed graph of blood volume for
three different values of reception isotonic sodium in water, 60 min.
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a graph of peripheral resistance vessels. For all three values WS the graph starts at a
value of 1.2 mmHg/ml.

The waveform of peripheral resistance vessels (for all three values WS) is given by
the course of blood pressure. When mean arterial pressure initially rises, also rise
values of peripheral resistance, while subsequently PAS curve declines, falls even curve
RA. This is so called myogenic effects. It is the reaction of small arteries and arterioles
of the kidneys, through their activities, consisting of vasoconstriction and vasodilata-
tion, ensuring a constant flow of blood glomeruli.

Fig. 5. On the left graph during systemic filling pressure for three different values of reception
isotonic sodium in water at the time of 5000 min (3.5 days), on the right zoomed graph of
systemic filling pressure for three different values of reception of an isotonic solution of sodium
water-time 60 min.

Fig. 6. On left graph during the cardiac output for three different values of reception isotonic
sodium in water at the time of 5000 min (3.5 days), on the right zoomed graph of cardiac output
for three different values of reception isotonic sodium in water, 60 min.
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4 Conclusions

To verify the results obtained from the generated model, the data read from the indi-
vidual graphs of the model compared with physiological values stated in the literature.
Table (see Table 3) shows how the values which have been deducted from the resulting
graphs and values that can be found in the literature. It can be observed that the values
are not significantly different, minor variations may be occur due to rounding parameter
values with which the model worked. The values read from the graphs are in the
waveform moving within the physiological range given quantity.

Physiological validation was performed for stable values, which matched (or were
within physiological limits) see Table 3 with the values shown in the literature.

Fig. 7. On the left graph during the peripheral resistance of blood vessels for the three different
values receiving an isotonic solution of sodium in water at the time of 5000 min (3.5 days), right
zoomed graph of peripheral resistance vessels for three different values of reception of an isotonic
solution of sodium water, time 60 min.

Table 3. Table for comparing the values examined physiological variables when setting the
fluid intake WS = 1 ml /min. Settling time values in the range of 5000–6000 min (3.5 days)
[13, 14]

Physiological
value

Initial
value

Rise
curve

Decline
curve

Stable
value

Physiological
value

Units

PAS 93.5 98.5 96.6 96.6 93.3–110
(normotenze)

mmHg

VB 5 5.0092 4.7 5.06 4.5–5.5 L
PMS 6.96 7.035 4.9 7.51 7 mmHg
CO 4700 4700 3183 5000 4500–6000 ml/min
RA 1.2 1.82 1.16 1.16 1.08 mmHg*s/ml
WS 1 1 1 1 1.042 ml/min
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The model is only one system of the human body, which can influence the regu-
lation of blood pressure. Other systems in this case are neglected and suggestions for
further extension of this work. Still, it was a model designed to watching steady values
of individual variables, it was possible to get the most accurate information about the
role of the kidney in stabilizing blood pressure. Studying steady values from this model
can be simply and reliably demonstrate the role of the kidneys in long-term blood
pressure regulation.
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Abstract. Easy convergence to a local optimum, rather than global optimum
could unexpectedly happen in practical multimodal optimization problems due
to interference phenomena among physically constrained dimensions. In this
paper, an altering strategy for dynamic diversity Flower pollination algorithm
(FPA) is proposed for solving the multimodal optimization problems. In this
proposed method, the population is divided into several small groups. Agents in
these groups are exchanged frequently the evolved fitness information by using
their own best historical information and the dynamic switching probability is to
provide the diversity of searching process. A set of the benchmark functions is
used to test the quality performance of the proposed method. The experimental
result of the proposed method shows the better performance in comparison with
others methods.

Keywords: Flower pollination algorithm � Dynamic diversity flower
pollination algorithm � Multimodal optimization problems

1 Introduction

The nature-inspired algorithms have been applied to solve many NP-Hard optimization
problems successfully in engineering, financial, and management fields [1, 2]. These
algorithms have been developed based on the inspiration of the behaviors of biological
systems [3]. For example, Genetic algorithms (GAs) were developed by drawing
inspiration from the Darwinian evolution of biological systems [4]. Particle swarm
optimization (PSO) was inspired from the swarm behavior of birds and fish [5]. Artificial
bee colony algorithm (ABC) was emulated the intelligent foraging behavior of honey bee
swarm [6]. Ant colony optimization (ACO) was mimicked the behavior of ants seeking a
path between their colony and a source of food [7]. Flower pollination algorithm
(FPA) was imitated by the pollination process of flowers [8]. All these algorithms have
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been applied to a wide range of applications. Moreover, the No Free Lunch (NFL) the-
orem [9] has proved logically that there is no meta-heuristic finest for solving all opti-
mization problems nor others. Reliably, NFL makes the research of this field is highly
active which results in proposing new meta-heuristics every year. Additionally, in real
optimization problems, multiple global and local optima are often desirable to simul-
taneously find out of a given objective function [10]. Due to physical constraints of
problems, the best results cannot always be realized. For interference phenomena among
constrained dimensions, sometimes it is easy to converge to a local optimum for solving
the multimodal optimization and complex constrained optimization problems.
Enhancement of the diversity populations in the optimal algorithms is one of the solu-
tions to this issue.

The idea of enhancing diversity agents by using neighborhood search strategies was
introduced in the existing methods such as Ant colony system with communication
strategies [11], and Diversity enhanced particle swarm optimization with neighborhood
search [12]. More accuracy and extended global search capacity are proved the
diversity artificial agents than the original structure in solving the complex problems
[13]. Dynamic diversity method could be constructed by three main factors of the small
size groups, neighborhood topology technique, and its own best historical information.
The small size groups could be figured out by dividing the population into subpopu-
lations or groups. The neighborhood topology technique could be implemented by
applying some Niching techniques such as the crowding, the fitness sharing available
resources and the speciation. The good information obtained by each group evolving
optimization could be exchanged among the groups. The benefit of cooperation indi-
viduals is exploitation through local extremes to the global optimum. In this paper, the
concept of the diversity is applied to FPA and an altering strategy for enhancing
dynamic diversity populations FPA is proposed, namely dFPA.

Organization of this paper is as follows. A briefly review of FPA is given in Sect. 2.
Methodology of the dynamic diversity FPA is presented in Sect. 3. The experimental
results on the test functions and the comparison between original FPA and dFPA are
discussed in Sect. 4. Finally, the conclusion is presented in Sect. 5.

2 Flower Pollination Algorithm

Flower Pollination Algorithm (FPA) [7] was developed by drawing inspiration from
the characteristic of the biological flower pollination in flowering plant. The features of
the flow pollination process of flowering plant are applied in this algorithm as follows.

Rule 1: The global pollination processes are biotic and cross-pollination.
The pollens are transported by pollinators in a way that obeys Lévy flights.

Rule 2: Local pollination is viewed as abiotic and self-pollination.
Rule 3: Pollinators such as insects can develop flower constancy. Reproduction

probability is considered as the proportional to the resemblance of the two flowers
involved.

Rule 4: The switching probability p 2 [0, 1] can be used to control between the
local and global pollination.
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The aforementioned rules can be converted into updating equations. For instance,
in the global pollination step, flower pollen gametes are carried by pollinators such as
insects. Because insects can often fly and move in a much longer range, so pollen can
travel over a long distance. Rule 1 and flower constancy can be applied to formulate
mathematically as follows.

xtþ 1
i ¼ xti þ c� LðkÞ � ðxti � g�Þ ð1Þ

where xi is solution vector of the pollen i-th, and g� is the current best solution found
among all solutions at the current generation or iteration t. Here γ is a scaling factor to
control the step size. L(λ) is the parameter that corresponds to the strength of the
pollination, and called the step size. Since insects may move over a long distance with
various distance steps, a Lévy flight can be used to mimic this characteristic efficiently.
Lévy distribution with L is positive as drawn equation.

L ¼ kC kð Þ � sinðpk2 Þ
p� siþ k

; ðs � s0Þ ð2Þ

where Γ(λ) is the standard gamma function, and this distribution is valid for large steps
s > 0. The rule 2 and rule 3 can be used to model the local pollination.

xtþ 1
i ¼ xti þ uðxtj � xtkÞ ð3Þ

where xtj and xtk are pollen from different flowers of the same plant species. u is drawn
from a uniform distribution in [0, 1]. If xtj and xtk comes from the same species or
selected from the same population, this u becomes a local random walk. Flower pol-
lination processes can occur at both local and global. In order to imitate this feature, the
switch probability can be effectively used likely in the rule 4. The proximity probability
p is to switch between common global pollination to intensive local pollination. To
begin with, p can be set 0.55 as an initial value. A preliminary parametric showed that
p = 0.8 might work better for some applications [14].

The basic steps of FPA are described as follows.

Step 1. Initialization: pollen population x = (x1, x2, .., xd) is generated randomly.
A switch probability p 2 arrange from 0 to 1. A stopping criterion is set.
Step 2. The best solution g* is calculated with initial population, Fmin is assigned to
fitness at g*.
Step 3. For each pollen in the population
if rand < p,
A step vector L is computed as Lévy distribution Eq. (2)
Global pollination is updated via Eq. (1)
else
Draw u from a uniform distribution in [0,1]
Local pollination is processed via Eq. (3)
end if
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Step 4. Evaluate new solutions, the function value Fnew is assigned to fitness
(x (t + 1). A new solution is accepted if the solution improves (Fnew less than Fmin),
by updating the best solution g* to x(t + 1) and assign the minimum function Fmin to
Fnew.
Step 5. If the termination condition is not safety, go to Step 3.
Step 6. Output the best solution found.

3 Dynamic Diversity Populations FPA

In the diversity enhancement structure, several crowds are formed by dividing the
population into subpopulations and the neighborhood topology is used to share the
fitness available resources. The subpopulations could evolve themselves independently
in regular iterations to locate for better area in the search space. The obtained infor-
mation exchanges among subpopulations whenever the communication strategy is
triggered. The benefit of cooperation and exploitation is achieved by communicating
information. To adjust the proportion of the global and local searching processes, a
dynamic switching probability strategy in the exchanging period is used to make the
dynamic diversity. By setting the exchanging period of an activated schedule, a new
configuration of small groups is started the searching the best global target.

The dynamic diversity FPA is designed based on original FPA optimization and a
neighborhood based on Niching technique is used. There are two considered characters
in neighborhood structure, small size and communicating. The former, small sized
groups create the diversity in local search. FPA with small neighborhoods performs
better on complex problems. The small sized groups could be employed by dividing the
population in FPA into groups. Each group uses its own members to search for better
area in the search space. The later, the better obtained information of evolving opti-
mization in each group is exchanged among them to achieve the cooperative indi-
viduals and exploitation through local extremes to the global optimum. Since the small
sized groups are searching using their own best historical information, they are easy to
converge to a local optimum.

In FPA, a switching probability p 2 [0, 1] is used to control the proportion of local
search and global search, and it is a constant value. Actively generate the dynamics for
algorithm, the proportion of the global and local search processes should be changed in
the exchanging period. Switching probability p can transform as following formula:

p ¼ a� b� R� modðt;RÞ
R

ð4Þ

where R and t are the exchanging period and current iteration, a; b are constants in
arrange of [0,1] and a[ b. Because p is suggested arrange of [0,1], a is set to 0.55 and
b to 0.1 The fitness sharing available resources is one common used in the Niching
techniques. The group of FPA has its own pollens as known the search agent and finest
agents according to the fitness evaluation function. These finest agents among all the
pollens in one group will be assigned to the poorer agents in other group, replace them
or update agents for each crowd after running period.
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Let m be number pollens of the group. It is called population size of the group. Let
Gj be the group, where j is the index of the group. j is set to 0, 1, 2,…, n-1. n is number
of groups. The top k fitness agents in the group G(j) according to objection function
evaluation will be copied to G(j + 1) to replace the worst fitness agents with the same
number of agents during run time with t \ R ≠ θ. New configuration of the groups will
be started searching in every R generations with dynamic switching probability trig-
gered. The good information could be obtained by exchanging among the groups.
Thus, simultaneously the diversity of the population could perform better on complex
multimodal problems.

The steps of the diversity enhancement structure can be described as follows:

Step 1. Initialization: The m × n pollens are generate by initializing population size
and dividing them into n groups randomly, with m individuals in each group G. Assign
R-th the exchanging period for executing Xijt solutions, where i = 0, 1,…, m − 1; j = 0,
1,…, n − 1; t is the current iteration and set to 1.

Step 2. Evaluation: The value of f (Xijt) for pollens is evaluated in j-th group Gj.
Step 3. Update: The local and global solutions are updated by using Eqs. (1),

and (3) and with p according to Eq. (4).
Step 4. Communication Strategy: Move k best pollens among Gtj to the (j + 1)-th

group Gtj+1, to replace k poorer pollens in that group and update all of the group in each
R iterations.

Step 5. Termination: Go Step 2 if the predefined value of the function is not
achieved or the maximum number of iterations has not been reached. The best value of
the function f (Xijt) and the best pollen solution among all the pollens Xijt are recorded.

4 Experimental Results

A set of multimodal benchmark functions [15, 16] is used to test the quality perfor-
mance of the proposed algorithm dFPA. The obtained evaluation output values of the
test functions are averaged over 25 runs with different random seeds. The purpose of
the optimization is to minimize the outcome of the test function of multimodal
benchmarks. Let vector X = {x1, x2,…, xn} be n-dimensional real-value.

The population size is set the same for all the algorithms of the proposed algorithm
and original ones in the experiments. The detail of parameter settings of FPA can be
found in [8]. The initial range, the dimension and total iteration number for all test
functions are listed in Table 1.

For original FPA (oFPA), the setting parameters are as follows. The total popu-
lation size N is set to 80. The initial probability p is set to 0.55. k isset to 1:5, and the
dimension d is set to 30. The parameters setting for dFPA is as follows. The initial
probability p is according to Eq. (4). a and b are set to 0.55 and 0.1 respectively.
k isset to 1:5, the total population size m� n isset to 20� 4, the exchanging period is
set to 20 and the dimension d is set to 30. The full iterations of 1000 are set for each
function and the different random seeds are over 25 runs. The final result is obtained by
taking the average of the outcomes from all runs. The proposed method dFPA results
are compared with the oFPA.
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Table 2 compares the performance quality and running time for the multimodal
optimization problems between dFPA and oFPA. The value in the comparison column
in Table 2 is calculated percentage deviation of the proposed approach compared with
the original method. Observation from Table 2, the results of the proposed algorithm on
all of these cases of testing multimodal benchmark problems show that dFPA method
almost increases higher than those obtained from original method. The maximum case
of obtained from dFPA method increases higher than those obtained from the oFPA
method is up to 66 %. However, the figure for the minimum case is only the increase
2 %. Thus, in general the proposed algorithm obtained the average cases of various
tests multimodal optimization problems for the convergence, and accuracy increased
more than those obtained from the oFPA method is 30 %.

Figures 1, 2 and 3 show the experimental results of output obtained from dFPA and
oFPA methods for the first three multimodal benchmark functions with the same
iteration of 1000.

The above figures include four sub-figures in each of them, such as the multimodal
function graph; Semilogy plot measures the performance through using a base 10
logarithmic scale with their index contains real numbers; Convergence plot measures

Table 1. The initial range and the total iteration of the multimodal benchmark functions

Test functions Range Dimension Iteration

f1ðxÞ ¼
Pn

i¼1 �xi sinð
ffiffiffiffiffiffijxij

p Þ �500 30 1000

f2ðxÞ ¼
Pn

i¼1 ½x2i � 10 cosð2pxiÞþ 10� �5:12 30 1000

f3ðxÞ ¼
Pn

i¼1 sinðxiÞ:ðsinðix
2
i
p ÞÞ2m; m ¼ 10 0; p 30 1000

f4ðxÞ ¼ ½e�
Pn

i¼1
ðxi=bÞ2m � 2e�

Pn

i¼1
x2i �Qn

i¼1 cos
2 xi; m ¼ 5 �20 30 1000

f5ðxÞ ¼ �P4
i¼1 ci expð�

P6
j¼1 aijðxj � pijÞ2Þ 0; 10 4 1000

f6ðxÞ ¼ �P5
i¼1 ½ðX � aiÞðX � aiÞT þ ci��1 0; 10 4 1000

Table 2. The quality performance evaluation and speed comparison of oFPA and dFPA for
solving the multimodal optimization problems

Test functions Time
consumption
(min)

Performance evaluation Accuracy %

oFPA dFPA oFPA dFPA Comparison

f1 xð Þ 0.837 0.8387 −6.100E + 03 −6.193E + 03 2 %
f2 xð Þ 0.8273 0.8502 2.083E + 02 1.287E + 02 62 %
f3 xð Þ 2.4793 2.4371 2.085E + 00 1.255E + 00 66 %
f4 xð Þ 0.7776 0.7734 1.600E-03 1.100E-03 45 %
f5 xð Þ 0.8918 0.9372 −3.240E + 00 −3.294E + 00 2 %
f6 xð Þ 0.9593 0.9793 −9.152E + 00 −9.724E + 00 6 %
Average 1.1297 1.1307 −9.837E + 02 −1.013E + 03 30 %
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the performance through using the convergence and the time consumptions of dFPA
and oFPA methods for the multimodal optimizations. Clearly, all of these cases of
testing multimodal benchmark functions for dFPA with performance quality is higher
than those for oFPA in terms of the accuracy and convergence, even though the time
consuming of two methods are equivalent.
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5 Conclusion

A novel proposed method for the multimodal optimization problems was presented
with the dynamic diversity population based flower pollination algorithm (dFPA) in
this paper. The implementation of dynamic diversity population could have important
significance for avoiding the loss of the global optimum nearby, rather easily converge
to a local optimum of the optimal algorithms for solving the multimodal optimization
and complex constrained optimization problems. In this new proposed algorithm, the
pollens of flower pollination algorithm (FPA) are split into several independent groups
based on the original structure of the FPA, and the neighborhood topology technique is
used.

The communication strategy provides the information flow for the pollens to fly in
different groups. By this way, the poorer pollens in the groups will be replaced with new
better pollens from neighbor groups after running the exchanging period. The dynamic
switching probability provides the diversity of searching process between the global and
local search in each the exchanging period. A set of the test benchmark functions is used
to test the quality performance, and the speed of the proposed method. According to the
experimental results, the proposed method shows the better performance in comparison
with the original method. The best case obtained from the proposed method increases
higher than those obtained from the original method is up to 66 %.

However, the figure for the worst case is only the increase 2 %. Thus, in general the
proposed algorithm dFPA obtained the average cases of various tests multimodal
optimization problems for the convergence, and accuracy increased more than those
obtained from the original method oFPA is 30 %.
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Abstract. In the paper an implementation of Fuzzy Petri Nets with
Lukasiewicz norms is described based on FPGA integrated circuits. The
proposed solution is used for modeling of control systems. The approach
for the realization of fuzzy Petri net models is based on the synthesis
method taking advantage of a fuzzy Petri net place module concept.
The paper contains the description of a real-life control system, which is
used to demonstrate new features of fuzzy Petri nets with Lukasiewicz
norms. For the example control system, in order to analyze costs of imple-
mentation, a comparison is made between the fuzzy Petri net model
with Lukasiewicz norms and the fuzzy Petri net model with triangular
MIN/MAX norms.

1 Introduction

Rising requirements concerning capabilities of control systems for industrial
processes necessitate the creation of new solutions both in the areas of hard-
ware technology and control algorithms. Modern FPGAs allow implementation
of complex control algorithms such as fuzzy systems or Petri nets, simultane-
ously offering the possibility of hardware optimization of a particular solution in
terms of its performance and demand for resources [3]. Fuzzy Petri nets [5] are
an extension of a classical Petri nets paradigm, which were implemented with
success in FPGAs for the control of industrial processes [1,2,4]. The new model
of fuzzy Petri nets allows overcoming some inadequacies of the classical Petri net
model and its application in modelling of control systems makes it possible to
improve control accuracy in comparison to analogous models built with classical
Petri nets. In the new model Lukasiewicz norms are introduced as a replacement
for classical MIN/MAX norms. Lukasiewicz norms constitute a natural general-
ization of OR and AND operators used to perform logical operations on binary
values. The introduction of the new type of norms for fuzzy Petri nets allows
designing of more accurate control systems [6] In the paper a method of fuzzy
Petri nets implementation with FPGA integrated circuits taking advantage of
c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 449–458, 2016.
DOI: 10.1007/978-3-662-49381-6 43
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the new type of norms is presented. The authors created a practical example
of the control system in order to illustrate features of the new approach and to
compare it with the model built with classical Zadeh norms.

2 Formal Description of Fuzzy Petri Nets

In the study a following class of fuzzy Petri net was implemented, which is
defined as a n-tuple FPN = (P, T,D,G,R,Δ, Γ,Θ,M0), where: P = {p1, ..., pr}
is a non-empty, finite set of places; T = {t1, ..., ts} is a non-empty, finite set
of transitions; D = {d1, ..., dr} is a non-empty, finite set of statements; G =
{g1, ..., gs} is a non-empty, finite set of conditions; P, T,D,G are pairwise dis-
joint; R ⊆ (P × T ) ∪ (T × P ) is the relation of incidence; Δ : P → D is the
statement binding function, which binds a statement to every place; Γ : T → G
is the condition binding function, which binds a condition to every transition;
Θ : T → [0,1] is the truth degree function, which defines degrees of fulfillment
for conditions associated with transitions; M0 : P → [0,1] is the initial mark-
ing function. A pure Petri net with finite unit capacities of places and edges is
considered. For every place in a net a number of input transitions is limited to 1.

In the model of fuzzy Petri net presented in the study Lukasiewicz norms are
used. A pair of these norms is defined by the following relationships:

TL(a, b) = max(0, a + b − 1) (1)

SL(a, b) = min(a + b, 1) (2)

The dynamics of Petri net describes a method of marking in different places
of the net and determines the conditions, when a given transition can be fired.
Only an enabled transition can be fired. The transition t ∈ T is enabled to be
fired with marking M from the moment, when:

∀p ∈• t,M(p) = 1,∀p ∈• t,M(p) = 0, (3)

to the moment, when:

∀p ∈• t,M(p) = 0,∀p ∈• t,M(p) = 1, (4)

The determination of the new marking in fuzzy Petri net is accomplished in
the following manner. If for a marking M a transition t ∈ T is enabled for firing
and the degree of fulfillment for the condition related to the transition defined
as Θ(t) = ∂ ∈ [0,1 ] changes by a value Δ∂t �= 0, then the new marking m′ is
determined with the following rule:

M ′(p) =

⎧
⎨

⎩

M(p)TL(1 − Δ∂) ⇐⇒ p ∈◦ t\t◦

M(p)SLΔ∂ ⇐⇒ p ∈◦ t\t◦

M(p) ⇐⇒ p �∈ t ∪ t◦
(5)

where TL and SL are fuzzy Lukasiewicz t-norm and t-conorm, respectively.
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3 Implementation Method of the Proposed Fuzzy Petri
Net Model

The implementation method is based on using two types of hardware modules,
which are place modules and transition modules. Both types of modules are
digital circuits hence the degree of fulfillment of the conditions associated with
transitions, as well as values of the places’ markings are elements of a discrete
set ZN :

ZN = C0 ∪ Z ∪ C1 (6)

C0 = 0, Z = {1, 2, ..., 2N2}, C1 = {2N − 1} (7)

where N is the number of bits.

Fig. 1. The architecture of a fuzzy Petri net place module.

A block diagram of the implementation of a place module is shown in Fig. 1.
The bold lines in the diagram denote multi-bit buses. The key elements of
the module are two blocks performing arithmetic sum (SUM1) and difference
(SUM2) of two operands, the first of which is a N-bit signal acquired from the
module output (MP signal), and the other is a N+1 signal representing an input
(TIN) or an output (TOUT) transition. The specific method of connecting mul-
tiplexers MUX1 and MUX2 assures maintaining of data processing outcome
values to the ones comprised within the ZN set. Selection inputs of these mul-
tiplexers are controlled by an oldest bit (denoted with number N), which value
is a result of an arithmetic operation of the blocks SUM1 and SUM2 and to
the first data inputs of multiplexers a value of selection of N least significant
bits (numbered from N-1 to 0) is fed from the outputs of SUM1 and SUM2
blocks. To the other data inputs of multiplexers constant values are fed, denoted
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as C1 and C0. Multiplexers MUX3 and MUX4 are responsible for the activa-
tion of data processing from the input TIN (MUX3 multiplexer) and TOUT
(MUX4). If appropriate inputs activating EIN and EOUT are in inactive states
then the module’s output remains unchanged, regardless of states of inputs TIN
and TOUT. The MUX5 multiplexer is responsible for the selection of a function
carried out by the place module, which can act either as the function of output
or input place for a particular transition. A set of D type flip-flops (FFD1) stores
a result of the operation. The selection input of MUX5 multiplexer is controlled
by an output from the subsystem consisting of N input gates of type AND (G3)
and OR (G2) and also of the MUX6 multiplexer and the FFD2 flip-flop. At the
output of this subsystem a high state can be observed from the moment when
the output of MP module achieves a value of C1, to the moment when at this
output a value C0 is observed. The output A of the place module can be also used
for binary control. The function carried out by the place module is described by
the following equations:

MP ′ =

⎧
⎪⎪⎨

⎪⎪⎩

min{MP + TIN,C1} ⇐⇒ A = 0 ∧ EIN = 1
MP ⇐⇒ A = 0 ∧ EIN = 0
max{MP − TOUT,C0} ⇐⇒ A = 1 ∧ EOUT = 0
MP ⇐⇒ A = 1 ∧ EOUT = 1

(8)

A′ =
{

1 ⇐⇒ (MP,A) ∈ Δ
0 ⇐⇒ (MP,A) �∈ Δ

(9)

where: Δ(Z ∪ C1) × {1}
Another important module for hardware realization of fuzzy Petri net model

is the transition module. Its task is determination of the difference between the
current value of transition and its previous value, which is stored in the output
place of the transition.

Fig. 2. The architecture of a fuzzy Petri net transition module.

The architecture of the transition module is shown in Fig. 2. The basic func-
tionality of the module is realized by the system calculating difference SUM1.
The part of the system consisting of the MUX1 multiplexer and the G1 gate is
optional. Thanks to this subsystem, when a high state is observed in the config-
uration input CFG, the functionality of fuzzy Petri net with classic MIN/MAX
norms can be obtained. The work of the transition module is described by the
following equation:
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TO =
{

TI − FB ⇐⇒ CFG = 0 ∨ ((TI − FB) ≥ 0 ∧ CFG = 1)
0 ⇐⇒ (TI − FB) ≤ 0 ∧ CFG = 1 (10)

In Fig. 3 a generic fragment of a fuzzy Petri net is shown, and in Fig. 4
its hardware implementation is presented using place and transition modules
described above.

Fig. 3. Generic fragment of fuzzy Petri net.

The implementation of the tm transition for the fragment of a fuzzy Petri net
depicted in Fig. 2 requires the application of one transition module, for which
TI input a value of the degree of condition fulfillment associated with the tm
transition is fed. The FB input of the module can be connected with any MP
output of the place module for this transition. The TO output of the transition
module should be connected with TOUT outputs of all place modules, which
represent input places of the fuzzy Petri net and with TIN inputs for all modules
representing output places of the fuzzy Petri net. The appropriate connection
of A outputs of place modules with outputs EIN and OUT through multi-input
AND/OR gates and also through inverters, ensures the realization of conditions
for enabling of firing the tm transition. Architectures of place and transition
modules can be easily implemented in Hardware Description Language using
a behavioral description. In turn, connections between these modules, which
implement fragments of the fuzzy Petri net, can be described in HDL using a
structural description. Additionally the description process for any fragment of
the fuzzy Petri net can be automated with appropriate computer software, which
generates ready program code in HDL language.

4 Description of the Control System

In order to demonstrate the characteristics of a fuzzy Petri net with operators
using Lukasiewicz norms we consider the model of a chemical reactor control
system. The functional diagram of the chemical reactor is presented in Fig. 5.
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Fig. 4. Hardware implementation of fuzzy Petri net fragment.

The reactor consists of five containers. The three upper containers function as
trays of ingredients 1 . . . 3. The middle container, labeled in Fig. 5 as scale can
act as a device, which measures required amounts of ingredients. In the lower
container, labeled as mixer, mixing of all ingredients supplied in appropriate
proportions takes place. The sequence of operations, required to perform a given
technological process, consists of the following phases:

– metering the desired quantity of component 1,
– emptying of the scale;
– metering the desired quantity of component 2,
– emptying of the scale;
– metering the desired quantity of component 3 (regulated through the length

of valve V2 opening time),
– mixing of the ingredients;
– emptying of the mixer;

For the reactor control process to run at maximum capacity as many oper-
ations as possible should be performed simultaneously. For instance, during the
ingredients’ mixing in the mixer the next portion of ingredient 1 can be mea-
sured. The control algorithm implementing the above-mentioned sequence of
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Fig. 5. Functional diagram of chemical reactor.

actions can be described by the model of fuzzy Petri net shown in Fig. 6. The
following is a legend for the model’s scheme:

P1 - supplying ingredient 1 on the scale by opening of the T1 valve,
t1 - obtainment of the required amount of ingredient 1,
P2 - obtainment of the required amount of ingredient 1 (no control action is
being performed),
“1” - non conditional transition,
P4 - emptying of the scale by opening of the V1 valve (the measured quantity
of ingredient 1 is passed to the mixer),
t2 - the scale is empty,
P5 - supplying ingredient 2 on the scale by opening of the T2 valve,
t3 - obtainment of the required amount of ingredient 2,
P6 - emptying of the scale by opening of the valve V1,
P11 - supplying ingredient 3 to the mixer by opening of the V2 valve,
t4 - obtainment of the required amount of ingredient 3,
P8 - obtainment of the required amount of ingredient 3 (no control action is
being performed),
P7 - the scale is empty (no control action is being performed),
P9 - ingredients mixing (starting up of the mixer),
t5 - the process of ingredients mixing is finished,
P10 - emptying of the mixer by opening of the V3 valve,
t6 - the mixer is empty.
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Fig. 6. Fuzzy Petri net model describing chemical reactor control algorithm.

5 Results

The analysis of implementation costs has been carried out for three versions of
the model simulating the chemical reactor’s work. The first version of the model
implements fuzzy Petri net with Zadeh norms. The second version of the fuzzy
Petri net model implements Lukasiewicz norms. In the third version of the model
Lukasiewicz norms are implemented and additionally Petri net dynamics equa-
tions are modified. By modifying the change of the condition fulfillment operator
(denoted as delta in the dynamics equation) we obtain for the fuzzy Petri net
with Lukasiewicz norms a behavior analogous as in the case of fuzzy Petri net
with Zadeh norms. The marking in the third version of the Petri net is updated,
when the change of the degree of the condition fulfillment associated with the
transition is greater than zero - that is, the fuzzy Petri net functions as the
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model with classic MIN/MAX norms. The results of Petri net implementation
for the batch process of the chemical reactor are based on the Xiling ISE report
for the FPGA family of Xilinx Spartan-6. Table 1 contains a comparison of the
amounts of hardware resources required for the implementation of fuzzy Petri
nets for the three versions of the model. These versions are denoted with letters
A, B and C, which are respectively: A - the basic fuzzy Petri net with Zadeh
norms, B - the version with Lukasiewicz norms, C - the version with Lukasiewicz
norms and modified net dynamics equations, which functions exactly as the ver-
sion A. In subsequent columns of the Table 1 included are the comparisons of
hardware resources (divided explicitly into numbers of LUT tables and numbers
of flip-flops) required for the realization of particular versions of the chemical
reactor model and the comparisonsof maximal values of frequencies possible to
achieve after the implementation of fuzzy Petri nets in FPGA.

Table 1. The results of implementation costs for the three versions of models simulating
the batch process work.

Version Number of LUT tables Number of flip-flops FMAX [MHz]

A 332 99 153.8

B 481 99 120.5

C 552 99 117.6

On the basis of results collected in Table 1 it can be seen that the model
of fuzzy Petri net denoted as A with classic MIN/MAX norms has the lowest
resource requirements and has the highest maximum clock frequency. The model
of fuzzy Petri net denoted as B with Lukasiewicz norms has higher hardware
requirements and lower value of maximum clock frequency. However in com-
parison with the classic model its advantage is that it models token’s reverse
passing, which is not possible with the classic model. The net denoted as C has
the highest hardware requirements of all the proposed versions and its maximum
clock frequency is comparable with the version denoted as B.

6 Summary

The paper presents the hardware implementation of fuzzy Petri net with
Lukasiewicz norms in application to industrial system control. The implemented
model of fuzzy Petri net with Lukasiewicz norms has all the advantages of fuzzy
Petri nets with classic standards MIN/MAX norms and through the modifica-
tion of net dynamics equations it is possible to achieve new features such as
reverse passing of a token for negative values of the change of the condition
fulfillment degree associated with the particular transition. Such a situation is
not possible for fuzzy Petri nets with triangular MIN/MAX norms. The fea-
sibility of the implementation of fuzzy Petri nets with Lukasiewicz norms was
shown for an actual case of the chemical reactor process control. Analysis of
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implementation cost was carried out for three versions of fuzzy Petri nets using
both triangular MIN/MAX norms and Lukasiewicz norms. All the implemented
versions of fuzzy Petri nets are more noise robust in comparison with binary
Petri nets. The method of fuzzy Petri nets implementation proposed by the
authors is universal because by the change of the state of one signal it is pos-
sible to obtain the classically functioning net (with MIN/MAX norms) or the
net with Lukasiewicz norms. The results obtained in the course of research are
encouraging and demonstrate the usefulness of applying Lukasiewicz norms in
control systems. Further work will focus on the implementation of other types of
fuzzy norms and checking their suitability for modeling problems of real control
systems.
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Abstract. The paper presents results of further research on a software tool
named ALMM Solver. The objective of the ALMM Solver is to solve combi-
natorial and discrete optimization problems including NP-hard problems.
The solver utilizes a modeling paradigm named Algebraic Logical Meta

Model of Multistage Decision Processes (ALMM of MDP) and its theory.
The ALMM of MDP enables a unified approach to creating discrete opti-

mization problem models and representing knowledge about these problems.
The models are stored in a Problem Model Library.
A new, extended modular structure of the ALMM Solver is presented toge-

ther with a basic layout of the Problem Model Library.

Keywords: Solver � Optimizer � Algebraic-Logical Meta-Model (ALMM) �
Multistage decision process � Discrete optimization problems � Scheduling
problem � Software tool � Library of models

1 Introduction

The paper describes a software tool for solving combinatorial and discrete optimization
problems named ALMM Solver.

Quite obviously, the literature presents a multitude of discrete optimization prob-
lems, general methods of solving them and dedicated algorithms [1, 21]. It is so vast an
area that it is hard for a typical engineer to navigate, find a book or a paper tackling a
specific question and get the needed algorithm. The situation may be improved by the
development of software tools that let one solve certain kinds of problems by various
known methods. The most popular such tools are based on the Constraint Logic
Programming (CLP) approach, focusing on finding feasible solutions [19, 23]. The
problems are modeled there by a finite, predetermined number of variables, their
domains, and relations between them. However, wide range of actual optimization
problems are not suitable for modeling through CLP. Another optimization software
tools are based on multi agent approach [17, 24].

The first crucial issue when designing a solver is how to maintain the knowledge
about the problem to be solved. In other words, how, in a formal way, should one enter
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into the system all the constraints and quality criteria which define the problem.
The ALMM Solver operates on formal (mathematical) models of problems that belong
to the class of models based on Algebraic-Logical Meta-Model of Multistage Decision
Processes (ALMM of MDP). Using the ALMM of MDP it is possible to develop
so-called algebraic logical (AL) models for a large class of discrete optimization
problems as well as combinatorial ones.

The second basic issue is how to implement the AL problem models i.e. what
software representation of AL models is to be like? AL models must be implemented in
a way facilitating their use in implementation of solving methods and algorithms.

The third question is if there is a simple way to establish a software representations
of AL models?

This paper contains answers to all the three questions.
The objective of the paper is dual, including:

– proposing a new, expanded structure of the ALMM Solver, including new module
named Problem Model Library module,

– presenting a method of AL model implementation and component-oriented
approach to their development.

The first, initiative structure of the ALMM Solver and the related requirements are
presented in [15, 22].

2 Algebraic-Logical Meta-Model of Multistage
Decision Processes

The algebraic-logical meta-model of multistage decision process (ALMM of MDP) is a
general model development paradigm for deterministic problems, for which solutions
that can be presented as a sequence (or a set) of decisions.

The idea of an ALMM of MDP paradigm was proposed and developed by
Dudek-Dyduch [2, 3, 6 7] and recalled in many papers among others [8]. It is also put
to use in multiple cases. Based on ALMM of MDP formal models (so-called AL
models) may be established for a very broad class of discrete optimization problems
from a variety of application areas, thus yielding to the meta-model designation.

In [2–5, 7, 9, 10, 12, 13] that lays the groundwork for the basic ALMM of MDP
theory, the co-author herein has presented i. a. AL models for discrete manufacturing
process control, for logistics problems, knapsack problem, and a model for a complex
real-life problem encompassing both manufacturing and logistics. Basing on ALMM of
MDP paradigm, new methods for solving discrete optimization problems have been
created too [3, 11, 13, 14, 16, 18]. An overview of the new methods is given in [8].

ALMM of MDP (abbreviated as ALMM) provides a structured way of recording
knowledge of the goal and all relevant restrictions that exist within the problems
modelled. In line with this idea, all information is split into pre-defined basic com-
ponents with appropriate links, defined both through algebraic and logical formulae.

Using this paradigm, the co-author has provided, i.a. in [1, 7] and recall in [8], the
definition of two base classes for multistage decision processes: a common process,
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denoted here as cMDP and a dynamic process, denoted as MDDP. Let us review
them briefly.

Definition 1. Common multistage decision process is a process that is specified by
the sextuple cMDP = (U, X, x0, f, XN, XG) where U is a set of decisions, X is a set of
states, f: U × X→ X is a partial function called a transition function, (it does not have to
be determined for all elements of the set U × X), x0, XN � X, XG � X are respectively:
an initial state, a set of not admissible states, and a set of goal states, i.e. the states in
which we want the process to take place at the end. Subsets XG and XN are disjoint i.e.
SG \ SN = ∅.

Because not all decisions defined formally make sense in certain situations, the
transition function f is defined as a partial one. As a result, all limitations concerning the
decisions in a given state x can be defined in a convenient way by means of so-called
sets of possible decisions Up(x), and defined as: Up(x) = {u 2 U: (u, x) 2 Dom f}.

The formal definition of multistage dynamic decision process (MDDP) quoted
below refers to dynamic decision processes, i.e. processes wherein both the constraints
and the transition function (and in particular the possible decision sets) depend on time.
Therefore, the concept of the so-called “generalized state” has been introduced, defined
as a pair containing both the state and the time instant.

Definition 2.Multistage dynamic decision process is a process that is specified by the
sextuple MDDP = (U, S, s0, f, SN, SG) where U is a set of decisions, S = X × T is a set
named a set of generalized states, X is a set of proper states, T � ℜ + [{0} is a subset
of non negative real numbers representing the time instants, f: U × S → S is a partial
function called a transition function, (it does not have to be determined for all elements
of the set U × S), s0 = (x0, t0), SN � S, SG � S are respectively: an initial generalized
state, a set of not admissible generalized states, and a set of goal generalized states, i.e.
the states in which we want the process to take place at the end. Subsets SG and SN are
disjoint i.e. SG \ SN = ∅.

The transition function is defined by means of two functions, f = (fx, ft) where
fx: U × X × T→ X determines the next state, ft: U × X × T→ T determines the next time
instant. It is assumed that the difference Δt = ft(u, x, t)-t has a value that is both finite
and positive.

Just like in Definition 1, the transition function f is defined as a partial one. As a
result, all limitations concerning the decisions in a given state s can be defined in a
convenient way by means of so-called sets of possible decisions Up(s), and defined as:
Up(s) = {u2U: (u, s) 2 Dom f}.

For both defined types of the multistage decision processes, in the most general
case, sets U and X may be presented as a Cartesian product U = U1 × U2 × ··· × Um,
X = X1 × X2 × ··· × Xn i.e. u = (u1, u2, …, um), x = (x1, x2, …, xn). In particular, ui, i = 1,
2 … m represent separate decisions that must or may be taken at the same time (for
Definition 2) or at the same stage (for Definition 1) and relate to particular objects.
There are no limitations imposed on the sets; in particular they do not have to be
numerical. Thus values of particular co-ordinates of a state or a decision may be names
of elements (symbols) as well as some objects (e.g. finite set, sequence etc.).

The sets XN, SN, XG, SG and Up are formally defined with the use of both algebraic
and logical formulae, hence the algebraic-logic model descriptor.
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Based on the meta-model recalled herein, AL models may be created for individual
problems consisting of seeking admissible or optimal solutions. In case of an admis-
sible solution (admissible solution problem), an AL model is equivalent to a suitable
multistage decision process, hence it is denoted as process P. An optimization problem
then is denoted as a (P, Q) pair where Q, is a criterion. An optimization task (instance
of the problem) is denoted as a (P, Q). A sequence of consecutive states from the initial
state to a final state (goal or non-admissible), computed by transition function form a
process trajectory.

3 Extended Structure of ALMM Solver

The task of the ALMM Solver is to provide solutions (exact or approximate) for
combinatorial and discrete optimization problems or indicates that a solution hasn’t
been found. A solution has form of a sequence (or set) of decisions.

In the previous paper [15, 22], the initiative structure of the Solver has been given.
Presented below (Fig. 1) is the new, extended structure, including the Problem Model
Library. (Actually the modules presented in Fig. 1 only constitute a part of the real
ALMM Solver structure, but they are sufficient for the purposes of this paper.)

Knowledge of problem and its instance is forwarded from the ALMModeler to the
main Solver module carrying out the computations. On this stage of ALMM Solver
development, SimOpt module operates as its computation module. The module
implements a class of algorithms based on state tree searches (e.g. backtrack method,
dynamic programming, branch & bound method), and specially developed local opti-
mization tasks (see [8]). SimOpt module task is to intelligently construct the state
transition tree (either in its entirety, or only a part of it) by generating one or more
trajectories (parts of trajectories). The solver database stores all generated states of the
trajectories maintaining the structure of the tree. The SimOpt module are controlled
using algorithms from the Algorithm Module. The structure of the SimOpt module is
presented in Fig. 2 while its detailed description is given in [15, 22]. Due to the limited
length of the paper it must be omitted here.

Fig. 1. Modified structure of ALMM Solver
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The objective of ALM Modeler module is to initiate and forward information about
the problem model and its instance to the SimOpt. module (the information can also
come from the Problem Model Library). The model needs to take a form under-
standable to the SimOpt module, i.e. it should have a software form. (presented in
chapter 4). The ALM Modeler module is linked to the User Interface, SimOpt module
and Problem Model Library. Models can be created in a few ways, including:

– downloading a ready model from Problem Model Library
– building a model from Problem Model Library components
– developing a new model from scratch and implementing it in a proper programming

language.

Results Visualization Interpreter gives the users the solution (one or many) or return
an information that a solution was not found. In addition, another important feature of
this module is that it contains the visualization of results. In the future, the module will
also provide a mean to share the results of the analysis through external API. It will
allow one to integrate the ALMM Solver with other systems, for example, with
manufacturing planning systems, and to use Business Intelligence tools. Additionally,
the module will provide the possibility to define various ways of analyzing results
obtained from a series of computations for the same or different instances of a problem.

Fig. 2. Initial structure of SimOpt module [15]
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4 Library of Problem Models

It is assumed that the library must be characterized by flexibility and ability to adjust to
certain problem subsets. It is necessary to ensure the opportunity of its gradual
expansion, too, and the development of simple rules for adding new elements. The
Library provides software representation of AL models to various Solver modules. At
this point any application or module supported by the Library will be referred to as a
client application.

C# was selected for library implementation because of its object-oriented character,
capacities, ease of use and availability of multiple class libraries for various purposes,
as well as its reliability.

4.1 Software Representation of AL Models

The most important issue is to adopt an appropriate way for implementing the problem
model, that is to design a software representation of AL models (in short software
models). As mentioned earlier, process P is the formal (mathematical) model of
admissible solution problem, while a (P, Q) correspond to optimization problem. In
this chapter we only consider admissible solution problems, thus discuss software
models of processes P only.

The problem model is implemented as a class named cProblem. Problem instances
will be matched by objects from that class.

The AL model indicates elements of the problem that need to be defined in the
cProblem class, i.e. definitions of: decision and state structures, initial state, transition
function, sets of possible decisions for given states, set of not admissible states, set of
goal states and definition of problem data structures. The interface of the class that
models a problem should provide methods related to the said elements:

– cState GetInitialState() – determining the initial state
– cState GetNextState(cState, cDecision) – transition function
– bool IsGoalState(cState) – verifying if a given state is a target state
– bool IsNonAdmissibleState(cState) – verifying if a given state is an inadmissible

state
– bool IsPossibleDecision(cState, cDecision) – verifying if a given decision belongs

to the set of possible decisions.

The C# code below is a declaration of interfaces matching individual elements of
problem definitions and grouping them in a whole interface for a problem modeling
class.
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public interface iPossibleDecisionVerifier 
{ 
    bool IsPossibleDecision( cState    CurrentState, 
                             cDecision CurrentDecision ); 
} 
 
public interface iStateInitializer 
{ 
    cState GetInitialState(); 
} 
 
public interface iStateTransformer 
{ 
    cState GetNextState( cState    CurrentState, 
                         cDecision CurrentDecision ); 
} 
 
public interface iNonAdmissibleStateVerifier 
{ 
    bool IsNonAdmissibleState( cState CurrentState ); 
} 
 
public interface iGoalStateVerifier 
{ 
    bool IsGoalState( cState CurrentState ); 
} 
 
public interface iProblem : iPossibleDecisionVerifier, 

           iStateInitializer, iStateTransformer, 
   iNonAdmissibleStateVerifier, iGoalStateVerifier,  

{ 

} 

It should be noted that the process state and decision are elements of the method
definitions that are included in interface of cProblem class. Each modification of a state
or decision definition means a modification to the problem interface. In case of
problems requiring e.g. different state definitions we are dealing with different software
representation of models and different interfaces as well. The general principle of use of
a modeling class interface remains the same, but the client application needs to process
the data representing the process state in a different way.
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4.2 Component Based Structure of Library

The developer has much freedom in designing and creating classes, using class
inheritance and composition. In order to maintain clear structure enabling easy Library
expansion it is important to categorize class sets constituting Library components.
Dividing them into concrete classes, abstract classes, association classes and ones not
matching any of these categories seems insufficient. The UML standard versions 2.0
and above [25] allows the definition of own types of the so-called generalization sets
describing classification criteria for base and inherited classes.

For the reasons of availability to library clients and utility the following catego-
rization of classes into distinct groups is proposed:

– utility (boundary) classes – the only classes available to the client application, to be
used to build modeling objects, e.g. problem, state and decision instances. As such
they cannot be abstract classes;

– atomic, elementary classes – responsible for exactly one component of the problem
definition, these implement in a pre-defined way one or more methods related to
that component. They constitute the basic components building other library
classes,

– composite classes – classes with use similar to elementary classes, but combining
atomic classes. They contain several components of respective elementary classes.
This way it is possible to use ready implementation of atomic classes in order to
create a new method made available by a given composite class (these classes are
used because of no multiple inheritance available in C#),

– design classes – during implementation of solutions for complex problems these can
be helpful in developing other classes. They can constitute base classes from which
other classes may inherit. They can also be components of composite classes or
design classes. They may be deemed links in the class chain of evolution leading
from the most general class to a certain utility, elementary or composite one;

Once defined, the utility, atomic, composite and design classes cannot be modified
by library users. In order to expand the library and provide support for new types of
problems, the user should be able to create new classes and use already existing ones.
Only utility classes are available to client applications. Only design classes can be
abstract classes, but it is not necessary to define them in this way. Elementary and
composite class objects can be components of other composite, design or utility classes.

It is assumed that the library of problems will be extended. Every class of problems
being modeled corresponds to appropriate set of software classes. New classes must be
added to the library when modeling new problems. It is desirable that the existing code
is not duplicated. It is therefore necessary to check whether one can use ready-made
classes to implement a new target. In view of the growing number of library classes it
will be increasingly difficult to control the code. One possible way to handle this
difficulty is to group classes according to certain categories. Software classes can
be associated with a certain class of problems and it is the most general category of the
division. A much more detailed category can be established by associating software
classes with certain elements of problem definition, i.e. definition of goal state,
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forbidden state, etc. Dividing the library classes for atomic (elementary), boundary
(utility), composite and design classes is an additional criterion and thus simplify the
management of library items.

4.3 Atomic and Utility Classes

Atomic classes correspond to some parts of a reusable code.
The analysis of problem models for a given area such as task scheduling, graph

problems and others shows that definitions of some AL model components are identical
[2, 7, 9, 10]. As a result, in classes modeling different problems we may identify the
same attributes and methods. That fact implies the idea of establishing utility class
cProblem from relevant atomic classes. A design pattern “Strategy” [20] may be used
to construct the class cProblem.

This way of building utility classes will be presented on the example of 5 con-
secutive job scheduling problems with a single machine, denoted here by α|β|γ notation
[1], where α represent information on machines, β – restrictions referring to the jobs
and γ determined criterion. The problems are: 1||Cmax, 1|Cj ≤ dj|Cmax, 1|prec|Cmax, 1|rj|
Cmax, 1| Cmax ≤ Ĉ|∑Cj, where Cj – completion time of the jth job, Cmax – criterion of
total completion time, ∑Cj – criterion of sum of job completion times, dj, rj denote
restrictions referring to the job due dates and release time respectively, prec denotes
existence of preceding constraints in the set of jobs. AL models of these problems have
been developed by co-author and presented in [2, 4, 5, 7]. They are characterized by
identical definitions of state and decision structures as well as the definition of initial
state s0. Definitions of not admissible state set SN, final state set SG, transition function
f and sets of possible decisions Up(s) for problem 1||Cmax shall be assumed as default.
Some of the definitions above can be used without modifications for the remaining
4 problems.

In the Table 1 above empty fields mean definitions identical to formulas for
problem 1||Cmax. Fields marked with the “spec” tag mean a definition specific to a
given problem. For problem 1|Cj ≤ dj|Cmax it is necessary to develops a specific
definition of SN set. For problem 1|prec|Cmax a new definition of sets Up(s) is necessary.
In case of problem 1|rj|Cmax the transition function has to be redefined. Only for
problem 1| Cmax ≤ Ĉ|∑cj 2 definitions need to be changed: the definition of sets SN

Table 1. Default or specific definitions of problem elements.
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and SG. The latter one will take a different form than the analogical definition for
problem 1|Cj ≤ dj|Cmax. This means 3 definitions universal for all the problems need to
be developed together with 4 default ones and 5 specific to individual problems.

Each problem component definition is matched by a single atomic class imple-
menting one or more methods. Thus 12 elementary classes will emerge. Using these
classes it is possible to develop the software models of all five given problems with
reusable code.

5 Conclusion

The paper presents results of the new research concerning the ALMM Solver, the tool
for solving various discrete optimization problems, especially NP-hard problems. The
solver uses an Algebraic Logical Meta Model of Multistage Decision Process (ALMM
of MDP) and its theory.

ALMM of MDP enables a unified approach to developing models of discrete
optimization problems and recording problem-related knowledge. The models are
stored in Problem Model Library.

A new, extended modular structure of ALMM Solver is described, a software
representation of AL models is proposed and the basic structure of Problem Model
Library is presented.
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Abstract. Execution of a process supporting making financial decisions using
the multiagent system entails the need of permanent cooperation between a
human (humans) and agent (agents) collectives. Their knowledge is acquired
from autonomous and distributed sources and they use different decision support
methods therefore certain level of heterogeneity characterizes knowledge of
collectives. In the decision-making process one, final decision is required
therefore knowledge of individual members of the collective shall be automat-
ically integrated. The aim of the paper is to develop consensus method in order
to integrate knowledge of human-agent collectives in a multiagent financial
decision support system built with the use of cognitive agent architecture. The
first part shortly presents the state-of-the-art in the considered field; next a
Multiagent Cognitive Financial Decision Support System has been character-
ized. The last part of paper presents the consensus algorithm for knowledge
integration.

Keywords: Multiagent systems � Financial decision support systems �
Human-agent collectives � Knowledge integration � Consensus methods

1 Introduction

Making financial decisions is a continuous process, it is connected with multivariance
due to its multicriteria nature, and consecutive decision-related situations appear in a
chronological order, in near real-time, which are why it has become necessary to
employ systems supporting decision making processes, including multiagent systems.
The systems enable automatic and fast access to information of adequate value, on the
basis of which one can draw conclusions [4].

Execution of a process supporting making financial decisions using the multiagent
system entails the need of permanent cooperation between a human (humans) and a
program agent (agents). There may be various forms of such cooperation. One of them
may include a situation when agents generate different variants of a decision, and human
make the final decision. Cooperation may also consist of agents making final decisions
automatically on the basis of criteria defined by people and specifying the level of his or
her satisfaction from the decision (the criteria may include, for example the level of
return rate, the level of risk). The form of cooperation may also be connected with
making decisions concerning final decisions on the basis of variants created by a human
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(an expert) and variants generated by an agent (where a human and an agent are treated
equally while making decisions).

Each of the forms of cooperation leads to the emergence of human-agent collectives
(collectives, groups) characterized by the fact that they have knowledge from auton-
omous and distributed sources and they use different decision support methods. For
example, decisions made by humans (people) may be made with the use of fundamental
analysis, on the basis of experts’ opinions, whereas decisions of an agent (agents) may
be made using technical analysis, on the basis of various types of indicators. Addi-
tionally, one of the members of a collective may for example perform analysis of
securities of a given group of companies, and another one may analyze securities of a
different group of companies. Consequently, decision variants presented by individual
members of the collective may differ. A certain level of heterogeneity characterizes
knowledge of these collectives. Since, however, in the decision-making process one,
final decision is required, knowledge of individual members of the collective shall be
automatically integrated. It may be done, for example by using certain criteria or
functions of assessing knowledge of individual members of the collective. However, in
case of an inadequate or imprecise indication of the criteria or functions, the risk of
selecting a variant which does not guarantee the desired level of satisfaction increases.
The employment of consensus methods, which also enable integration of knowledge,
seems to be more reliable. The consensus methods, however, assume that each party is
taken into account, each party to a conflict “loses” as little as possible, each party
contributes to the consensus, all parties accept the consensus, and it constitutes the
representation of all parties to a conflict. Any decision made using the methods does
not have to be a decision formulated by any of the members of a collective. It may only
closely resemble one of such decisions. Thus the consensus enables integration of
knowledge in real-time, and it guarantees reaching a satisfactory compromise at a lower
level of risk, which consequently may lead to making decisions which bring satis-
factory benefits to decision makers.

The aim of the paper is to develop consensus method in order to integrate knowledge
of human-agent collectives in a multiagent financial decision support system built with
the use of cognitive program agent architecture [2]. The integration of knowledge will
consequently enable selection of final decisions presented by the system to users.
A particular attention has been paid to the form of cooperation consisting of establishing
final decisions on the basis of variants created by humans (experts) and variants gen-
erated by program agents.

This paper is organized as follows: the first part shortly presents the state-of-the-art
in the considered field; next a Cognitive Multiagent Financial Decision Support System
has been characterized. The last part of paper presents the consensus algorithm for
knowledge integration.

2 Related Works

One of the first solutions of a multiagent financial decision support system has been
suggested in paper [12]. The system presented in the paper facilitates cooperation of a
user with many specialized agents which have access to various financial patterns.
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The agents analyze the situation on a financial market taking into account criteria
specified by a user. Paper [2] describes a system in which agents have been divided into
two groups, however agents from the first group make decisions based on fundamental
analysis methods, whereas agents from the second group make decisions based on
technical analysis. Article [7] presents a multiagent system facilitating the process of
investing on FOREX currency exchange market, and the method of assessing invest-
ment strategies of selected agents. The differences between these two approaches rely
on more openness of the second one (e.g. behavioral agents can be also implemented).
Paper [8], on the other hand, presents methods of passive and active learning by
financial decisions making agents.

It needs to be stressed that more and more often, in practical solutions as well as in
various sources on the subject, cognitive program agents are used to build multiagent
systems e.g. [4, 11]. The agents play cognitive and decisive roles, the same as the ones
taking place in the human brain, thanks to which they are capable of understanding the
real meaning of observed business phenomena and processes taking place also on
financial markets.

Aspects of human-agent cooperation have been extensively illustrated also in the
paper by Jennings et al. [6]. The authors have concluded that the cooperation may be
realized in different forms and methods, and that human imagination is the only lim-
itation here.

Works on the use of the consensus method in order to integrate knowledge have
been carried out by numerous authors e.g. [12, 13]. In papers [9, 10], a formal
mathematical model of knowledge integration has been suggested. It uses the function
of knowledge integration based on the consensus model. The methodology has been
employed in various types of information systems to solve conflicts and inconsistencies
of knowledge and to integrate knowledge.

The solutions which have been suggested so far however do not focus much on the
problem of integrating knowledge of a collective in situations when in a multiagent
financial decision support system the human-agent cooperation consists of establishing
final decisions on the basis of variants created by humans (experts) and variants
generated by agents. The problem has been undertaken and discussed in the paper.
Further considerations will focus on characterizing the functional architecture of a
cognitive multiagent financial decision support system.

3 A Cognitive Multiagent Financial Decision Support System

The aim of the Cognitive Multiagent Financial Decisions Support System (CMFDSS)
is to support investing in the Stock Exchange or currency exchange markets by gen-
erating automatic decisions concerning creation of a securities portfolio (mainly stock
portfolio) or a currency portfolio.

The Learning Intelligent Distribution Agent (LIDA), developed by Franklin [3],
was used to build the CMFDSS. One of the advantages of the architecture is its
emergent and symbolic nature, thanks to which it is possible to process both, structured
(numerical and symbolic) knowledge as well as the unstructured one (recorded in the
natural language) [1].
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The CMFDSS system is made up of the following elements (Fig. 1):

1. Human-agent collectives consisting of several experts (people) and some LIDA
cognitive program agents. The job of members of a collective is to analyze markets
and to select (generate) decisions (securities portfolio or currency portfolio). Each
expert/agent uses a different method supporting decisions (fundamental analysis
methods as well as technical analysis methods are used). Each collective makes
decisions concerning a different market (for example Collective 1 makes decisions
concerning the stock market, Collective 3 concerning the currency exchange
market).

2. Knowledge integration module which with the help of the consensus method is
responsible for integrating knowledge possessed by individual members of a col-
lective, and for selecting one, final decision which is then presented to users.

3. Users – people, financial investors, or program agents investing on behalf of a
human. Users execute taken decisions (buy and sell) on financial markets.

One may notice that the CMFDSS can be viewed from a broader perspective. It is
not just an information system as elements of sociological and social systems
(experts-people groups) have been incorporated into its architecture. The level of
satisfaction which the application of the consensus method to integrate knowledge
should guarantee is specified by a user (decision maker), and it can be entered into a
system in the form of parameters.

Knowledge 
state of 

collective 1

Users 

Knowledge 
integration 

module 
Cloud computing 

Knowledge 
state of 

collective 2
Knowledge 

state of 
collective n

... 

... 

Human-agent collectives 
Collective 1 Collective 2 Collective n 

Fig. 1. Architecture of the CMFDSS.
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4 Integration of Knowledge in MCFDSS

Notice that each collective’s knowledge state must be represented by using a concrete
structure. Such structure was defined in previous work [5] as follows:

Definition 1. A knowledge structure representing decision P about finite set of financial
instruments E = {e1, e2, …, eN} is defined as a set:

P ¼ EW þf g; EW�� �
; EW�� �

; Z; SP;DT
� �

where:

(1) EW+ = 〈eo, peo〉, 〈eq, peq〉, …, 〈ep, pep〉.
Couple 〈ex, pex〉, where: ex ∊ E and pex ∊ [0, 1] denote a financial instrument and
this instrument’s participation in set EW+.
Financial instrument ex ∊ 〈ex, pex〉 is denoted by ex

+ when 〈ex, pex〉 ∊ EW+.
The set EW+ is called a positive set; in other words, it is a set of financial
instruments with respect to which an agent has the knowledge or information that
they should be buy.

(2) EW± = 〈er, per〉, 〈es, pes〉, …, 〈et, pet〉.
Couple 〈ex, pex〉, where: ex ∊ E and pex ∊ [0, 1] denote a financial instrument and
this instrument’s participation in set EW±.
Financial instrument ex ∊ 〈ex, pex〉 is denoted by ex

± when 〈ex, pex〉 ∊ EW±.
The set EW± is called a neutral set, in other words, it is a set of financial
instruments, with respect to which an agent has no knowledge or information
whether to buy or sell them. If these instruments are held by an investor, they
should not be sold, or if they are not in the possession of the investor, they should
not be bought.

(3) EW− = 〈eu, peu〉, 〈ev, pev〉, …, 〈ew, pew〉.
Couple 〈ex, pex〉, where: ex ∊ E and pex ∊ [0, 1], denote a financial instrument and
this instrument’s participation in set EW−.
Financial instrument ex ∊ 〈ex, pex〉 is denoted by ex

− when 〈ex, pex〉 ∊ EW−.
The set EW− is called a negative set; in other words it is a set of financial
instruments with respect to which an agent has the knowledge or information that
they should be sell.

(4) Z ∊ [0, 1] - decision rate of return forecast.
(5) SP ∊ [0, 1] - degree of certainty of rate Z. It can be calculated on the basis of the

level of risk related to the decision.
(6) DT- date of decision.

The percent of financial instrument’s participation in positive, neutral or negative
sets range <0, 1>. In our system, the financial decision consists of financial instruments,
such as shares.

Integration of knowledge contained in human-agent collectives (realized in a module
of knowledge integration) is performed in two stages. The concept of knowledge
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integration (Fig. 2) assumes that in the first stage a consensus is determined on the basis of
knowledge status of all members of a collective, referred to as primary status of knowl-
edge (primary profile inwhich the number of knowledge structuresmatches the number of
all members of a given collective), and in the second stage an assessment of decisions of
individual agents takes place.

The assessment is performed by a separate agent performing evaluation on two
levels:

• consistency of knowledge – various types of consistency evaluation functions are
used; the evaluation is performed in such a way that decisions furthest from the
consensus (in the sense of distances calculated according to different criteria)
receive the worst score, and decision closest to the consensus receive the best score.

• efficiency (performance) of decisions made by members of a collective – a function
of evaluation is used which takes into account performance and risk measurement
indicators such as: return rate, number of profitable transactions, number of
negative/loss transactions, costs of transactions, Sharpe ratio, etc.
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Fig. 2. A conception of knowledge integration process.
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A consensus algorithm for knowledge integration is as follows:
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Computational complexity of the algorithm equals: O(N2M) + O(3NM).
It is worth noticing that in the second stage of knowledge integration determining a

consensus is a NP-complete problem which is why the presented algorithm is a
heuristic algorithm thanks to which its computational complexity is low.

The presented consensus determining algorithm allows agreeing on one decision
presented by a system to a user taking into account evaluation of the status of knowledge
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of members of a collective. The algorithm is recalled automatically once all members of
a collective have determined suggestions for decisions, and it is performed indepen-
dently with respect to each collective.

On the basis of results of the preliminary research experiment performed by using
100 profiles it has been state, that in 92 cases consensus derived according to heuristic
algorithm was in line with consensus derived by the optimal algorithm (compatibility
level is 92 %). Consensus according to the optimal algorithm was calculated about 65 s,
while the consensus heuristic algorithm in about 5 s. Therefore, the heuristic algorithm,
developed in this paper, characterize a higher performance then performance of an
optimal algorithm. Due to pages limitation of this paper, the wider research experi-
ments will be presented in subsequent publication.

Knowledge integration allows for elimination of decisions generated by members
of a collective whose knowledge status or condition has been assessed as being poor,
which means that their decisions might not produce satisfactory benefits. Thanks to
that, we are capable of eliminating the effect of such decisions on the final decision
determined with the use of consensus methods and presented to a user. Additionally
developed algorithm enables taking into account added knowledge of a collective as
each individual status of knowledge of every member of a collective is taken into
consideration.

5 Conclusions

Nowadays, in cognitive multiagent financial decision support systems, the cooperation
of human-agent collectives is becoming more and more important. Authors of the paper
have suggested implementing the collectives directly into the architecture of a system,
thanks to which it is possible to automatically process collective knowledge. The
problem of integration of knowledge of human-agent collectives, discussed in the paper,
is also of great importance. Authors have pointed out that in order to solve the problem,
consensus methods can be used. The developed consensus determining algorithm
enables knowledge integration when there is cooperation between human and agents
consisting of agreeing final decisions on the basis of variants created by experts (people)
and variants generated by program agents. The algorithm includes the heterogenic
nature of collective knowledge and enables generating added knowledge of a collective.
In practical implementations it also allow also for decreasing risk level due to taking into
consideration agents characterized by high level of knowledge. Consequently, it is
possible to present to a user one satisfactory decision on the basis of which buy and sell
transactions are made on financial markets. The developed consensus determining
algorithm will also facilitate work of the creators of the multiagent financial decision
support system as it can be directly implemented as a module of knowledge integration
in the type of system. Consensus methods may also be used in order to integrate
knowledge in decision support systems operating in others sectors (e.g. planning pro-
duction, logistics, managing customers’ relations). Since, however, knowledge struc-
tures differ with respect to each individual decision area, it is necessary to change the
definition of the consensus algorithm.

478 M. Hernes and A. Bytniewski



Further research on the integration of knowledge of human-agent collectives shall
focus, among other things, on verification of the effectiveness of the developed algo-
rithm in systems functioning in practical environments, and on developing consistency
evaluation function and on the assessment of knowledge of human-agent collectives in
the cognitive multiagent financial decision support system.
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Abstract. Product innovation always requires a foundation based on both
knowledge and experience. The production and innovation process of products
is very similar to the evolution process of humans. The genetic information of
humans is stored in genes, chromosomes and DNA. Similarly, the information
about the products can be stored in a system having virtual genes, chromosomes
and decisional DNA. The present paper proposes a framework for systematic
approach for product innovation using a Smart Knowledge Management System
comprising Set of Experience Knowledge Structure (SOEKS) and Decisional
DNA. Through this system, entrepreneurs and organizations will be able to
perform the product innovation process technically and quickly, as this frame‐
work will store knowledge in the form of experiences of the past innovative deci‐
sions taken. This proposed system is dynamic in nature as it updates itself every
time a decision is taken.

Keywords: Product innovation · Product design · Set of experience · Decisional
DNA · Innovation management

1 Introduction

Due to rapid changes in the dynamic environment, organizations involved in manufac‐
turing products cannot grow through cost reduction alone. For the survival and pros‐
perity of the manufacturing unit, entrepreneurs need to find out new ideas that can be
implemented in the products leading to innovation. The reasons are frequent changes in
the lifestyle of the users, rising costs of materials and energy, competition in the market
at national and international level, and emerging technologies, among others. There are
three types of approach in solving innovative problem [1]: A flash of genius, empiric
path, and methodical path. Out of these the methodical path is a systematic approach for
solving the innovative problem. By systematic analysis an optimal solution can be
obtained quickly through this process.

The current study employs a systematic approach for product innovation. Innovation
comes from the human minds like entrepreneurs who think and analyze the knowledge
smartly [2]. Both knowledge and experience are essential attributes of an innovator that
are necessary to find the optimal solution for the necessary changes. These changes
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are based on the innovative objectives that initiate the product innovation problem for
finding the necessary changes to be implemented in the established product. But due to
the enormous amount of ever increasing knowledge and rapid changes in the dynamic
environment, the innovation process is difficult to practice. Innovators not only need to
take proper decisions, they have to do it quickly and systematically so that the changes
in the product may be implemented on time. Humans have the ability to store knowledge
in their mind from the experiences they face during their life. This experience-based
knowledge helps them in taking proper decisions for a relevant task by analyzing the
knowledge smartly.

Erden et al. [3] pointed out that innovation is a collective work of a group of people
or a team which draws the attention to “group tacit knowledge” and not an outcome of
a single person. So, if the whole group is not available during the innovation process, it
will be very difficult to find an optimal solution on time. If the Smart Knowledge
Management System (SKMS) can be formulated for representing and analyzing data
that is able to store experiences based on the decisions taken in the past, such a system
will provide quick optimal solutions to a particular innovative problem. This system will
act as a complete group of people required for finding solutions for query as it is using
all the experiences from the past apart from other essential knowledge about the product.
Moreover, the decision taken by this system will be quick due to fast computational
ability of computers as compared to humans that also take more time for mutual coor‐
dination. Such a Knowledge Management (KM) system will help any innovative enter‐
prise to survive in the dynamic environment.

Decision makers look back on the lessons learnt from the previous similar situations
as a base for making current decisions [4]. However, the decision making process has
some shortcomings like high response time, repetitions of decisions already made and
inability to keep pace with the dynamic environment. This is due to inefficient knowl‐
edge administration and failure to capitalize the experiences within the organization.
A smart knowledge management system, known as the Set of Experience Knowledge
Structure (SOEKS) comprising Decisional DNA (DDNA), was presented by Sanin and
Szczerbicki, see [5, 6]. Implementing this system in the process of product innovation
will facilitate entrepreneurs and organizations to take proper decisions at appropriate
time as this system stores information, knowledge as well as experiences of the formal
decision events. In this way, the system grows and matures with time gaining more and
more expertise in its domain.

The structure of the paper includes the background (Sect. 2) in which the concept of
product innovation, SOEKS and DDNA are presented. Genetic structure of the product
is explained in Sect. 3 along with the innovation process using SOEKS and the Deci‐
sional DNA. Finally the concluding remarks are presented in Sect. 4.

2 Background

2.1 Product Innovation

The most important questions encountered during innovation problem solving are: (i)
when to innovate, and (ii) what to innovate? Most of the time, organizations fail to predict
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the proper time for analyzing and applying innovation. They start analyzing at a time
when they should have been applying innovation. There must be some point, a particular
time, at which the organization need to start analyzing the innovative objective. Once
this point is recognized, the innovation process can be started for finding out the optimal
solutions, so that the required innovative changes can be implemented into the product
on time. There must be clear difference between the point of analyzing the innovative
objective and the point of applying innovation. The time difference between these two
will account for the complete innovation process, i.e. from analysis, innovative solution,
design, manufacturing, and finally availability of the innovative product in the market.
The alarming time for starting analyzing the innovation process is shown as a red circle
in Fig. 1, called the critical zone. This is the point at which the sales are still increasing
but the rate of increase in sales starts decreasing.

Fig. 1. The product life cycle with the introduction of innovation at later phases

Product innovation using set of experience knowledge structure and decisional DNA
will make the innovation process systematic, smart and fast. After properly selecting
the point of analyzing innovative objective and obtaining the optimal solution from the
proposed system, the selected changes are designed and the product is manufactured
accordingly. The product is then launched into the market at the point of applying inno‐
vation i.e. the time preferably at the end of maturity phase or at the beginning of decline
phase and its sales start increasing again. The whole process can be repeated few times
until the effect of innovative changes does not result in appreciable sales of the product
or the product becomes obsolete [7].

2.2 Set of Experience Knowledge Structure and Decisional DNA

The Set of Experience Knowledge Structure (SOEKS) is a smart knowledge structure
capable of storing explicitly formal decision events, see [8–10]. This smart knowledge
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based decision support tool stores and maintains experiential knowledge and uses such
experiences in decision-making when a query is presented.

The SOEKS has four basic components: variables (V), functions (F), constraints (C)
and rules (R) [4] as seen in Fig. 2. It comprises a series of mathematical concepts (logical
element), together with a set of rules (ruled based element), and it is built upon a specific
event of decision-making (frame element).

Fig. 2. Set of experience and decisional DNA [10]

Applications of SOEKS and DDNA have been successfully applied in various fields
like industrial maintenance, semantic enhancement of virtual engineering applications,
state-of-the-art digital control system of the geothermal and renewable energy, storing
information and making periodic decisions in banking activities and supervision,
e-decisional community, virtual organization, interactive TV, and decision support
medical systems for Alzheimer’s diagnosis to name a few. For details see Shafiq et al.
[11]. Our research converges on the application of SOEKS in the development of
systematic product innovation.

Variables are considered as the root of the structure as they are required to define
other components. Functions are the relationship between a dependent variable and a
set of input variables. Functions are used by the SOEKS for establishing links between
variables and constructing multi-objective goals. Constraints are also functions that are
used to set the limit to the feasible solutions and control system performance with respect
to its goals. Rules, on the other hand, are the conditional relationships among the vari‐
ables and are defined in terms of If-Then-Else statements.

A formal decision event is represented by a unique set of variables, functions,
constraints and rules within the SOEKS. Groups of SOEKS are called chromosomes
that represent a specific area within the organization and store decisional strategies for
a category. Properly organized and grouped sets of chromosomes of the organization is
collectively known as the Decisional DNA of the organization.
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3 Product Innovation Using SOEKS and Decisional DNA

3.1 Genetic Structure of a Product

First the artifact, or the product, is structured in terms of a hierarchy of nested parts [12] as
shown in Fig. 3. The product is divided into a number of systems performing some specific
function of that product, which can be represented as subsystem level 1. Similarly,
subsystem level 1 can be subdivided into further subsystems, represented as subsystem
level 2 which are subassemblies associated with some sub-function that collectively
perform the function at subsystem level 1. This nesting continues until the subsystem level
reaches the component level. The four level hierarchy is shown in Fig. 3. The level of
subsystems is different for any particular system performing a particular function of the
product and can go up to level 10 or more [13] to reach the component level. Moreover the
level of each subsystem in the same product does not need to be the same, as it depends
upon the complexity of the system. Consider the automobile car as a product, it can be
divided into subsystems level 1 like car body, engine, fuel system, suspension system,
braking system, electrical system and so on. At subsystem level 2, it can be a piston and so
on until it reaches the component level which can be a simple pressure ring under the
engine system or a self-locking nut in car body system.

Fig. 3. Structure of a product representing its subsystems and components

There are inter-relationships among the systems, subsystems and components [14].
These relationships can be at the same level in the same system like piston and cylinder
in the engine system, or it can be between subsystems at the same or different level under
different systems like relationship between carburetor in fuel injection system and spark
plug in engine system.
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3.2 Innovation Process

Organizations involved in manufacturing products need to find out new ideas and inno‐
vate continuously to survive and prosper. They cannot grow only through cost reduction
and improved engineering processes. The reasons are competition at international level,
rising costs of material and energy, frequent changes in lifestyles, new technologies and
automation. Innovation is defined as the process of making changes to something estab‐
lished by introducing something new that add value to users and contributes to the
knowledge store of the organization [15]. Schumpeter [16] describes innovation as the
use of an invention to create a new product or service resulting in the creation of new
demand. He termed it as creative destruction as the introduction of a new product into
the market destroys the demand of existing products and creates demand for new ones,
and so on. There is a clear difference between an innovation and invention. Invention is
the creation of something new and does not need to fulfil any customer need. Invention
however can be exploited and transformed into a change that adds value to the customers;
thus, becoming an innovation.

Manufacturers must respond quickly and effectively today to ever-growing demands
from users for better products at lower costs. To survive, companies around the world
must continuously pursue product innovation [14]. Most manufacturing organizations
put their customers’ satisfaction on top priority to improve their competitiveness [17].
A systematic and proper approach in product innovation can increase the life of the
product. Based on innovative objectives, organizations can find out which features or
functions of the product need to be upgraded, which ones may be excluded and which
new features or functions may be added to the product. These features and functions are
attributed to some systems of the product.

Innovative changes in the product can be performed by modifying one or more
systems of the product. These modifications or changes can be at system, subsystem or
component level. Accordingly, the required changes can be incorporated into the product
to complete the innovation process. Product innovation is a continuous process; no
organization, however big or successful, can continue to grow on the past achievements.
Okpara [7] says that enterprises that rely exclusively on innovation will prosper until
their products and services become obsolete and non-competitive.

3.3 Decisional DNA of Product Innovation

Organisms are created by nature through complex physical and chemical actions. Simi‐
larly products are also produced by manufacturers through physical and chemical actions
[18]. Therefore, the essences of their origins are similar. DNA carries out the genetic
information of the living organisms. It comprises four basic elements called nucleotides:
adenine (A), thymine (T), guanine (G), and cytosine (C). Their combination represents
a unique characteristic of this structure. A Gene is a portion of a DNA molecule that
guides the operation of one particular component of an organism. Chromosome is a set
of genes and multiple chromosomes represents the genetic code of the individual [19].
Similarly, the knowledge structure proposed by Sanin and Szczerbicki [4] can be used
for storing and reusing the formal decisional events.
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The unique combination of variables (V), functions (F), constraints (C), and rules
(R) represents a formal decisional event or experience. This set of experience is
considered as a part of long strand of DNA, that is, a gene or what we call here
decisional gene of the product. A group of sets of experience of the same category
is called as decisional chromosome. These chromosomes provide a schematic view
of the knowledge. Finally the decisional DNA consists of stored experienced deci‐
sion events, that is, experiential knowledge.

For example, a single decision associated with the fuel injection system of the car
represents a set of experience, or decisional gene, of fuel injection system. Subsequently,
many of these decisions, or sets of experience, associated with fuel injection will
comprise a decisional chromosome of fuel injection system. Similarly many such types
of chromosomes, like suspension chromosome, engine chromosome, car body chromo‐
some, exhaust emission chromosome and so on, will comprise a Decisional DNA
(DDNA) of the car. These chromosomes are never complete, as they keep growing with
decisions added from time to time. In this way the decisional DNA continues to gain
experiential knowledge which helps it to take decisions based on innovative objectives.
This knowledge representation is dynamic in nature and behaves as an expert of the
product from every perspective.

The architecture of product innovation DDNA is shown in Fig. 4. It is the knowledge
representation of a product which is capable of capturing, storing, adding, improving,
sharing as well as reusing knowledge in decision making in a way similar to an innovator
or entrepreneur. The product innovation DDNA contains knowledge and experience of
each important feature of a product. This information is stored in eight different modules
of a product: Characteristics, Functionality, Requirements, Connections, Process,
Systems, Usability, and Cost. The first five modules come under the decisional DNA of
virtual engineering objects/virtual engineering process (VEO/VEP) that has been
studied by Shafiq et al. [20, 21]. The information and experiential knowledge from VEO/
VEP can be easily shared and used for innovation process.

Fig. 4. Architecture of a product innovation DDNA
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Characteristics represents the knowledge about dimensions, weight, appearance,
etc. of the system, subsystems and components of the product as well as the possible
concurrency attributes like versatility or ease of operation.

Functionality represents the knowledge about the basic working, input/output of the
object (object collectively represents system, subsystem or a component of the product)
and its operational principles. It also contains the operational knowledge of an object
such as time consumed and outcome of the process that is performed.

Connections represents the knowledge about the relations between the VEOs in
conjunction with the manufacturing scenario.

Requirements represents the knowledge about the necessities of the VEO required
for its precise working. It includes the type and amount of power required, space
requirements and the extent of user expertise necessary for operating a VEO.

Process represents the knowledge about the manufacturing process/process planning
of the artifact having all shop floor level information including sequence and selection
of operations, resources required for its manufacturing. This information helps in trans‐
forming a design model into a product in competent and economic way.

The above mentioned five modules can be extracted from the VEO/VEP DDNA
studied by Shafiq et al. [20, 21]. Three more modules are introduced here;

Systems represents not only the knowledge about the relationships between various
systems, subsystems and components like their hierarchy and dependability so as to
represent a complete product but also stores the past history of every system, subsystem
and component that were used for the same function. It also stores the possible alternative
systems, subsystems or components that have the potential of replacing the current one.
This module is continuously updated with the alternative systems used in advanced
products as well as the new technological systems, inventions and advanced materials.
This is the most important module for innovation process.

Usability represents the knowledge about the use of a particular system, subsystem
or component of the product in other products. This will help in assessing its performance
in other products. Information like which products have stopped using this system or
component and in which products it has been introduced recently and its effect on the
performance, popularity, sales or price of the product.

Cost represents the knowledge about the total cost of all the systems, subsystems
and components. It will help in comparing and selecting a system, subsystem, optimum
manufacturing process, component material, etc. on cost basis.

The query based on innovative objectives is fed into the SOEKS/DDNA system.
This query is converted to a SOEKS containing a unique combination of variables,
functions, constraints and rules as described in Sect. 2.2 above. The system will look
for the most similar SOEKS for comparison and based on the similar experiences will
provide proposed solutions. For example, the innovative objectives suggests possible
changes in five functions or sub-functions. The system will relate these functions and
sub-functions with some systems and subsystems of the product. Comparing the expe‐
riences from the past having some common innovative objectives, the system will
provide the set number of possible solutions. At this point it may be noted that generally
innovative changes are incremental and not modular i.e. changes are done only in few
parts of the product not in all the systems and subsystem stated in innovative objectives.
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So the system will compare the present query with the past queries having some common
objectives. Based on the solutions of the past SOEKS, proposed solutions are obtained
suggesting possible changes in some subsystems or components of the product.

The system will then compare the alternatives available in the systems and usability
module. Based on the weights assigned to the attributes, list of solutions are presented
by the system. The best solution is chosen and stored in the decisional DNA of the
product innovation as a SOEKS that can be used for solving innovative problem in
future. In this way the system also gains some experiential knowledge and with time it
will behave as an expert innovator/entrepreneur having knowledge equivalent to a group
of experts, capable of taking quick and smart decisions.

4 Conclusion

This paper applies Smart Knowledge Management System, comprising Set of Experi‐
ence Knowledge Structure (SOEKS) and Decisional DNA, to solve the product inno‐
vation problem. The system is capable of storing knowledge as well as experiences of
the past decisional events. The proposed framework for smart product innovation will
allow the entrepreneurs and organizations to perform the innovation process quickly and
technically sound. It stores the past decisional events or sets of experiences which help
it in innovation process. The sets of experiences of the same category are grouped as a
particular chromosome related to some function or system of the product and many such
chromosomes represent a decisional DNA of the product. This proposed system is
dynamic in nature as it updates itself every time the decision is taken. With time it will
behave as an expert innovator/entrepreneur capable of taking quick and smart decisions.
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Abstract. This paper starts epistemic approaches of studying the Bay-
esian routing problem in the frame work of the network game introduced
by Koutsoupias and Papadimitriou [LNCS 1563, pp.404–413. Springer
(1999)]. It highlights the role of common-knowledge on the users’ indi-
vidual conjectures on the others’ selections of channels in the network
game. Especially two notions of equilibria are presented in the Bayesian
extension of the network game; expected delay equilibrium and rational
expectations equilibrium, such as each user minimizes own expectations
of delay and social cost respectively. We show that the equilibria have
the properties: If all users commonly know them, then the former equi-
librium yields a Nash equilibrium in the based KP-model and the latter
equilibrium yields a Nash equilibrium for social cost in the network game.

Keywords: Bayesian KP-model · Common-knowledge · Conjecture ·
Expected delay equilibrium · Information partition · Rational expecta-
tions equilibrium · Social cost

1 Introduction

This paper starts studying a Bayesian routing problem from the epistemic point
of view. We focus on the role of common-knowledge on the users’ individ-
ual conjectures on the others’ selections of channels by giving Bayesian exten-
sion of KP-model, which is the network game introduced by Koutsoupias and
Papadimitriou [7].

We propose two notions of equilibria, expected delay equilibrium and rational
expectations equilibrium, which the former is the profiles of individual conjec-
tures such as each user minimizes his/her own expectations of delay and the
latter is the profiles of conjectures such as each user minimizes his/her own
expectations of social cost respectively.

We will highlight the epistemic feature of these equilibriums, and we shall
show the epistemic condition for the equilibria as below:
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Main Theorem. If all users commonly know an expected delay equilibrium,
then the equilibrium yields a Nash equilibrium in the based KP-model. If they
commonly know a rational expectations equilibrium, then the equilibrium yields
a Nash equilibrium for social cost in it.

Garing et al. [5] is the first paper in which Bayesian Nash equilibrium is
treated. They analysis Bayesian extension of routing game specified by the type-
space model of Harsanyi [6] as information structure, and they collected several
results: (1) the existence and computability of pure Nash equilibrium, (2) the
property of the set of fully mixes Bayesian Nash equilibria and (3) the upper
bound of the price of anarchy for specific types of social function associated
with Bayesian Nash equilibria. In this paper we shall modify their model by
adopting arbitrary partition structure following Aumann [1] instead of the type-
space model. The merit of adopting information partition structure lies not only
in getting the close connection to computational logic (Fagin et al. [4]) but also
in increasing the range of its applications in various fields.

The paper is organized as follows: After reviewing KP-model in Sect. 2, we
will present a Bayesian extension of the KP-models in Sect. 3. On highlighting
the role of users’ conjectures on the others’ choices, we will propose the two
equilibrium notions: expected delay equilibrium and rational expectations equi-
librium. In Sect. 4, we will review the formal notion of common-knowledge, and
will state the main theorem (Theorem 2). Further, we will make appraisal of the
role of common-knowledge assumption in the main theorem. Section 5 concludes
some remarks on agenda for further research.

2 KP-Model

In this paper we will treat only a simple type of the KP-model by Koutsoupias
and Papadimitriou [7] as below.1

Let m,n ∈ N with m,n � 2. The model consists of one storage S and n
users (clients) {1, 2, · · · , i, · · · , n} with which each has to use one of m channels
(providers) to connect the storage. Each channel (or provider) l = 1, 2, · · · ,m
has a given capacity cl. User i intends to send/receive information with volume
wi to/from the storage S through provider li. We call this structure a KP-model
denoted by KP .

User i’s actions are choices of the channels, so i’s action set L = {li|li =
1, 2, · · · ,m}. This is common for all users. Let Ln denote L × L × · · · × L (n
times). We consider each member l = (li)i∈N of L as a pure strategies profile.
Then the delay for a user i selecting a channel li is defined by

λli
i =

1
cli

{wi +
∑

k∈N\i;lk=li

wk}.

We consider a social cost S(w, l) as a real valued function of pure strategies
l = (li)i∈N .
1 Mazalov [9], Chap. 9 pp.314–351.
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Example 1. The below are typical of social costs:

Linear cost: LSC(w, l) =
∑n

i=1
1

cli

(∑
k;lk=li

wk

)
;

Quadratic cost: QSC(w, l) =
∑n

i=1
1

cli

(∑
k;lk=li

wk

)2

;

Maximal cost: MSC(w, l) = Maxn
i=1

1
cli

(∑
k;lk=li

wk

)
. ��

Throughout this paper we shall assume that any volume bundle
w = (w1, w2, · · · , wn) is given a priori and each wi is indivisible.

Let Δ(L) be the set of all probability distributions on L, and Δ(Ln) = Δ(L)n.
Each member σ = (σi)i∈N of Δ(Ln) is called a mixed strategy. The user i’s
expected delay of channel li for a mixed strategy σ = (σi)i∈N is

λli
i (σ) =

1
cli

{wi +
∑

k∈N\i

wkσk(li)}

Definition 1. A mixed strategy σ = (σi)i∈N is a Nash equilibrium for the KP-
model if if for any client i ∈ N and for any channel l ∈ L,

λl
i(σ) = Minj∈Lλj

i (σ) when σi(l) � 0 and

λl
i(σ) � Minj∈Lλj

i (σ) when σi(l) = 0

Let NE(KP) be the set of all Nash equilibria.
By the expected social cost according to a mixed strategy σ = (σi)i∈N we

mean
SC(w, σ) =

∑

l=(lk)k∈N∈Ln

SC(w, l)
∏

k∈N

σk(lk).

Definition 2. A mixed strategy σ = (σi)i∈N is a Nash equilibrium for a social
cost function SC(w, l) if SC(w, σ) � SC(w, (li, σ−i)) for any user i ∈ N and for
any channel li ∈ Supp(σi).

Let NE(SC) be the set of all Nash equilibria. According to Nash [10] the existence
theorem for the above Nash equilibria is guaranteed:

Proposition 1. Any KP-model KP always has its Nash equilibrium; i.e.,
NE(KP ) �= ∅, and furthermore it has also a Nash equilibrium for any social
cost SC(w, l); i.e.; NE(SC) �= ∅. ��

The optimal social cost for KP is defined by opt(SC) = infσ∈Δ(Ln) SC(w, σ).
We can now obtain a characteristics of a network game KP : The price of

anarchy for the network game KP is

PA(KP ) = sup
σ∈NE(KP )

SC(w, σ)
opt(SC)
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Example 2.2 Let us consider the KP-model with one storage S and two users
N = {1, 2} sending/receiving their information to S of volume w1 = 1 and w2 =
3 through the two channels of the capacities c1 = c2 = 1 respectively. Denote
L(i) = {c1, c2} for i = 1, 2. This KP-model has the unique mixed strategy Nash
equilibrium σ = (12c1+ 1

2c2,
1
2c1+ 1

2c2). The linear social costs is LSC(w, σ) = 4.

3 Bayesian Approach

We will extend the above KP-model to the KP-model under uncertainty, called
a Bayesian KP-model, and we treat only the network topology that there is only
one storage and every user connects directly to the storage’.

3.1 Bayesian Extension

By Bayesian KP-mode we mean a KP-model equipped with a partition infor-
mation structure 〈Ω,μ, (Πi)i∈N , (li)i∈N 〉 in which Ω is a non-empty finite set,
called state-space, whose members are called states, whose subsets are events, μ
is a probability measure on Ω with full support, and (Πi)i∈N is a class of user
i’s information functions Πi : Ω → 2Ω together a profile of random variables
(r.v.s) li : Ω → L, satisfying the below properties:

P1 {Πi(ω)|ω ∈ Ω} is a partition of Ω;
P2 ω ∈ Πi(ω),
BP Πi(ω) ⊆ [l]i = [li = l] for any l ∈ L and for any ω ∈ [l]i.3

We call also the above structure a Bayesian extension of a KP-model KP , and
denote it by BKP. Furthermore, we shall denote by B(KP ) the set of all the
Bayesian extensions of a KP-model KP .

Example 3. The KP-model in Example 2 has a Bayesian extension by equipped
with the below information partition:

– Two users 1, 2;
– Ω = {ω1, ω2, ω3, ω4}, with each state is interpreted as user 1 choses channel 1

at ω1 and ω2, and he choses channel 2 at ω3 and ω4. On the other hand, user
2 choses channel 1 at ω1 and ω3, and she choses channel 2 at ω2 and ω4. This
is illustrated by

c1 c2

c1 ω1 ω2

c2 ω3 ω4

2 Example 9.6 in Mazalov [9] p. 324.
3 Where [li = l] is defined by [li = l] = {ω ∈ Ω|li(ω) = l}. The last postulate BP
means that ‘user i knows absolutely his/her selection of channel l.
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– μ is the equal probability measure on 2Ω ; i.e., μ(ω) = 1
4 :

– The information partition (Πi)i=1,2 is given as
• The partition Π1 : Ω → 2Ω :

Π1(ω) =

{
{ω1, ω2} for ω = ω1, ω2,

{ω3, ω4} for ω = ω3, ω4.

• The partition Π2 : Ω → 2Ω :

Π2(ω) =

{
{ω1, ω3} for ω = ω1, ω3,

{ω2, ω4} for ω = ω2, ω4.

– The r.v. li : Ω → L(i) = {c1, c2}:

l1(ω) =

{
c1 for ω = ω1, ω2,

c2 for ω = ω3, ω4.
l2(ω) =

{
c1 for ω = ω1, ω3,

c2 for ω = ω2, ω4.

3.2 Individual Conjecture

From Bayesian point of view we assume that each user i knows his/her choice of
channel l, but he/she never know the other user’s choices. The former assump-
tion has already formulated in the above postulate BP. The latter requires to
introduce i’s conjecture on the other user k’s selection of channel. By this we
mean a probability distribution qi on the others’ section set (Ln)−i of channels
(lk)k∈N\i, i.e.; qi ∈ Δ((Ln)−i). Denoting l by l(k) if user k selects l, the marginal
probability qi(l(k)) on the other user k’s section set L is the i’s conjecture on k’s
selections. By using the random variable (r.v.):

qi([l]k;ω) = μ([l]k|Πi(ω))

we define the evens concerned of the conjecture qi as follows:

[qi(l(k))] = {ω ∈ Ω|qi([l]k;ω) = qi(l(k))} and
[qi] = ∩(lk)k∈N\i∈Ln−1 [qi((lk)k∈N\i)]

3.3 Individual Expected Delay

A user i’s expectation of delay λl
i for channel l ∈ L according his/her conjecture

qi is defined by

Ei[λl
i; qi] =

1
cl

∑

k∈N

wkqi(l(k)).

It follows that for any ω ∈ [qi(l(k))], Ei[λl
i; qi] = 1

cl

∑
k∈N wkqi([l]k;ω). In view-

ing of BP it follows that qi([l]i;ω) = 1, and so

Ei[λl
i; qi] =

1
cl

{wi +
∑

k∈N\i

wkqi([l]k;ω)} =
1
cl

{wi +
∑

k∈N\i

wkqi(l(k))}.
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Let us introduce an equilibrium for expected delay associated with individual
conjecture:

Definition 3. i’s conjectures qi ∈ Δ((Ln)−i)(i ∈ N) is called an rational
expected delay for BKP at state ω ∈ [qi] if

Ei[λl
i; (qi)i∈N ] = Minj∈LEi[λ

j
i ; (qi)i∈N ]

for any channel l ∈ L adopted by i ∈ N .

We denote by EDBKP(qi) the set of all the states in which qi is a rational expected
delay for BKP ∈ B(KP ). Moreover,

Definition 4. A profile of all users’ conjectures q = (qi)i∈N ∈ (Δ((Ln)−i))n is
called an expected delay equilibrium (e.d.e.) for BKP at state ω ∈ [qi] if

ω ∈ ∩i∈NEDBKP(qi)

We denote by EDEBKP(q) the set of all the states in which q = (qi)i∈N is an
e.d.e. for BKP ∈ B(KP ).

3.4 Rational Expectation

A user i’s expectation of social cost according to his/her conjecture qi is

Ei[SC(w, (li, l−i)); qi] =
∑

ξ∈Ω

SC(w, (li, l−i(ξ))qi(l−i(ξ))

It follows that for ω ∈ [qi], qi(l−i) = qi([l−i];ω) for any l−i ∈ (Ln)−i, and so

Ei[SC(w, (li, l−i)); qi] =
∑

l−i∈(Ln)−i

SC(w, (li, l−i))qi([l−i];ω)

=
∑

l−i∈(Ln)−i

SC(w, (li, l−i))qi(l−i).

Let us introduce an equilibrium for expected social cost associated with individ-
ual conjecture:

Definition 5. i’s individual conjecture qi is said to be rational expectation for
a social function SC(w, l) at ω ∈ Ω if ω ∈ [qi] provided with

Ei[SC(w, (li(ω), l−i)); qi] � Ei[SC(w, (li, l−i)); qi]

for any channel li ∈ L adopted by i.

We denote by REBKP(SC(w, l) : qi) be the set of all the states in which qi(i ∈
N) is a rational expectation for a social cost SC(w, l) for BKP ∈ B(KP ).
Furthermore,
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Definition 6. A profile of all users’ conjectures q = (qi)i∈N is called an rational
expectations equilibrium (r.e.e.) for a social function SC(w, l) at ω ∈ Ω if

ω ∈ ∩i∈NREBKP(SC(w, l) : qi)

We denote by REEBKP(SC(w, l) : q) the set of all the states in which q = (qi)i∈N

is a r.e.e. for a social cost SC(w, l) for BKP ∈ B(KP ).
We can plainly observe that the below fundamental theorem follows from

Proposition 1:

Theorem 1. Any KP-model KP has a Bayesian extension BKP ∈ B(KP ) such
that it has simultaneously both an expected delay equilibrium q′ = (q′

i)i∈N and a
rational expectations equilibrium q = (qi)i∈N for any social function SC(w, l) at
everywhere; i.e.: REEBKP(SC(w, l) : q) = EDEBKP(q′) = Ω.

The converse is an interesting problem:

Problem 1. Given a Bayesian extension BKP of a KP-model together with an
information structure, under what conditions can a rational expectations equi-
librium for SC(w, l) actually yield a Nash equilibrium for SC(w, l) ? Or/and
how about an expected delay equilibrium?

Example 4. Let us reconsider the Bayesian KP-model presented in Example 3.
The r.v. (qi)i=1,2 are given: For any ω ∈ Ω,

q1([l]2;ω) =
1
2

for l ∈ L(1) = {1, 2}; q([l]1;ω) =
1
2

for l ∈ L(2) = {1, 2}
Hence it can be plainly observed that there exists unique profile of conjectures
(qi)i=1,2 with [qi] �= ∅. The conjectures are: q1(l) = q2(l) = 1

2 ., and the profile of
them gives the unique e.d.e. for this BKP , together with the unique r.e.e. for
any social costs SC(w, l).

4 Epistemic Approach

We will present an affirmative answer to Problem1 as above by using common-
knowledge following Aumann and Brandenburger [3].

4.1 Knowledge

We will give the formal model of knowledge.4 Let us consider a Bayesian KP-
model BKP based on a KP-model KP , and i be an arbitrary user. i’s knowledge
operator Ki on 2Ω defined by

KiE = {ω | Πi(ω) ⊆ E}
The event KiE will be interpreted as the set of states of nature for which i
knows E to be possible. We record the properties of i’s knowledge operator,
which actually characterize ‘Knowledge.’5 For every E,F of 2Ω ,
4 This is called the event-based approach in Fagin et al. [4].
5 According to these properties we can say the structure 〈Ω, (Ki)i∈N 〉 is a model for
the multi-modal logic S5n.
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N KiΩ = Ω, Ki∅ = ∅; K Ki(E ∩ F ) = KiE ∩ KiF ; T KiE ⊆ E
4 KiE ⊆ Ki(KiE); 5 Ω \ KiE ⊆ Ki(Ω \ KiE).

4.2 Common-Knowledge

The mutual knowledge operator KE : 2Ω → 2Ω is the intersection of all individ-
ual knowledge operators: KEF = ∩i∈NKiF which is interpreted as that everyone
knows E. By the composition of knowledge operators Ki,Kj we mean the oper-
ator KiKj : 2Ω → 2Ω defined by KiKj(E) = Ki(KjE). The common-knowledge
operator KC : 2Ω → Ω is defined by

KCE = ∩n∈N ∩{i1.i2,··· ,ln}�N Ki1Ki2 · · · KinE. (1)

The intended interpretations are: An event E is common-knowledge at ω ∈ Ω if
ω ∈ KCE, and KCE is the event of common-knowledge of E. It can be plainly
observed that KC satisfies all the above properties N, K, T, 4 and 5.

Example 5. Let us turn back to the Bayesian KP-model BKP presented in
Example 3. The BKP has the profile of the conjectures (qi)i=1,2 that is simulta-
neously the unique e.d.e and the unique r.e.e. by Example 4. Here we should note
that both q1 and q2 are common-knowledge among users 1 and 2 at everywhere,
because [q1] = [q2] = Ω = KC([q1]) = KC([q2]).

4.3 Epistemic Conditions for Equilibrium

The above observation will lead us to necessary conditions for these equilibrium
in general case as the below theorem. For the proof, see Matsuhisa [8]

Theorem 2 (Matsuhisa [8]). In a Bayesian KP-model, the following state-
ments are true:

(i) If there is a state where for each i ∈ N , it is common-knowledge among N
that i’s conjecture qi is a rational expectation for a social cost SC(w, l), then
the profile (qi)i∈N yield a Nash equilibrium for SC(w, l).

(ii) If there is a state where for each i ∈ N , it is common-knowledge among N
that i’s conjecture qi is a rational expected delay, then the profile (qi)i∈N of
conjectures yield a Nash equilibrium for KP. Furthermore, i’s expectation of
delay Ei[λl

i; (qi)i∈N ] coincides with i’s expected delay λl
i(σ).

Remark 1. We shall make appraisal of the common-knowledge assumption in
Theorem 2. In the case of two users, Theorem 2 is still true without the common-
knowledge assumption. However, in the case of more than two users, the common-
knowledge assumption plays crucial role in Theorem 2. In fact, a rational
expectation equilibrium for a social cost SC(w, l) can not always yield a Nash
equilibrium for SC(w, l) if the all users does not commonly know that one of the
conjectures is a rational expectation, even though they mutually know that it is
a rational expectation also. The example in Matsuhisa [8] shows the situation:
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5 Discussions

This paper is the first time to treat a Bayesian routing game from the view point
of the interaction of knowledge for users’. We have been keeping many important
agenda left, so it will end this paper well by remarking some of them.

5.1 Expected Price of Anarchy

First of all, the most important agenda is to proceed with treating social costs
with its price of anarchy from epistemic point of view. Let us extend them into
our framework. By user i’s individual expected social cost Ei[SC; qi] according
to qi we shall mean the sum of the individual expected costs for all users; i.e.:

Ei[SC; qi] =
∑

li∈L(i)

Ei[SC(w, (li, l−i)); qi]

and the expected social cost is E[SC; q] =
∑

i∈N Ei[SC; qi]. The expected price
of anarchy is

E[PA]BKP (SC) =
supq∈REEBKP(SC(w,l)) E[SC; q]

infq∈(Δ((Ln)−i))n E[SC; q]

Then we have the below conjecture: Without loss of generality, assume c1 � c2 �
· · · cm � 0.

Conjecture 1. Let SC(w, l) be one of LSC(W, l), QSC(w, l) and MSC(w, l).
Then we have a upper bound of the expected price of anarchy as

E[PA]BKP (SC) �

⎧
⎨

⎩

c1
cm

for SC = LSC,MSC;
(

c1
cm

)2

for SC = QSC.

It is worthy noting that the conjecture implies a refinement of Theorem 9.4
in Mazalov [9] as below.

Corollary 1. If BKP has homogeneous capacities (i.e.; c1 = c2 = · · · = cm)
then E[PA]BKP (SC) = 1 for SC = LSC, MSC, QSC.

5.2 Common-Knowledge

As we noted in Remark 1, the common-knowledge assumption plays essential role
in Theorem 2. However it is actually very strong assumption, because common-
knowledge is introduced by the infinite regress of interactions among individual
knowledge as like as Eq. (1). So we would like to remove out it in our framework.
There seems to be several ways to improving this point, here I would recommend
adopting the communication process introduced by Parikh and Krasucki [11]
replacing common-knowledge.
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5.3 Indivisible Volumes

In this paper the volumes in BKP are considered as indivisible goods, but these
should be consider as divisible ones when we shall consider KP models as the
models of cloud computing system, because the volumes are considered as vol-
umes of information. To treat KP models from this point of view the Bayesian
KP-model shall be investigated as exchange economy under uncertainty, and it
arises an interesting problem to investigate the relationship between the several
core notions appeared and the equilibria presented in this paper.

5.4 General Information Partition

As mentioned previously, Garing et al. [5] is the first paper in which they analy-
sis Bayesian extension of routing game specified by the type-space model of
Harsanyi [6] as information structure, On the other hand, I modify their model
by adopting arbitrary partition structure in this paper instead of the type-space
model following Aumann [1]. The merit of adopting information partition struc-
ture lies in getting the close connection to computational logic (Fagin et al. [4]).
The Bayesian Nash equilibrium in Garing et al. [5] seems to be very close to
the correlated equilibrium of Aumann [2], so we have to introduce the notion of
correlated equilibrium in BKP-model, and investigate the relationship between
the equilibrium and the Bayesian Nash equilibrium in Garing et al. [5]. In this
regards it is also important to reconstruct and refine the results obtained in
Garing et al. [5] in our framework.
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Abstract. In the present paper local constrained controllability problems for
semilinear finite-dimensional discrete system with constant coefficients are
formulated and discussed. Using some mapping theorems taken from functional
analysis and linear approximation methods sufficient conditions for constrained
controllability are derived and proved. The present paper extends the controlla‐
bility conditions with unconstrained controls given in the literature to cover the
semilinear discrete systems with constrained controls.
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1 Introduction

Controllability is one of the fundamental concept in mathematical control theory [3, 4].
Roughly speaking, controllability generally means, that it is possible to steer system
from an arbitrary initial state to an arbitrary final state using the set of admissible
controls. In the present paper local constrained controllability problems for semilinear
fractional discrete control system with constant coefficients are formulated and
discussed. Semilinear fractional discrete systems [1, 7, 11] are subclass of general
nonlinear discrete systems and contain both pure linear part and pure nonlinear in the
right hand side of the difference state equation. Using some mapping theorems taken
from functional analysis [12] and linear approximation methods [7] sufficient conditions
for constrained controllability are derived and proved. The present paper extends in some
sense the results given in papers [5–9] to cover the semilinear fractional discrete systems
with constrained controls.
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2 Preliminaries

In this paper definition of the fractional difference of the form

(1)

will be used, where  is the order of the fractional difference and the set of nonneg‐
ative integers is denoted by 

(2)

Consider the fractional discrete semilinear control system, described by the difference
state-space equations

(3)
with given initial condition x0.

Where xk ∈ U ⊂ Rn, uk∈ Rm are the state and input vectors and A and B are given
n × n and n × m constant matrices, respectively. Moreover, f:Rn × Rm → Rn, is a given
function generally nonlinear and continuously differentiable near the origin. Moreover,
we us assume that f(0, 0) = 0. In practical applications the function f(xk, uk) may be
treated as certain outside disturbances near the origin.

Taking into account the above assumption, let us introduce the notations for partial
derivatives of the function f(x, u) with respect to both vectors variables

where G is n × n-dimensional constant matrix, and H is n × m-dimensional constant
matrix.

In controllability investigations of semilinear fractional control system (3) the crucial
role plays linear approximation of the system around the origin. Therefore, using
standard methods, it is possible to construct linear approximation of the semilinear frac‐
tional discrete system (3). However, this linear approximation is valid only in some
neighbourhood of the origin in the product space Rn × Rm.

Approximated linear systems corresponding to semilinear fractional system (3) is
given by the linear difference state Eq. (4)

(4)

where matrices A, B are of the following form
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In order to discuss controllability problem for semilinear fractional system (3) first
of all it is necessary to find the solution for linear fractional difference state Eq. (4) from
a given initial condition x0. In order to do that let us consider the linear autonomous
difference equation

Following [1] the solution with initial condition x0 has the form

where n × n dimensional matrix S is a solution of difference equation

(5)

with initial condition

where In is n × n dimensional identity matrix.
It should be mentioned, that for special case α = 1 i.e., for standard system we have

Therefore, using matrix S the solution for the linear fractional Eq. (4) can be repre‐
sented in the following compact form

In the literature there are many different controllability concepts, which strongly
depends on the type of dynamical system and the given set of admissible controls.
However, it is well known, (see e.g., [3–7]) that for linear, semilinear and generally
nonlinear discrete dynamical control systems it is possible to define local controllability
in a given number of steps and global controllability in a given number of steps.

In the sequel we shall concentrate on local controllability of semilinear fractional
system (3) in a given number of steps i.e. in the interval [0, q] and global controllability
for linear fractional system (4) in the same interval [0, q]. For simplicity of consideration
both cases will be discussed for zero initial condition x0 = 0.

Definition 1. Linear fractional discrete system (4) is said to be globally U-controllable
in a given interval [0, q] if for zero initial condition x0 = 0, and every vector x’ ∈ Rn,
there exists an admissible sequence of controls up = {u(i) ∈ U; 0 ≤ i < q}, such that the
corresponding solution of the Eq. (4) satisfies condition x(p) = x’.
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Definition 2. Semilinear fractional discrete system (3) is said to be locally U-control‐
lable in a given interval [0, q] if for zero initial condition there exists neighbourhood of
zero D ⊂ Rn, such that for every point x’ ∈ D there exists an admissible sequence of
controls up = {u(i)∈ U: 0 ≤ i<p}, such that the corresponding solution of the Eq. (3)
satisfies the final condition x(p) = x’.

There is an essential connection between local U-controllability of semilinear frac‐
tional system (3) and global U-controllability of linear fractional system (4) given in the
next lemma.

Lemma 1. Global U-controllability of linear fractional discrete system (4) is a sufficient
condition for local U-controllability near the origin for semilinear fractional discrete
system (3).

From the above lemma follows two remarks.

Remark 1. Since global U-controllability of linear fractional system (4) is only suffi‐
cient but not necessary condition for local controllability near the origin for semilinear
system (3), therefore, there are locally U-controllable semilinear fractional systems for
which linear approximations are not globally U-controllable.

Remark 2. The crucial role in local U-controllability for semilinear fractional systems
plays global U-controllability of corresponding linear fractional system.

3 Main Results

Taking into account Remark 2, first of all we shall prove necessary and sufficient condi‐
tion for global controllability of linear fractional system (4) for unconstrained admissible
controls i.e., U = Rm.

Theorem 1. The discrete fractional linear system (4) is controllable in q steps if and
only if n × qm dimensional controllability matrix

(6)

has full row rank n.

Proof. Using solution of the linear fractional system given in (4) for  and initial
condition  we obtain

(7)
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From Definition 1 it follows that linear fractional system (4) is controllable in q steps
if and only if for every final state xq∈ Rn there exists a input sequence ui ∈ U,

 such that the equality (7) is satisfied. On the other hand it take place
if and only if controllability matrix Mq has full row rank n. Hence Theorem 1 is proved.

Using the well-known properties of matrices from Theorem 1 follows directly the
next Corollary.

Corollary 1. The fractional linear system (4) is globally controllable in q steps if and

only  is invertible matrix, i.e. there exist matrix , where MT denotes
transposition.

Taking into account the relationship between global controllability of linear frac‐
tional system (4) and local controllability of semilinear fractional system (3) we have
the following sufficient condition for local controllability in q steps of semilinear frac‐
tional discrete system (3).

Corollary 2. The semilinear fractional discrete system (3) is locally controllable in q
steps if  is invertible matrix.

Now let as consider constrained controllability problems for semilinear fractional
discrete control system (3). Let U ⊂ Rm be a given closed convex cone with vertex at
zero. The sequence of controls {uk, k = 0, 1, 2,…} is called an admissible sequence of
controls.. In the sequel we shall also use the following notations: Ω0 ⊂ Rm is a neigh‐
bourhood of zero, and U0 = U ∩ Ω0.

Therefore, in the next part of this section we shall formulate sufficient conditions of
local U-controllability in a given interval [0, p] and set U for the semilinear fractional
discrete system (3).

Lemma 2. [12] Let F: Z→ Y be a nonlinear operator from a Banach space Z into a
Banach space Y which has the Frechet derivative dF(0): Z → Y, whose image coincides
with the whole space Y. Then the image of the nonlinear operator F will contain a
neighbourhood of the point F(0) ∈ Y.

Lemma 3. [12] Let F: Z → Y be a nonlinear operator from a Banach space Z into a
Banach space Y and suppose that F(0) = 0. Assume that the Frechet derivative dF(0)
maps a closed convex cone C ⊂ Z with vertex at zero onto the whole space Y. Then there
exists neighbourhoods M0 ⊂ Z about 0∈ Z and N0 ⊂ Y about 0∈ Y such that the equation
y = F(z) has for each y ∈ N0 at least one solution z ∈ M0 ∩ C.

Now, we are in the position to formulate the main result on the local U-controllability
for semilinear system (3).

Theorem 2. Let us suppose, that Uc ⊂ Rm is a closed convex cone with vertex at zero.
Then the semilinear fractional discrete system (3) is locally Uc0-controllable in the
interval [0, q] if its linear approximation near the origin given by the difference Eq. (4)
is globally Uc-controllable in the same interval [0, q].
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Proof. Let us define for the nonlinear dynamical system (3) a nonlinear map g:
Uq → Rn by

where uq = {u(0), u(1),…,u(k),…,u(q − 1)} is a sequence of admissible controls.
Similarly, for the associated linear dynamical system (4), we define a linear map

By the assumption (iii) the linear dynamical system (4) is Uc-globally relative control‐
lable in [0, q]. Therefore, by the Definition 2 the linear operator h is surjective i.e., it
maps the cone  onto the whole space Rn. Furthermore, by Lemma 3 we have that
Dg(0) = h.

Since Uc is a closed and convex cone, then the set of admissible controls  is also
a closed and convex cone in the space Uq. Therefore, the nonlinear map g satisfies all
the assumptions of the generalized open mapping theorem stated in the Lemma 3. Hence,
the nonlinear map g transforms a conical neighborhood of zero in the set of admissible
controls  onto some neighborhood of zero in the state space Rn. This is by previous
definitions equivalent to the Uc-local controllability in [0, q] of the semilinear fractional
dynamical control system (3). Hence, our theorem follows.

Corollary 3. Under the assumptions stated in Theorem 2 the semilinear fractional
system (3) is locally Uc0-controllable in the interval [0, q] if the linear fractional system
(4) is globally Uc-controllable in the interval [0, q].

From Theorem 2 the linear system (4) is globally Uc-controllable in the interval
[0, q]. Therefore, by Corollary 3 the semilinear fractional system (3) is locally Uc0-
controllable in the same interval [0, p]. In the case when set U contains zero as an interior
point we have the sufficient condition for local constrained controllability of semilinear
fractional discrete systems (3).

Corollary 4. Let 0 ∈ int(U). Then the semilinear discrete system (3) is locally U-
controllable in the interval [0, q] if its linear approximation near origin given by the
difference state Eq. (4) is locally U-controllable in the same interval [0, q].

4 Example

Let us consider the following simple example, which illustrates theoretical considera‐
tions. Let us assume unconstrained admissible controls and let the semilinear fractional
discrete dynamical control system defined on a given time interval [0, q], has the
following form

Controllability of Semilinear Fractional Discrete Systems 505



(8)

Therefore,

and using the notations given in the previous sections matrices C and D and the nonlinear
mapping F have the following form

Moreover,

Moreover, taking into account the equality (5) for k = 0 and α = 1, 5 we have

Thus substituting matrices A and I2 we obtain

Thus for q = 2 steps controllability matrix M2 has the form

Since rank M2 = 2 = n the linear fractional system is globally controllable in two steps
and hence, the semilinear fractional discrete system (8) is locally controllable in two
steps near origin.
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5 Conclusions

In the present paper local unconstrained and constrained controllability problems for
semilinear fractional finite-dimensional discrete control system with constant coeffi‐
cients are formulated and discussed. Using some mapping theorems taken from func‐
tional analysis and linear approximation methods sufficient conditions for unconstrained
and constrained controllability are derived and proved. The present paper extends the
controllability conditions with unconstrained and constrained controls given in the liter‐
ature for standard semilineaar discrete control systems to cover the semilinear fractional
discrete systems with unconstrained and constrained controls.
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Abstract. Evolutionary algorithms possesses many practical applica-
tions. One of the practical application of the evolutionary methods is dig-
ital filters design. Evolutionary techniques are very often used to design
FIR (Finite Impulse Response) digital filters or IIR (Infinite Impulse
Response) digital filters. IIR digital filters are very often practically real-
ized as a cascade of biquad sections. The guarantee of stability of biquad
sections is one of the most important element during IIR digital filter
design process. If we want to obtain a stable IIR digital filter, the all
poles of the transfer function for all biquad sections must be located into
the unitary circle in the z-plane. Of course, if we want to have a minimal
phase digital filter then all zeros of the transfer function for all biquad
sections must be also located into the unitary circle in the z-plane. In
many evolutionary algorithms which are dedicated to the IIR digital
filter design the initial population (or re-initialized populations) of the
filter coefficients are chosen randomly. Therefore, some of digital filters
which are generated in population can be unstable (or/and the filters are
not minimal phase). In this paper, we show how to randomly generate a
population of stable and minimal phase biquad sections with very high
efficiency. Due to our approach, we can also reduce a computational time
which is required for evaluation of stability (or/and minimal phase prop-
erty) of digital filter. The proposed approach has been compared with
standard techniques which are used in evolutionary digital filter design
methods.

1 Introduction

Evolutionary computation [1,2] is a global optimization technique which possesses
many practical applications [3–8]. Among evolutionary computation methods, we
can mention evolutionary algorithms [2], genetic algorithms [1], differential evolu-
tion algorithms [9], particle swarm optimization algorithms [10], ant colony opti-
mization algorithms [11], and many others nature based optimization techniques.
The evolutionary algorithms are one of the first global optimization technique
which is based on the nature. They are used very often in the optimization of NP-
hard problems and multi-modal problems. One of the problem which possesses
c© Springer-Verlag Berlin Heidelberg 2016
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the multi-modal objective function is digital filters design problem [12]. Therefore,
the evolutionary optimization methods are used in digital filters design. In paper
[13] the differential evolution algorithm was proposed for IIR (Infinite Impulse
Response) digital filter design. In the article [14] the finite word-length digital fil-
ter was designed using an annealing algorithm, in the paper [15] the finite word-
length design for IIR digital filters based on the modified least-square criterion in
the frequency domain was shown. In the paper [16], the differential evolution algo-
rithm was used for design of IIR digital filters with non-standard amplitude char-
acteristics, in work [17] the continuous ant colony optimization algorithm was used
for the same problem. In the paper [18] the application of evolutionary algorithm
to design of minimal phase and stable digital filters with non-standard ampli-
tude characteristics and finite bits word length was shown. In the article [19] the
hybridization of evolutionary algorithm with Yule Walker method to design min-
imal phase and stable digital filters with arbitrary amplitude characteristics was
presented. In the algorithms described in papers [13–19], the initial population
of individuals was created randomly. Therefore some of digital filters were non-
stable and/or non-minimal phase. In practical applications, the IIR digital filters
are realized using biquad sections. In this case for stability guarantee (or minimal
phase guarantee) we can use the equations presented in [20]. These equations are
true only for the case when the value of the coefficient ak,0 and/or bk,0 is equal to
one (see Eq. (2)). The problem is more complicated if want to have the variable
value of coefficient ak,0 and/or bk,0 into the continuous range [−1;+1] (without
zero value) or into the discrete range [−1; 1−2−M ] (without zero value). The dis-
crete range of coefficients value variability is especially important if our digital
filter will be implemented into the hardware in given Q.M fixed-point format. In
this paper, we show how to randomly generate in evolutionary algorithm a popu-
lation of stable and minimal phase biquad sections with very high efficiency (equal
100 % for continuous domain and higher then 99 % for discrete domain). The gen-
eration of stable and minimal phase biquad sections improve the quality of evo-
lutionary algorithm search process. It is especially important in the algorithms
were the re-initialization of population is occurred (as for example micro genetic
algorithm [21]). It is significant to point out, that due to our approach, we can also
reduce a computational time which is required for evaluation of stability (or/and
minimal phase property) of digital filter.

2 IIR Digital Filter Biquad Section

The IIR digital filters can be realized in the hardware as for example the cas-
cade of biquad sections. Then, the transfer function H (z) of IIR digital filter
realization with cascade of k − th biquad sections is described as follows:

H (z) = H1 (z) · H2 (z) · H3 (z) · ... · Hk−1 (z) · Hk (z) (1)
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where the Hk (z) is the transfer function for the k − th biquad section, and can
be presented as follows:

Hk (z) =
bk,0 + bk,1 · z−1 + bk,2 · z−2

ak,0 + ak,1 · z−1 + ak,2 · z−2
=

bk,0 · z2 + bk,1 · z1 + bk,2
ak,0 · z2 + ak,1 · z1 + ak,2

(2)

where the bk,0, bk,1, bk,2 are the k − th biquad section numerator coefficients,
and ak,0, ak,1, ak,2 are the k − th biquad section denominator coefficients.

If we want to design the stable and minimal phase IIR digital filter then all
zeros of the numerator and all poles of denumerator for all biquad sections must
be located into the unitary circle in the z-plane. In other words if each transfer
function Hk (z) for k − th biquad section will be minimal phase and stable then
the transfer function H (z) for IIR digital filter also will be minimal phase and
stable.

3 Q.M Fixed-Point Format

In many DSP (Digital Signal Processing) system the numbers are represented
by Q.M fixed-point format. If we want to implement the designed digital filter
into the Q.M DSP system without any additional errors (i.e. filter coefficients
rounding error) the value of bk,0, bk,1, bk,2, ak,0, ak,1, ak,2 coefficients must
be taken from the predefined set X. The set X of potential values for these
coefficients (in Q.M fixed-point format) is defined as follows:

X =
[
(−1) · 2M

2M
;
2M − 1

2M

]

(3)

In the 2’s complement fractional representation, an M + 1 bits (in fixed-point
format Q.M) binary word can represent 2M+1 equally space numbers from
(−1)·2M

2M
= −1 to 2M−1

2M
= 1 − 2−M . The binary word BW which consists of

M + 1 bits (bwi):

BW = [bwM , bwM−1, bwM−2, ..., bw1, bw0] (4)

we interpret as a fractional number x:

x = − (bwM ) +
M−1∑

i=0

(
2i−M · bwi

)
(5)

If we assure that the value of filter coefficients bk,0, bk,1, bk,2, ak,0, ak,1, ak,2 will
be the element from the set X then the digital filter will be resistive on rounding
error after its implementation into Q.M DSP system.

4 Biquad Section Stability and Minimal Phase Validation

Generally in the literature [20], we can find that the biquad section Hk (z) with
the values of bk,0, and ak,0 coefficients equal to one, and described as follows:
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Hk (z) =
1 + bk,1 · z−1 + bk,2 · z−2

1 + ak,1 · z−1 + ak,2 · z−2
(6)

is stable if and only if:
|ak,2| < 1 (7)

ak,1 < 1 + ak,2 (8)

ak,1 > −1 − ak,2 (9)

Of course the biquad section Hk (z) will be minimal phase if and only if:

|bk,2| < 1 (10)

bk,1 < 1 + bk,2 (11)

bk,1 > −1 − bk,2 (12)

The Eqs. (7–12) are true only in the case when the value of ak,0 or bk,0 is equal
to one. But what in the case when the all coefficient ak,i and bk,i (for i=0,1,2) can
possesses continuous values from the range [−1; 1] or discrete values from the set
X (see Eq. 3). If we want to have a fast stability or/and minimal phase validation
of the all biquad sections the Eqs. (7–12) are not sufficient. Moreover, in practi-
cal application (for given DSP system) the value of coefficients ak,i and bk,i (for
i=0,1,2) are scaled into the range [-1; 1] and then they are quantized into the val-
ues from the one of Q.M fixed-point format. Therefore, the Eqs. (7–12) must be
replaced by another one, which can do a fast stability and minimal phase valida-
tion for any biquad section and in any Q.M fixed-point format.

5 Proposed Approach

Let’s consider the biquad section Hk (z) described by Eq. (2). Assume that the
values for all coefficients ak,i and bk,i (for i=0,1,2) are from the range [−1; 1].
Also, we must remember, that if the our biquad section will be implemented
into DSP system with given Q.M fixed-point format, then the values for all
coefficients ak,i and bk,i (for i=0,1,2) must be from the range X (see Eq. 3). In
the Fig. 1, we have present the stability region (white color) and non-stability
region (black color) for different values of parameter ak,0. The same regions will
be for minimal phase (white color) and non-minimal phase (black color) biquad
section for different values of parameter bk,0. The horizontal axis represents
the values of coefficient ak,2 (or bk,2), the vertical axis represents the values of
coefficient ak,1 (or bk,1). The left-bottom corner is a point (ak,2 = 1, ak,1 = −1)
or (bk,2 = 1, bk,1 = −1). The right-upper corner is a point (ak,2 = −1, ak,1 = 1)
or (bk,2 = −1, bk,1 = 1).

Based on the dependencies presented in Fig. 1, we have elaborated an equa-
tions for the guarantee of stability for any biquad section. The biquad section
with transfer function described by Eq. (2) is stable if and only if:
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1. The stability or minimal phase region (white color) and non-stability or non-
minimal phase region (black color) for different values of parameter ak,0 or bk,0 equals
to: −1 (a), −0.75 (b), −0.5 (c), −0.25 (d), 0.25 (e), 0.5 (f), 0.75 (g), 1 (h)

• for ak,0 ∈ [+1; 0)
(−1) · ak,0 < ak,2 < ak,0 (13)

(−1) < ak,1 < ak,2 + ak,0 (14)

1 > ak,1 > (−1) · ak,2 + (−1) · ak,0 (15)

• for ak,0 ∈ (0;−1]
(−1) · ak,0 > ak,2 > ak,0 (16)

1 > ak,1 > ak,2 + ak,0 (17)

(−1) < ak,1 < (−1) · ak,2 + (−1) · ak,0 (18)

Of course the biquad section Hk (z) will be minimal phase if and only if:
• for bk,0 ∈ [+1; 0)

(−1) · bk,0 < bk,2 < bk,0 (19)

(−1) < bk,1 < bk,2 + bk,0 (20)

1 > bk,1 > (−1) · bk,2 + (−1) · bk,0 (21)

• for bk,0 ∈ (0;−1]
(−1) · bk,2 > bk,2 > bk,0 (22)

1 > bk,1 > ak,2 + bk,0 (23)

(−1) < bk,1 < (−1) · bk,2 + (−1) · bk,0 (24)
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Using the Eqs. (13–18) in evolutionary algorithm, we can very fast generate the
population of stable biquad sections or very fast evaluate the stability of given
biquad section. In analogy, using the Eqs. (19–24), we can very fast generate the
population of minimal phase biquad sections or very fast evaluate the minimal
phase property of given biquad section. Due to Eqs. (13–24) the population of
stable and minimal phase biquad sections can be generated very fast in evolu-
tionary algorithm. In the Table 1, the pseudo-code for simple generation of stable
and/or minimal phase k − th biquad section is presented (the rand() function
in Table 1 is a random value from the range (0; 1)).

Table 1. The pseudo-code for simple generation of stable and minimal phase k-th
biquad section coefficients ak,i and/or bk,i for (i = 0, 1, 2)

A. In continuous coefficient domain [−1; 1]

Stable biquad section Minimal phase biquad section

01. if rand() < 0.5 then ak,0 = rand() 01. if rand() < 0.5 then bk,0 = rand()

02. else ak,0 = rand() − 1; 02. else bk,0 = rand() − 1;

03. ak,2 = 2 ∗ rand() ∗ ak,0 − ak,0; 03. bk,2 = 2 ∗ rand() ∗ bk,0 − bk,0;

04. tmp1 = ak,2 + ak,0; 04. tmp1 = bk,2 + bk,0;

05. if (tmp1 > 1) then tmp1 = 1; endif 05. if (tmp1 > 1) then tmp1 = 1; endif

06. if (tmp1 < −1) then tmp1 = −1; endif 06. if (tmp1 < −1) then tmp1 = −1; endif

07. ak,1 = 2 ∗ rand() ∗ tmp1 − tmp1; 07. bk,1 = 2 ∗ rand() ∗ tmp1 − tmp1;

B. In discrete coefficient domain [−1; 1 − 2−M ] (in given Q.M fixed-point format)

Stable biquad section Minimal phase biquad section

01. if rand() < 0.5 then 01. if rand() < 0.5 then

02. ak,0 = rand() ∗ (1 − 2−M+1) + 2−M ; 02. bk,0 = rand() ∗ (1 − 2−M+1) + 2−M ;

02. else ak,0 = rand() ∗ (−2−M + 1) − 1; 02. else bk,0 = rand() ∗ (−2−M + 1) − 1;

03. ak,2 = 2 ∗ rand() ∗ ak,0 − ak,0; 03. bk,2 = 2 ∗ rand() ∗ bk,0 − bk,0;

04. tmp1 = ak,2 + ak,0; 04. tmp1 = bk,2 + bk,0;

05. if (tmp1 > (1 − 2−M )) then 05. if (tmp1 > (1 − 2−M )) then

06. tmp1 = 1 − 2−M ; endif 06. tmp1 = 1 − 2−M ; endif

07. if (tmp1 < −1) then tmp1 = −1; endif 07. if (tmp1 < −1) then tmp1 = −1; endif

08. ak,1 = 2 ∗ rand() ∗ tmp1 − tmp1; 08. bk,1 = 2 ∗ rand() ∗ tmp1 − tmp1;

If we want to generate (in evolutionary algorithm) a population of stable
and/or minimal phase biquad sections with coefficients in given Q.M fixed-
point format, then the pseudo-code from the part B of Table 1 must be used and
next the obtained values ak,i and bk,i (for i = 0, 1, 2) must be transformed into
the discrete values from the range X (see Eq. 3). This transformation for ak,i
coefficients (for i=0,1,2) can be done using following formula:

ind = round

(
1 − 2M+1

2 − 2−M
· (ak,i + 1) + 2M+1

)

(25)
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where: round(.) is a function which round the input argument to the nearest
integer value, ind is a number of element in set X. The value of the element
having index ind in set X is the new value for a given ak,i coefficient in Q.M
fixed-point format. The transformation for bk,i coefficients (for i=0,1,2) will be
similar. We must only replace the symbol ak,i by the symbol bk,i in Eq. (25).
If we have value of ind, we can also very fast compute, the new value of ak,i
coefficient in given Q.M fixed-point format (aQ.M

k,i ) using equation:

aQ.M
k,i = 1 − ind · 2−M (26)

If we want to compute the new value of bk,i coefficient (in Q.M fixed-point
format) we must replace the symbol aQ.M

k,i by the symbol bQ.M
k,i in Eq. (26).

6 Description of Experiments

In order to test our approach, two procedures of randomly generation of pop-
ulation consists of PopSize = 100 individuals for evolutionary algorithm were
created. Each individual consists of K stable and minimal phase biquad sections.
In the first procedure (named “Our approach” in Table 2), the coefficient ak,i
and bk,i (for i=0, 1, 2) values stored in individuals are generated randomly with
the use of Eqs. (13–24). In the second procedure (named “Standard approach”
in Table 2), the coefficient ak,i and bk,i (for i=0, 1, 2) values stored in individ-
uals are generated randomly with uniform distribution. The experiments were
performed using DELL Latitude E6420 computer and the FreeMat software [22]
in version 4.2. The FreeMat is a free environment for rapid engineering and sci-
entific prototyping and data processing [22]. It is similar to commercial system
such as MATLAB [22].

In the first experiment, we have assume that the value of coefficients ak,i
and bk,i (for i=0, 1, 2) are continuous from the range [−1; 1]. The pseudo-code
from Table 1 (part A) has been applied. The symbols in Table 2 are as follows:
K - the number of biquad sections in each individual in population, Stab −
Min - the average number (with standard deviation) of stable and minimal phase
biquad sections in population. The average values (with standard deviations)
were computed after 10-fold repetition of each procedure.

In Table 2 (part A), we can see that the biquad sections which were generated
using our approach (“Our approach”) are in all cases stable and minimal phase.
The correctness of generated individuals in evolutionary algorithm population
is equal to 100 %. In the case of procedure of standard individuals generation
(“Standard approach”) the correctness is from the range 8 % up to 10 %.

In the second experiment we want to show the computational time which
is required for the generation of single biquad section using procedures: “Our
approach” and “Standard approach”. We have generate a population of 100
individuals (in one individual was stored 5 biquad sections) in 10-fold repetition.
The average time (with standard deviation) for generation of one population
of individuals was equal to: 109.50±15.1015 [ms] for “Standard approach” and
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Table 2. The comparison of randomly generation of population of biquad sections
with the values of ak,i and bk,i coefficients after 10-fold repetition of each procedure

A. The continuous domain [−1; 1] B. The discrete domain [−1; 1 − 2−15]

Standard approach Our approach Standard approach Our approach

K Stab-Min Stab-Min Stab-Min Stab-Min

1 8.70±4.8546 100±0 9.40±2.5473 99.90±0.3162

2 17.90±2.8460 200±0 17.80±3.1552 199.70±0.6749

3 27.20±4.6857 300±0 26.60±5.9104 299.70±0.4830

4 32.50±6.4850 400±0 32.50±3.8369 399.60±0.5164

5 41.30±6.0378 500±0 41.20±6.7297 498.80±1.6193

100 868.70±26.2469 10000±0 869.40±28.9413 9989.40±12.6543

169.50±11.0277 [ms] for “Our approach”. We can see that the “Our approach”
procedure is about 50 % more time expensive than the “Standard approach”
procedure.

In the third experiment, we have assumed that the biquad section will be
implemented into the DSP system with Q.15 fixed-point format (M = 15).
Therefore, the value of coefficients ak,i and bk,i (for i=0, 1, 2) are from the
range [−1; 1 − 2−15]. The pseudo-code from Table 1 (part B) has been applied
and additionally, after generation of the values for biquad section coefficients,
the generated coefficients were transformed into Q.15 fixed-point format using
Eqs. (25) and (26). Before this experiments, the vector X (see Eq. 3) consists of
2M+1 = 216 = 65536 elements from the range [−1; 1 − 2−15] was created and
stored in the computer memory. The value of the first element from the set X
is equal to 1 − 2−15 (X (1) = 1 − 2−15), and the value of the last element from
the set X is equal to −1 (X (65536) = −1). The average values (with standard
deviations) were computed after 10-fold repetition of each procedure.

In Table 2 (part B), we can see that the biquad sections which were generated
using our approach (“Our approach”) are in almost all cases stable and mini-
mal phase. The correctness of generated individuals in evolutionary algorithm
population is higher than 99 %. In the case of procedure of standard individuals
generation (“Standard approach”) the correctness is from the range 8 % up to
about 9 %.

In the fourth experiment we want to show the computational time which
is required for the generation of single biquad section using procedures: “Our
approach” and “Standard approach” (for Q.15 fixed-point format). We have
generate a population of 100 individuals (in one individual was stored 5 biquad
sections) in 10-fold repetition. The average time (with standard deviation) for
generation of one population of individuals was equal to: 2.75±0.0281 [s] for
“Standard approach” and 2.03±0.0455 [s] for “Our approach”. We can see that
the “Our approach” procedure is about 30 % more time expensive than the
“Standard approach” procedure.
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In the fifth experiment, we have study the average computational time which
is required to decide whether given biquad section is stable and minimal phase. To
perform this study, the individuals in population (PopSize=100) have been gen-
erated randomly with uniform distribution (identical as in first experiment) in
10-fold repetition. Each individual consists of one biquad section. Each biquad
section from the population was validate on fulfilling stability criteria and min-
imal phase criteria. We have used the Eqs. (13)–(24) for “Our approach”, and
roots(.) and abs(.) functions from FreeMat [22] software (in version 4.2) for “Stan-
dard method of validation”. The average computational time which was required
for evaluation of all individuals in population was equal to: 3.10±0.1741 [s] for
“Standard method of validation” and 1.84±0.1718 [s] for “Our approach”. We can
see that the individual validation using “Our approach” procedure is about 40 %
faster than the individual validation using “Standard method of validation”.

7 Conclusions

Due to approach presented in this paper, we can generate the population of stable
and minimal phase biquad sections for application in evolutionary algorithms
(with 100 % of correctness for continuous values of biquad section coefficients and
in over 99 % of correctness for discrete values of biquad section coefficients). The
proposed approach can highly increase the efficiency of evolutionary methods for
digital filters design problem. Especially, in the case when in the evolutionary
algorithm, the block of re-initialization of individuals in population exists. Due
to our approach we can efficiently generate the population of stable and minimal
phase biquad sections and we can efficiently validate the stability criteria and
minimal phase criteria for each individual in population. In our next study, we
want to generalize presented approach to the efficient generation of stable biquad
sections (both for continuous and discrete values of coefficients) with prescribed
stability margin.
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Abstract. Land-cover classification can construct a land-use map to analyze
satellite images using machine learning. However, supervised machine learning
requires a lot of training data since remote sensing data is of higher resolution
that reveals many features. Therefore, this study proposed a method to generate
self-training data from a small amount of training data. This method generates
self-training, which is regarded as the correct class to consider various times and
the surrounding land cover. As a result of self-training conducted using this
method, the Kappa coefficient was 0.644 for 12 classification problems with one
training data per class.

Keywords: Land cover classification � Ensemble learning � Self-training �
Semi-supervised learning

1 Introduction

Many global and environmental applications require land use and land-cover infor-
mation. One such application is utilizing land-cover change [1]. Updating land-use
maps requires too much manpower, money, and time to conduct field research using
traditional models. At present, land-cover classification is one of the most common
remote sensing image analyses and constructs a land-use map [2, 3]. This is useful
because it can make a land-use map automatically. The approaches utilized include the
maximum likelihood method [4], the random forest [5], and the support vector
machine [6]. These all involve supervised machine learning, which requires a large
amount of training data. Therefore, it is not useful with unknown and uncontrolled
forest because there is only old training data, or no data. In contrast, there are forms of
unsupervised learning which require no training data. However, these can classify
rough land cover only (e.g., water, urban, and vegetation) [7].

The objective of this study is to propose a new method that can classify many land
covers on right and fine with little training data, as with an unknown and uncontrolled
forest. This paper is organized as follows. Section 2 presents the theory of the proposed
land-cover classification method that generates self-training data using time series
remote-sensing data and land-cover information about the surrounding location, and
which updates self-training data using a recursive ensemble algorithm. Section 3
describes how we experimented with this method and others to compare them.
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Section 4 reports the experiment results, Sect. 5 discusses comparative studies and
methods, and Sect. 6 provides our conclusions.

2 Method

This section presents the proposed method of recursive ensemble land-cover classifi-
cation. This method is an algorithm that generates and updates self-training data in
cases where there is little or no training data. First, we describe the maximum likeli-
hood method, which constitutes the bedrock of this classification approach. Second, we
describe an algorithm to generate self-training data. Third, we provide an algorithm to
update the self-training.

2.1 Maximum Likelihood Method

Land-cover classification determines the class at a given location using remote-sensing
data. It then uses spectral reflectance characteristics. This spectrum includes several
light wavelengths such as visible (e.g., blue, green, and red), near infrared, and middle
infrared. A satellite image records reflectance as a particular bit of a wavelength band,
and remote-sensing data includes several images. We call this the image band. In
addition, a physical body has specific reflectance characteristics. Therefore, land-cover
classification employs spectral reflectance characteristics. This classification thus looks
for similar characteristics for water, loam, trees, and so on. This study classifies
remote-sensing data using the maximum likelihood method (MLM), one of the most
popular techniques for land-cover classification.

First, a reflectance vector vðt; x; yÞ is defined by the expression below.

v t; x; yð Þ ¼ r1 t; x; yð Þ; r2 t; x; yð Þ; . . .; rB t; x; yð Þð Þ ð1Þ

Here, rb t; x; yð Þ is the reflectance at a point x; yð Þ in the band b 2 1; 2; . . .;Bf g for
shooting time t of satellite images.

MLM is defined in the following equation [8].

fk vð Þ ¼ ln Rkj j þ v� mkð ÞT
X�1

k
v� mkð Þ ð2Þ

Equation (2) uses a discriminant function. MLM calculates the discriminant
functions fk vð Þ and determines the class using k of the minimum fk vð Þ. Here, the
reflectance vector v is the observed data, constant k 2 1; 2; . . .;Kf g is the classification
group, the variable mk is a mean vector, and the variable Rk is a variance-covariance
matrix of class k. The elements of the discriminant function are calculated as follows.
Mean vectors mk and the variance-covariance matrixes Rk are vector spaces. They are
composed of training data v identified true answer class k.
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2.2 Algorithm I - Generating Self-training Data

Algorithm I is a method for generating self-training data from few samples using
ensemble learning of the classification results for every time series data set. Here, we
define a model assumption that the self-training data has one and only land cover not to
depend on classification results. It consists of a series of six steps.

1. D ¼ ;, (D: a generated self-training data set).
2. Let V0 ¼ v1; c1; v2; c2; . . .; vn; cnf g be a set of tuples of training data and class,

where vi ¼ v t; xi; yið Þ; ci is the true class of vi.
3. mk and Rk in Eq. (2) are calculated for every class k 2 1; 2; . . .;Kf g using V0.
4. Let V ¼ u1; g1; u2; g2; . . .; um; gmf g be a set of tuples of the test data and the pre-

dicted class, where uj ¼ v t; xj; yj
� �

, and gj ¼ argmink fk uj
� �

.
5. It is considered that the true class of a point x; yð Þ does not depend on the observed

time t, so we define c x; yð Þ ¼ g t1; x; yð Þ if and only if it satisfies the following
equations.

8ti : g ti; x� 1; y� 1ð Þ ¼ g ti; x; y� 1ð Þ ¼ g ti; xþ 1; y� 1ð Þ
¼ g ti; x� 1; yð Þ ¼ g ti; x; yð Þ ¼ g ti; xþ 1; yð Þ
¼ g ti; x� 1; yþ 1ð Þ ¼ g ti; x; yþ 1ð Þ ¼ g ti; xþ 1; yþ 1ð Þ

and

8ti; tj : g ti; x; yð Þ ¼ g tj; x; y
� �

where ti is an element in the time series set t1; t2; . . .; tTf g, and c x; yð Þ fulfills the
given equation for every ti. In other words, c x; yð Þ is the class g t; x; yð Þ when
9T predicted classes with around x; yð Þ every t are equivalent.

6. If c x; yð Þ is obtained, then D := D[ W x; yð Þ; c x; yð Þf g, whereW x; yð Þ is a reflectance
vector defined by the expression below.

W x; yð Þ ¼ ðr1 t1; x; yð Þ; r2 t1; x; yð Þ; . . .; rB t1; x; yð Þ;
r1 t2; x; yð Þ; r2 t2; x; yð Þ; . . .; rB t2; x; yð Þ;
..
. ..

. ..
.

r1 tT ; x; yð Þ; r2 tT ; x; yð Þ; . . .; rB tT ; x; yð ÞÞ

2.3 Algorithm II - Updating Self-training Data

Algorithm II is a method for updating the generated self-training data set D by
recursive and ensemble learning. There is a difference in classifier number between
algorithm I and II, this is whether a number of time series T or any. Therefore, this
method has a parameter of the number of the classifier a as the “any” value.
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1. Let W1; c1;W2; c2; . . .;Wp; cp
� �

be a set of tuples that has p elements in D, where
Wi ¼ W xi; yið Þ, and their tuples are sampled D randomly. This p is a value more
than B × T, the number of features, and less than jDj � a, the number of elements in
D divided by the number of the classifier, and it is decided randomly.

2. Let Vs ¼ w1; c1;w2; c2; . . .;wp; cp
� �

be a set of tuples of training data and class,
where wi is a reflectance vector that has a subset of wi or wi � Wi, and their
elements are sampled wi randomly because of changing the number of features used.
In addition, s is an index of the classifier between 1 and a.

3. Let V ¼ u1 sð Þ; g1 sð Þ; u2 sð Þ; g2 sð Þ; . . .; uq sð Þ; gq sð Þ� �
be a set of tuples of the test

data and the predicted class derived by classifier s, where uj is a reflectance vector
which has a subset of wj but they are not in Vs. In addition, gj sð Þ ¼argminkfk uj sð Þ� �

:

4. Steps 1 to 3 are repeated if s\a then s := sþ 1.
5. We define c x; yð Þ as the class with the highest number in the class of g s; x; yð Þ, if it is

greater than any threshold for the highest number in the class and if it satisfies the
following equation.

8s : g s; x� 1; y� 1ð Þ ¼ g s; x; y� 1ð Þ ¼ g s; xþ 1; y� 1ð Þ
¼ g s; x� 1; yð Þ ¼ g s; x; yð Þ ¼ g s; xþ 1; yð Þ
¼ g s; x� 1; yþ 1ð Þ ¼ g s; x; yþ 1ð Þ ¼ g s; xþ 1; yþ 1ð Þ

6. If c x; yð Þ is obtained, then D := D[ W x; yð Þ; c x; yð Þf g; s ¼ 1, and go to step 1.
7. If c x; yð Þ is not obtained, then D := D[ W x; yð Þ; d x; yð Þf g, where d x; yð Þ is the class

with the highest number in the class of g s; x; yð Þ.
8. We define D as the final result of this recursive ensemble land-cover classification.

3 Experiments

This section describes experiments conducted to demonstrate the usefulness of this
method. First, we classified a large number of land-cover areas using this method and
only one training data set per class. This is an adverse condition for machine learning.
For comparison, we tried to classify the areas using both this method and other
supervised learning methods and a large amount of training data on favorable terms.

3.1 Data Set

Practical applications should involve classifying unknown regions. This study looks
into the usefulness of this method. Our target region was Kamakura City, Kanagawa
Prefecture, Japan, which whose area is 102,724 km2., and mMuch land cover infor-
mation is known for its this region. The correct answer classifications may be found is
in a land use map provided by an the environment ministry, and it this was used to
evaluate an the accuracy of the results classified by of this method. This paper sets up
as many classification groups as possible in order to make a fine vegetation map
consisting of 12 categories.
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We used remote- sensing data of from Landsat 8. It This is an artificial satellite
launched in 2013, and its satellite images are not hyper- spectral images but coarser
multi-spectral images. However, but they are public documents and t. Therefore we can
use them at no charge, and it This data fulfills the requirements for time series data of
this a algorithm I. In addition, Dube et al. evaluated the utility of Landsat 8 for
quantifying the aboveground biomass in South Africa [9]. It denotes They determined
that the land cover does not change to depend on the observed time within for the year,
so we then selected four seasons satellite images shot on September 1, 2013 (summer),
November 20, 2013 (fall), January 23, 2014 (winter), and May 22, 2014 (spring).

In addition, we selected bands affecting classification from Landsat 8. The Each
satellite image, called a “bBand,” records the reflectance ratios at various a particular
wavelengths. For example, Landsat 8 has Operational Land Imager (OLI) and Thermal
Infrared Sensor (TIRS) images consisting of nine spectral bands with a spatial reso-
lution of 30 meters for bBands 1 to 7 and 9, and Thermal bBands 10 and 11 are useful
in providing more accurate surface temperatures and are collected at 100-meter inter-
vals. These bands have 16-bit pixel values. We then selected Bands 1, and 2 (blue),
3 (green), and 4 (red), and along with 5 and, 7 (near infrared).

3.2 Experiment Using This Method

In this study, there is only one training sample for each classification group, but this
method cannot classify land cover because of a constraint of the maximum likelihood
method (MLM). The number of training data sets should exceed the number of bands.
Therefore, eight pixels in locations around the true training position were regarded as
having the same land cover when algorithm I was run. In other words, a given category
has training data for nine pixels, of which one is true data and eight are prospective
data. The training data is randomly sampled from the correct answers, so the sur-
rounding area may be of a different class with the training. However, the training data is
being updated and more data is being added, so this error is decreasing.

In Algorithm I, we classified the land cover for each season using time series
remote-sensing data, and generated new self-training data using the four results from
spring to winter.

In Algorithm II, this method requires creating bundled time series data that has all
of the features of reflectance because there are more training data than before. How-
ever, this is not sufficient, so this technique updates the self-training data using
ensemble learning. In this study, we determined that the number of classifiers is 10.
In addition, this algorithm repeats ensemble learning using 10 classifiers in MLM and
when updating the self-training data. Figure 1 illustrates the classification flow using
Algorithms I and II.

3.3 Comparison Experiment

Algorithm II is similar to the random forest method, one of the most famous and
powerful ensemble learning techniques. The differences between the two lie in whether
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the base method is the maximum likelihood method or a decision tree, semi-supervised
or supervised learning, and recursive learning or not. Therefore, we classified land
cover using a random forest to compare this method. In addition, we used the k-nearest
neighbor algorithm (KNN). We tried two patterns in order to use both RF and KNN as
per normal. Here, we used bundle data that has all of the features of reflectance.

1. To learn only one training data set (same number as this method).
2. To learn many training data set.

3.4 Evaluation Methodology

To evaluate the classification precision, we created a confusion matrix and worked out
the Kappa coefficient during the verification process [10]. The Kappa coefficient is
calculated using the following equation.

j ¼
P

wii �
P

wi�w�ið Þ
1�P

wi�w�ið Þ ð3Þ

Here, wki represents the elements in the confusion matrix, and the weight of
expected class i in observed class k. When the diagonal cells contain weights of 0 and
all of the off-diagonal cells contain weights are 1, this formula produces the same value
of kappa as the above calculation. The Kappa coefficient is generally considered to be a
more robust measure than a simple percent agreement calculation since it takes into
account the agreement occurring by chance. According to Landis et al. [11], a Kappa
coefficient less than 0 indicates no agreement, 0 to 0.20 a slight agreement, 0.21 to 0.40
a fair agreement, 0.41 to 0.60 a moderate agreement, 0.61 to 0.80 a substantial
agreement, and 0.81 to 1 an almost perfect agreement.

Fig. 1. Classification flow (Left: Algorithm I. Right: Algorithm II.)
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4 Results

This section presents the experiment results using this method, random forest, and
KNN.

4.1 Result of This Method

Figure 2 presents the final classification result of this method. In addition, Table 3
represents the confusion matrix between the land use map depicted on the left in Fig. 2
and the classification result on the right.

Fig. 2. Land cover map (Left: Correct answer. Right: Classification result.)

Table 1. Confusion matrix between land use map and this method

Expected class

1 2 3 4 5 6 7 8 9 10 11 12

O
bserved class

1 39046 0 0 87 9 3 0 0 4 0 0 0

2 37 1227 0 0 23 138 238 13 31 129 3 51

3 431 0 24311 0 98 345 55 161 362 1313 131 436

4 26 0 0 4677 13 35 1 17 42 112 19 49

5 931 307 688 197 630 0 0 17 69 65 46 56

6 58 130 1086 400 0 846 0 32 31 200 21 29

7 45 82 656 446 0 0 460 59 41 250 50 114

8 252 469 3183 1392 93 361 78 3972 224 5053 461 1164

9 320 54 792 344 18 49 14 47 522 309 24 175

10 3 141 327 175 22 50 23 189 39 4035 237 456

11 9 71 243 113 14 31 51 199 17 1954 1654 829

12 3 49 327 63 22 40 18 122 24 1557 452 2268
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In Table 3, the rows are the correct groups, the columns are the classification result
groups, the elements are the number of pixels, and the diagonal elements are the correct
classification. This method had the results described above. In the final classification
result, the self-training data covered 82.1 % of the object region. The classification
results are as follows: the simple percent agreement is 71.6 % and the Kappa coefficient
is 0.644.

4.2 Results of Random Forest

Table 2 provides the confusion matrix of the random forest; on the left is the result using
only one training data set and on the right is the result using many training sets. In left of
Table 2, the simple percent agreement is 56.9 % and Kappa coefficient was 0.446. In
right, the simple percent agreement is 60.0 % and Kappa coefficient was 0.476.

4.3 Result of KNN

Table 3 presents the confusion matrix for KNN.
On the left of Table 3, the simple percent agreement is 49.6 % and the Kappa

coefficient is 0.368. On the right, the simple percent agreement is 56.1 % and the Kappa
coefficient is 0.418.

Table 2. Confusion matrix of random forest

Expected class (one training) Expected class (many training)

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12

1 40170 172 379 50 0 0 21 0 7 221 51 0 39838 0 653 0 0 0 0 580 0 0 0 0

2 15 367 701 432 0 0 53 0 29 459 208 0 1 0 1531 0 0 0 0 732 0 0 0 0

3 91 5012121343555 0 0 827 0 179 4214 1304 0 20 0 22232 0 0 0 0 5064 0 0 0 0

4 187 1798 2454 787 0 0 249 0 80 1438 573 0 163 0 5338 0 0 0 0 2065 0 0 0 0

5 26 61 161 129 0 0 17 0 8 105 68 0 22 0 380 0 0 0 0 173 0 0 0 0

6 37 420 238 172 0 0 163 0 26 295 185 0 46 0 877 0 0 0 0 613 0 0 0 0

7 6 183 28 19 0 0 90 0 17 139 128 0 4 0 309 0 0 0 0 297 0 0 0 0

8 16 280 87 51 0 0 26 0 61 594 556 0 1 0 350 0 0 0 0 1320 0 0 0 0

9 20 177 262 94 0 0 25 0 15 215 115 0 12 0 563 0 0 0 0 348 0 0 0 0

10 145 2279 646 226 0 0 127 0 753 4777 5185 0 1 0 1922 0 0 0 0 12215 0 0 0 0

11 49 268 70 77 0 0 25 0 175 310 1580 0 1 0 257 0 0 0 0 2296 0 0 0 0

12 131 517 244 103 0 0 33 0 166 1106 2799 0 0 0 744 0 0 0 0 4355 0 0 0 0
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5 Discussion

Comparing this method, the random forest method, and KNN, the accuracy of this
method is higher than the others. In fact, there are mostly correct classification results
in the diagonal elements of Table 1. In contrast, there is a lot of misclassification in
Table 2, and there are several classes having no predicted result (e.g., classes 5, 6, and
12). The propensity is strong for learning a lot of training data. This is obviously an
invalid classification, since random forest does not have a beneficial effect on
land-cover classification. KNN does not either, according to Table 3. In particular,
KNN is the same as random classification when it learned only one training data set.

However, the principal cause is not the classification method but the conditions.
This study has many classification groups, but there is little feature and training data.
In addition, the remote-sensing data has coarse resolution. Just for reference, we
compared a previous study by Kamagata et al. [12]. Table 4 suggests that our study had
better accuracy than this previous work, although we had a larger area, coarser images,
and more classes. This fact demonstrates that this method is highly useful and can be
applied to unknown or uncontrolled forest.

Table 3. Confusion matrix of KNN

Expected class (one training) Expected class (many training)

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12

1 40192 69 79 81 305 81 17 78 84 38 20 27 40015 1 374 48 213 2 7 341 65 0 5 0

2 132 178 259 367 459 202 27 140 181 141 83 95 218 19 851 229 315 32 6 504 46 1 43 0

3 1311 21855537 494328793938 242 12133055 786 669 558 1934 50 1710124881293 119 44 3594 437 2 251 3

4 748 661 1190 1059 742 926 70 514 881 336 247 192 1093 2 4070 517 242 24 15 1422 120 0 59 2

5 44 40 61 74 122 61 16 23 52 22 27 33 67 0 212 43 97 10 0 126 6 0 14 0

6 163 168 162 191 165 151 38 109 137 93 86 73 212 16 666 72 82 26 17 409 15 0 21 0

7 57 48 28 49 71 52 19 55 99 37 45 50 87 2 251 13 18 1 1 214 9 0 14 0

8 121 139 45 49 78 40 41 173 254 325 184 222 284 0 213 20 29 1 3 1015 10 1 90 5

9 80 70 126 112 128 84 19 67 75 62 53 47 130 4 373 54 78 3 2 250 11 0 18 0

10 989 1245 395 251 426 265 304 14222204296117341942 2448 3 1373 107 89 1 16 9190 97 1 786 27

11 123 144 57 38 71 44 31 178 432 431 401 604 315 0 161 29 36 7 2 1672 12 1 311 8

12 313 276 163 103 136 100 98 338 982 619 570 1401 622 0 507 41 54 1 2 3256 41 4 549 22

Table 4. Comparison with previous work

Kamagata et al. This study

Target area 25 km2 102,724 km2

Training data Too much One per class
Spatial resolution 4 m 30 m
Number of class 7 12
Kappa coefficient 0.526 0.644
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The objective of this study is to classify on right and fine and to require little
training data. As a result, the described method has high potential in a hostile envi-
ronment. However, the results still had many errors, meaning that the training data
might not be robust enough to use the existing land-cover classification. This method
offers the possibility of increasing the amount of self-training data until a full cover
ratio is reached. The problem is the amount of time required for classification, because
this method performs supervised learning over and over again. Therefore, this method
should be optimized to decrease the amount of calculation.

6 Conclusion

This study proposed a new land-cover classification method utilizing time series data
and surrounding land information. First, this method generated self-training data so as
to require little true training and to predict whether the classification results are correct.
Therefore, this required only one training data set. Second, this recursive ensemble
learning updated the self-training data again and again. As a result, this study involved
a greater number of classes, fewer features, less training data, a coarser satellite image,
and higher accuracy than other supervised learning approaches and a previous study
using a large amount of training data. This demonstrates that it is easy and popular to
obtain geographical information on right and fine.

Today, many global and environmental applications require land-use and
land-cover information. Land-cover classification requires a remote sensing image
analysis and constructs a land-use map. However, supervised learning requires a lot of
training data and at least the same amount of test data. However, it is difficult for
unsupervised and semi-supervised learning to label many classification groups. As a
result, there has been no algorithm to classify unknown and uncontrolled forest on right
and fine. In traditional models, a great deal of manpower, money, and time are required
to conduct field research. This study was able to classify the land cover over a large
area. This paper thus demonstrated greater feasibility than previous methods. In future
work, it will be necessary to optimize the parameters of this algorithm, for example the
selected time series data. On that basis, we need to study utility factors in issues
regarding land-use change.
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Abstract. In this era of big data analysis, mining results hold a very important
role. So, the data scientists need to be accurate enough with the tools, methods
and procedures while performing rule mining. The major issues faced by these
scientists are incremental mining and the huge amount of time that is virtually
required to finish the mining task. In this context, we propose a new rule mining
algorithm which mines the database in a priority based model for finding
interesting relations. In this paper a new mining algorithm using the data
structure Treap is explained along with its comparison with the traditional
algorithms. The proposed algorithm finishes the task in O (n) in its best case
analysis and in O (n log n) in its worst case analysis. The algorithm also
considers less frequent high priority attributes for rule creation, thus making sure
to create valid mining rules. Thus the major issues of traditional algorithms like
creating invalid rules, longer running time and high memory utilization could be
remedied by this new proposal. The algorithm was tested against various
datasets and the results were evaluated and compared with the traditional
algorithm. The results showed a peak performance improvement.

Keywords: Treap mining � Association rules � Rule mining � Apriori algo-
rithm � Priority mining

1 Introduction

Association rules are if-then rules, which help to uncover the vast relationship between
seemingly unrelated data [1]. It uses a combination of statistical analysis, machine
learning and database management to exhaustively explore the data to reveal the
complex relationships that exists. To do so, a complete study and analysis of the entire
database is required. This work aims to provide all such details for analysis through
valid rules by treap mining. The process is executed in a four stage subroutine call. The
algorithm works in a priority model that even the least frequent high priority item is
considered for rule creation. The algorithm is compared with the traditional mining
algorithm like Apriori and FP growth. The performance of the algorithm is evaluated
asymptotically and the result obtained shows a peak improvement in the validity of rules
created. The algorithm was further tested with the mining datasets and a comparison was
drawn with the help of a trend analysis graph. All results showed an enhancement in the
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system performance. The paper also points to the future enhancements like prioritizing
cluster center of itemsets before rule creation.

2 Literature Survey

A lot of literature on association rule mining is available. Most of them discuss various
algorithms, its advantages and working principle. Apriori algorithm put forward by
Agrawal and Srikanth in 1993 was the most promising work in this area [2]. It quoted
the various aspects of Apriori algorithm. Almost all association rule mining algorithms
which were proposed after this holds the Apriori principle stated by Agrawal in some
way or the other. There have been a lot of modified and advanced schemes proposed.
Among them Zaki [3] introduced a new algorithm for fast discovery of association
rules. The proposal was of great impact, but not all associated rules could be retrieved
by this scheme. Association mining finds it application in various fields like rule
mining in genomics [4], for finding synthetic data for testing market basket problem
[5], for predictive analysis [6] etc. Apriori algorithm was also implemented using hash
table technique [7, 8]. The new proposal was efficient but the time taken to complete
the task was much higher. Hence while having a bulky dataset, the algorithm fails
miserably.

Kryszkiewicz and Rybinski [9] during 2000 proposed a new algorithm which mines
very large databases based on association rules generation. But the time taken for
mining was considerably large and it was not found to be efficient. In 1999, Kosters
[10] proposed a method to extract clusters based on the Apriori algorithm. The method
considers the highest possible order association rules. It was a combined algorithm
based on both the Apriori algorithm and rough set theory (initially proposed by Lin
[11]). Frequent pattern growth was another mining algorithm. Christian Borgelt in his
work [12] explains how mining task is carried out in the FP tree. The memory uti-
lization was not perfect and the system failed while handling large database. There was
an enhancement to the FP growth algorithm. Kuldeep Malik [13] implemented an
Enhanced FP Growth Algorithm, which was found to be more improved on mining
results. In the paper, Fast Set Operations Using Treaps by Margaret and Guy, details on
the Treap data structure and its application in set theory [14]. Treap searching and
various operation on Treap were detailed by Cecilia on her paper, Randomized Search
Trees [15].

Even with large amount of literature available in this area, it is hard to find an
algorithm which works in least time and space complexity. By the baseline principle of
priority mining a dynamic method for finding itemsets with less frequency with high
priority is yet to explore. This is where the scope of Treap mining comes into play.

3 Treap Mining

Treap is a data structure which has the properties of both tree and heap [8, 9]. A node in
a Treap is like a node in a Binary Search Tree (BST). In BST, it has a data value, x, but
in treap it has a unique numerical priority, p, in addition to, x. The nodes in a Treap
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maintains the heap property; that is, at every node u, u.parent.p < u.p (except root). By
the way in which the root and its child are related, treap can be classified as Mini Treap
(minimum priority) and Max Treap (maximum priority).

In this work, Treap Mining algorithm is presented with the help of four subroutines.
As this algorithm works in a priority model, the first step is the priority calculation of
each variable in the database. Subroutine Priority is called within the algorithm for this.
After calculating the priority the Treap data structure need to be built, call to Build-
Treap subroutine takes care of this task. The next step is to find out the frequent
variables using a depth first treap traversal using the sub routine, Traversal. The rules
are created by calling GenerateRule subroutine. These subroutines help in creating
valid predictions and rules in various real time applications like statistical analysis of
stock market, pattern predictions and fault prediction.

The basic input to the Treap mining algorithm is a set of items (variables) say
n. The number of transactions and support is represented by m and S respectively.
Major data structures used in this algorithm are Array and Treap. The pseudo code of
treap mining algorithm is given in Algorithm 1.

Algorithm 1 Rule Mining - Treap 
Input: Database D, with n itemsets and m transactions. Let the support be S
Output: Association Rules 
Data structures Used: Array, Treap  
Step 1: for each item set n ϵ D, calculate priority 
Call Priority Procedure (D, S) 
Step 2: for i=1 to n in Priority Array P[n] 
Call BuildTreap Procedure 
Step 3: Perform BSF traversal in Min Treap 
Call Traversal Procedure  
Step 4: for each mined item 
Call GenerateRule Procedure  
Step 5: Output rules R 

Priority: In a database even the least frequent item can have a major impact in the rules
generated. In all association algorithms such infrequent items are pruned off without
much analysis. In this proposed work, the priority of all item sets is found and it is
analyzed with the frequency. After this analysis, if the item set is still invalid it is
eliminated or else it is considered for rule creation. For example, in case of serum
analysis for myocardial infarction level of Troponins will be elevated. But in normal
case its level in blood will be undetectable. All traditional mining algorithms prunes
such items in the primary step itself, thus its level or presence may not be available in
the final predicted rules.

The algorithm begins by scanning database D and frequency f is calculated for all
items. Partial priority of items, which is the component of priority, is found out using
the equation in Algorithm 2. The calculated partial priority is added up with normalized
frequency to calculate the weight. Normalization is important since it is a variance
maximizing exercise and it projects our original data onto directions which maximize
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the variance. Thus even if we have a big difference in the frequency range, it brings
down the range to a favorable boundary. Here Z-score normalization technique is used
[16, 17].

Normalized,

ei ¼ ei � E
0

stdðEÞ ð1Þ

where

stdðEÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 1
n� 1

:
Xn
i¼1

ðei � E0 Þ2g
s

ð2Þ

and

E
0 ¼ 1

n

Xn
i¼1

ei ð3Þ

Now the threshold is set and the priority of each itemset is found out. The weight
added is the maximum allowed that can be given to any item set in that database D to
maintain threshold.

The maximum possible weight (Wmp): Let Y be a p-itemset, and X is a superset of
Y with the k-itemset (p < k). The maximum possible weight for any k-itemset containing
Y is defined as

WmpðY ; kÞ ¼ 1
k
ð
Xn

i:j2y;j¼1

wj þ
Xk�n

l¼1

wlÞ ð4Þ

In Eq. 4, the first part is the average weight for the p-itemsets and the second part is
the average weight of the (k-p) maximum remaining itemsets.

Algorithm 2 Procedure (D, S) 
Input: Database D, with n itemsets and m transactions. Let S be the support of the 
given transaction. 
Data structure used: Array 
Output: Array P[n] - Priority Array with n itemset 
Step 1: Scan D and find the frequency f of each itemset 

Step 2: for i=1 to n, find partial priority p’ for each itemset, pi’= S * 

Step 3: Find the weight, w = pi’ + fi 

Step 4: Find the mean of frequency, T and set it as threshold, T = 

Step 5: Priority, pp = T + w (if frequency range is uneven, use normalized (F)) 

Treap Mining – A Comparison with Traditional Algorithm 535



To illustrate the idea, consider the following database in Table 1, with five trans-
actions and five different itemsets.

In a normal association mining algorithm, we take all frequent items above the
threshold for rule formation. Thus there can be a situation where high priority
non-frequent itemsets get pruned off in an early stage. Through this work, we provide
additional weight to those itemsets and provide them with priorities. After running the
dataset through our procedure priority, the following result is obtained (Table 2).

In traditional methods the itemset E would have been pruned off in an early stage if
we set the threshold to be 50 % as its below par. Here, while providing a weighted
priority we could observe that itemset E falls above the threshold and it there by makes
itself available for rule creation. In situations where the frequency range is uneven, the
above mentioned normalization method needs to be employed before calculating the
priority.

BuildTreap: In this work we use the Min Treap data structure. This is a tree which
satisfies the Min Heap Property. Basic property of Min Treap is, the root node will be
having a smaller priority than its children. The BuildTreap procedure obtains its input
from the Priority procedure. The algorithm (Algorithm 3) scans each element from the
list and builds a Min Treap according to the priority. Whenever a new element is added
the BuildTreap subroutine is recursively called in-order to maintain the Treap structure.
The process is very similar to that of heap creation (Fig. 1).

ByMinTreap procedure, treap for each transaction is build and the leaf node will be
the one with highest priority. So, by employing a depth first search we get to the nodes
with highest priority. For easy and quick retrieval of data, we always make use of tree
like data structure; FP growth is one such algorithm. But one of the major drawbacks of
the FP growth is the large amount of candidate prefix sub-tree that needs to be gen-
erated for each transaction. This can make the memory overflow leading to a system
crash. In this work, only one treap per transaction is created. Figure 1 shows the
corresponding Treap for Table 1.

Table 1. Sample database

Transaction ID Itemset

100 B C D
200 C D E
300 A B D
400 B C D E
500 B D

Table 2. Priority calculation

Transaction ID Itemset f p’ W Pp

100 B C D A = 1 A = 0.033 A = 1.033 A = 1.833
200 C D E B = 4 B = 0.133 B = 4.133 B = 4.933
300 A B D C = 3 C = 0.100 C = 3.100 C = 3.900
400 B C D E D = 5 D = 0.166 D = 5.166 D = 5.966
500 B D E = 2 E = 0.066 E = 2.066 E = 2.866
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Algorithm 3 BuildTreap  
Input: Priority Array, P[n] 
Data structure Used: Treap 
Output: Minimum Valued Treap, MinTreap 
Step 1: length of the priority array P is taken as treelength  
treelength [A] ←  length [P] 
Step 2: for each node indexed at j 
parent (j)  ←   return(j/2) 
left (j)   ←  return (2j) 
right (j)   ←  return (2j+1) 
Step 3: for all nodes indexed at j, do 
l  ←  left[j] 
r   ←  right [j] 

if(A[l]   ≤   A[j]) then  
small   ←   l 

else  
            small  ←  j 
else if(A[r]   ≤   A[small]) then 
               small   ←   r 
else if(small  ≠ j) then  

         interchange A[j]  ↔  A[small] 
Step 4: Min Treap is obtained 

Traversal: This is a depth first treap traversal where the algorithm tries to find the most
frequent items with highest priority from the Treap (Algorithm 4). Search continues till
the leave node and returns the priority value and the node value. If the priority is greater
than the threshold, parent and the sibling of the node is returned. If there is no sibling,
then the sibling of the parent is retuned by the subroutine. The search moves in a
bottom up approach until the priority has reached its minimum threshold.

In the database discussed in our example, we can see that itemset B, D with root
C and itemset D, C with root E are leaf nodes and the ones with maximum priority and
frequency. By considering the level of confidence we need, we can extract the leaf
nodes to that particular tree height. Figure 2 shows the DFS traversal in our example.

Fig. 1. Treap creation
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Algorithm 4 Traversal  
Input: Min Treap 
Method Used: Treap Traversal 
Output: Frequency Items with Maximum Priority, F 
Step 1: Perform depth first traversal and return the left node, N. 
Step 2: Return Parent (N) and Sibling (N) 
Step 3: if Sibling (N) = NULL, 
Return N, Parent (N), Sibling (Parent) 

GenerateRule: This is the final step of the algorithm (Algorithm 5), here all those rules
above the threshold T is calculated. Initially the rule set R is initialized to NULL. For
each frequent item obtained from the treap traversal, the ratio of frequent item to its
supporting item sets are found out. If it is greater than the threshold, the rule is added to
R. This process is continued until all the frequent items are visited for rule creation. In
our example database, we have two set of leaves as frequent. The support count for each
set for all combination needs to be found out using the support count Eq. 5 or 6

Threshold ¼ SCðIndivudualItemsÞ
SCðRuleItemsetsÞ ð5Þ

Threshold ¼ SCðIndivudualItemsÞ
SCðConclusionItemsetsÞ ð6Þ

Algorithm 5 GenerateRule 
Input: Frequent items with priority value, F; Threshold T 
Output: Association Rules 

Step 1: Rule R = NULL 

Step 2: for i=1 to n in each Fi do 
if(Support (Fi)/Support (Fn) ≥ T) then 

 R = R U (Fi  →   Fn) 

Step 3: Find R, until F = NULL 

Fig. 2. DFS traversal
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Table 3, shows the results of all those itemsets which has 100 % confidence. For
getting more rules, we can reduce the threshold level and obtain more result. We are
considering strong rules only. The itemsets which are below the support threshold is
not considered here.

4 Comparison with Traditional Algorithm

When comparing Treap mining with the traditional algorithms, we could clearly see a
distinction in the basic run time and space complexities. Time complexity of apriori
algorithm [18, 20, 21] can be defined as the sum of time taken for generation of
frequent items and time taken for rule generation. For n transactions with m itemsets,
the time taken for frequent itemset generation is,

¼ nCm
1 þ nCm

2 þ . . .þ nCm
m

¼ n
Xm
i¼1

Cm
i

ffi O enð Þ as n ! a

ð7Þ

Similarly for rule generation the time complexity calculated as,

¼ Ck
1 þCk

2 þ . . .þ Ck
n

¼
Xk¼m

k¼1;j¼Cm
k

½
Xi¼j

i¼1

C j
i �

¼
Xk¼m

k¼1

m
Xi¼j

i¼1

C j
i

ffi O nð Þ as n ! a

ð8Þ

Thus total time complexity is the sum of (7) and (8), which shows the Apriori algorithm
grows exponential,i.e.,

Table 3. Rules Generated

Set 1
Rule Support Remark

B ^ C → D 100 % Accept

Set 2
Rule Support Remark

D ^ E → C 100 % Accept
E ^ C → D 100 % Accept
E → D ^ C 100 % Accept
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ffi O enð Þ as n ! a ð9Þ

whereas the treap performs the task in linear time order. We have four procedures
called back to back, thus the total complexity will be the upper bound of these pro-
cedure calls. Priority calculation always takes a linear order as the amount of time taken
for calculation is directly proportional to the number of input elements.

For the BuildTreap, we derive the time complexity by extending the complexity of
heap sort. Time complexity is proportional to

TðnÞ ¼
Xh
j¼0

j:2h�j ¼
Xh

j¼0
j
2h

2 j
ð10aÞ

If the bottom most level has 2h nodes, where h is the height of the tree.
Factor out the 2h term, we get

TðnÞ ¼ 2h
Xh

j¼0

j
2 j

ð10bÞ

We have,

X1
j¼0

x j ¼ 1
1� x

ð11Þ

Taking derivative on both sides

X1
j¼0

j:xj�1 ¼ 1
ð1� x2Þ ð12Þ

Multiplying x on both sides we get,

X1
j¼0

j:x j ¼ x
ð1� x2Þ ð13Þ

when x = 1
2, we get

X1
j¼0

j
2 j

¼
1
2

ð1� 1
2
2Þ

¼ 2 ð14Þ

Substituting the value of Eq. 14 in Eq. 10a, we get

TðnÞ ¼ 2h
Xh
j¼0

j
2 j

� 2h
X1
j¼0

j
2 j

� 2h:2 ¼ 2hþ 1 ð15Þ

we already know, n takes the form of, n ¼ 2hþ 1 � 1, Thus from Eq. (15) we can
conclude,

540 H.S. Anand and S.S. Vinodchandra



TðnÞ� nþ 1 2 OðnÞ ð16Þ

Similarly for rule generation for n transactions with m itemsets can be given as,

¼ kc1 þ kc2 þ . . .þ kcn ð17Þ

¼
Xk¼m

k¼1;j¼mck

Xj

i¼1

jci ð18Þ

¼
Xk¼m

k¼1

m
Xj

i¼1

jci ð19Þ

ffi O nð Þ as n ! a ð20Þ

The analysis part clearly describes that the algorithm works in the linear order, O(n) in
the best case scenario, and even keeps the algorithm steady in O(n log n) in worst case
scenarios, which is far better than the competitor algorithms of the same genre.

5 Discussions

The proposed algorithm was tested against the traditional algorithms like FP growth
and Apriori. The results obtained are shown in the Table 4. The standard databases
available on the internet are used for the testing purposes. (Databases are available on
this link: http://fimi.ua.ac.be/data/). Time is represented in milliseconds.

A graphical trend comparison of the algorithms with increased size of itemsets and
records is provided in the graph (Fig. 3).

The algorithms work with relative time complexity when the size of dataset is
small. As the size increases, we can see Apriori gets to an indefinite working
loop. After a particular record size, the algorithm continuously delivers the last gen-
erated output, thereby creating an invalid rule. Even FP growth algorithm shows
indefinite halt signs during the last stage of cycle [19] (the flat part of the graph). The
increase in sub-tree generation could be the major cause for this system halt while

Table 4. Comparison of runtime against various databases

Minimum
support

Database
used

Apriori
algorithm

FP growth
algorithm

Treap mining
algorithm

25 % Chess 469 348 227
25 % Accidents 42356 22588 16289
25 % Mushroom 14432 4897 3189
25 % Retail 7739 4230 3912
25 % Webdocs 255650 225440 195230
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working with large record size. Treap mining, on the other hand shows a very distinct
performance improvement even with increases record size.

6 Conclusion

In this work a new association rule mining algorithm is put forward. It makes use of the
priority model for building treap. From the treap the frequent items are mined and the
rules are generated. The results are compared with the traditional mining algorithms
like Apriori and FP growth. Algorithm was also tested by the datasets available in
internet. Analysis of the algorithm in both time and space dimension was seen to be
bound within O (n) and O (n log n), which is very much efficient than other mining
algorithms. This proposal also helped to mine high priority non-frequent items for rule
creation. Treap mining could be extended to market basket analysis, single variable
prediction and even to practical applications like fault tolerance, estimation predictions
and so on. A scheme for employing very large vertical database mining could be seen
as a future scope of this treap mining. Also, prioritizing itemsets depending on the
cluster centers can also be considered as an enhancement for this method.
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Abstract. microRNAs are single stranded non coding RNA sequences
of 18 - 24 nucleotide length. They play an important role in post
transcriptional regulation of gene expression. Last decade witnessed iden-
tification of hundreds of human microRNAs from genomic data. Experi-
mental as well as computational identification of microRNA binding sites
in messenger RNAs are also in progress. Evidences of microRNAs acting
as promoter /suppressor of several diseases including cancer are being
unveiled. The advancement of Next Generation Sequencing technolo-
gies with dramatic reduction in cost, opened endless applications and
rapid advances in many fields related to biological science. microRNA
expression profiling is a measure of relative abundance of microRNA
sequences to the total number of sequences in a sample. Many experi-
ments conducted in this kind of measure proved differential expression
of microRNAs in diseased states. This paper discusses an algorithm for
microRNA expression profiling, its normalization, and a Support Vector
based machine learning approach to develop a Cancer Prediction System.
The developed system classify samples with 97.6 % accuracy.

1 Introduction

A family of non coding RNA, around 22 nt long, found in many eukaryotes
including humans are called microRNA. Around 1800 microRNAs are identi-
fied in human and have abundant evidences of its functionality in normal cell
development, differentiation, growth control and human diseases [1]. microRNAs
down regulate gene expression by repressing the process of protein translation
or degradation of messenger RNA(mRNA)[2,3]. It is identified that several dis-
ease states are linked to altered microRNA expression. The regulatory role of
microRNAs in Cancer, Heart diseases, Neurological diseases, Immune function
disorders are proved with experimental evidences [4,5].

Next Generation Sequencing (NGS) is the latest techniques in DNA sequenc-
ing and are characterized by its unprecedented throughput and speed. The
progress in NGS techniques with dramatic reduction in cost, attributed develop-
ment to many applications in the fields related to biological science. microRNA
c© Springer-Verlag Berlin Heidelberg 2016
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expression profiling from NGS data, together with a high performance classi-
fier could be utilized for the development of prediction systems, especially for
Cancer. In this paper, the development of NGS data based Cancer Prediction
System for lung cancer is discussed.

2 microRNA Profiling

The nucleic acid sequencing techniques find the exact order of nucleotides present
in a given DNA sequence. Sanger Sequencing was the most popular method in
DNA sequencing for around three decades, however recent development of Next
Generation Sequencing (NGS) made a faster, and cheaper alternative. The Life
Technologies : Ion Torrent Personal Genome Machine (PGM), Illumina : HiSeq,
GAIIX, ABI : SOLiD, Roche: GS Flx+ or 454 are examples of NGS systems.
Small RNA sequencing (RNA-Seq) is one the NGS library preparation method
suitable for small non coding RNAs such as microRNAs [6]. The output of RNA-
Seq experiments consist of millions of sequences called reads, which are the
probable short RNAs present in a genome at a given instant of time. The length
of sequences are less than 200 base pairs.

microRNA expression profiling is a measure of relative abundance of micro-
RNA sequence to the total sequence output from a RNA-Seq experiment. micro-
RNA profiling in wet lab is a difficult task due to the very low presence ( 0.01 %)
of microRNA in total RNA mass, lack of common start or stop sequence and very
short sequence length. Three different strategies are established despite these
challenges - a hybridization based method (microarray, nCounter), Quantita-
tive Reverse Transcription PCR (qRT-PCR), and High Throughput Sequencing
[7]. Shirley et al. compared different profiling systems and concluded that NGS
platform has highest detection sensitivity, highest differential expression analy-
sis accuracy, and high level of technical re-productivity [8]. As a computational
method, microRNA profiling is performed by proper sequence mapping between
reads and a genome sub sequence. The term sequence map refers to the process
of finding the most similar region where a short sequence could be attached to
a comparatively long sequence. When profiling carried out between healthy and
diseased states could be used in diagnostic applications.

3 microRNA Disease Association

microRNAs are proved as negative gene regulators due to the complementary
sequence coupling with the target mRNA, which results in inhibition protein
translation(the process of protein production from mRNA) or altered mRNA
stability. The real outcome of this process depends on the target gene involved.
Several microRNAs are acting as oncogenes, whereas another set as tumor sup-
pressor. miR-15a, miR-16-1, miR 143, miR-145 and let-7 family members are
examples of few early detected tumor suppressor microRNAs, whereas miR-21,
mir 155 are proved as oncogenes [9]. Landi et al. reported that signature of five
microRNAs (miR-25, miR-34c-5p, miR-191, let-7e and miR-34a) could be used to
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differentiate adenocarcinoma (AD) from squamous cell carcinoma (SCC), both
sub types of lung cancer [10]. They used microRNA expression level as the sig-
nature. However, one cannot claim a global increase or decrease in microRNA
expression level in case of cancer, but a variation in expression level is a real-
ity. Presently, efforts are made by researchers to collect and publish microRNA
disease association from published literature. MiRCancer, is one such database
extracted from the literature, which contains 878 association between 79 human
cancers and 236 microRNAs [11]. The PhenomiR is yet another manually curated
database, where deregulation of microRNAs in diseases are investigated from 542
studies [12].

4 Materials and Methods

4.1 Data Collection

microRNA transcriptome data for lung cancer is used to build a classifier model
to develop a Cancer Prediction System. Data samples are downloaded from NCBI
Sequence Read Achieve (SRA). The downloaded lung cancer data set contains
41 samples, where 20 are of tumor and 21 are of normal tissues(SRP009408-
microRNA expression profiles in lung cancer tissues versus adjacent lung tissues
using next-gen sequencing). microRNA mature sequences database are down-
loaded from miRBase [13]. A list of microRNAs having direct link with lung
cancer has been prepared by collecting data from miRCancer, PhenomiR, and
from other published literature.

4.2 NGS Data Pre-processing

The downloaded data are in an archive format, which can be extracted with
SRA tool kit from NCBI. The resultant sequences are in FASTQ format. A NGS
sequence read may contain an adapter sequence or fragments of adapter sequence
which are added during library preparation [14]. These sequence will be either
at 3’ end or 5’ end, and needs to be removed before further processing of reads.
If not, may lead to missed alignments, wrongful discarding of genuine match. A
quality score is associated with each nucleotide of the sequence as a measure of
error probability. The quality score Q = −10 log10P , where P is the probability
of incorrect base call. When P=0.001, then quality score Q is 30, which ensure
99.9 % accuracy in base call, whereas quality score of 20 ensures 99.0 % accuracy
only. Our algorithm is designed with an objective that every sequence read could
complete adapter removal, quality trimming and sequence mapping in a single
step. The quality threshold is fixed at 30 so that reads ensure 99.9 % accuracy.

4.3 Sequence Mapping

The primary objective of sequence mapping is to find the exact location where
a given sequence gets aligned with another sequence. There are around 60 map-
ping tools with differing capabilities, majority of them developed after the Next
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Generation Technologies came into existence. The read length supported by the
mapping tool, accuracy, parallel processing of reads, computational efficiency
when gaps/mismatches allowed are some of the front line characters on which
these algorithms are designed [15].

Algorithm 1. Parallel processing of microRNA expression profiling
NGSdata : Reads in FASTQ format
miRNAList : list of disease specific microRNAs
procedure microRNAExpression

for i ← 1, Core in Parallel do
Divide and assign NGSData to each core

for k ← 1, Core in Parallel do
for each Mj ∈ miRNAactiveList do

miRExp[j] ← 0
while not end of NGSdata do

NGSRead to Ri

Remove adapter(Ri)
Rd = TrimQScore(Ri)
if len (Rd) ≥ 17 then

for each Mj ∈ miRNList do
match = BMH(Rd,Mj)
if match then

miRExp[j] ← miRExp[j] + 1

return miRExp

To calculate read count, different approaches were employed. Kristina et al. in
their study of microRNA expression profiles in Colorectal Cancer, reads mapped
to mature microRNA sequence with a maximum of one mismatch is considered
as a hit [16]. In another study, a hit can have a maximum of two mismatches
between position 12 and 14 or three mismatches for longer reads [17]. Hang-Tai
et al. did not allow a single mismatch to prevent reads mapped to paralogs of
a given microRNA, and to avoid multiple ambiguous hits [18]. Considering the
benefits of perfect match, our system limits only exact match between mature
microRNA and read as a hit.

As we decided go for exact match for a read hit, a faster pattern matching
algorithm is the best choice to map NGS reads to microRNAs. Let T be text
string of length m and P be pattern of length n, the exact sequence match is
to find the occurrences of P in T . The worst time complexity of naive approach
to perform this match is Θ(m × n). The improvements in search methods with
additional pre-processing steps could reduce search time to O(m + n). Boyer
Moore introduced three techniques, namely, Right to left scan, Bad character
rule and Good suffix rule. When the right to left scan being performed, and
a mismatch occurred x �= y, and x ∈ T and y ∈ P , then Bad character rule
says the pattern P could be shifted to the right most x belong to the pattern P .
If such an x is not in the pattern, the shift distance could be the entire pattern
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length. The Good Suffix Shift is applicable when a substring t of the pattern P
have match with the text T , and search halted due to mismatch at y ∈ P to the
left of t. If there is a t′ ∈ P and t′ = t with an x �= y to the left of t′, then pattern
can be shifted to the right so that x is below the current search pointer. Con-
sidering the implementation aspects, shift due to Good suffix rule is difficult
and hence Horspool modified Boyer-Moore Algorithm suggesting that the shift
due to Bad character rule alone is sufficient in all practical applications [19].

Algorithm 2. Boyer-Moore-Horspool Algorithm to map Reads to
microRNA sequences

procedure BMH(R[n], M [m]) � R[n] A read of length n
Σ = {A, C, G, U} � M [m] A microRNA sequence of length m

for each a ∈ Σ do � D[] Shift distance array
D[a] = Max[j | Mj == a]

� right most occurrence of a

i ← m − 1
while i ≤ n − 1 do

k ← 0
while M [m − 1 − k] = R[i − k] and k ≤ m − 1 do

k ← k + 1

if k = m then
return true

else
i ← i + D[R[i]] � increment i by shift distance

Sequence read input file consists of millions of reads, and our algorithm
computes microRNA expression in parallel. We divide the input file into as
many blocks as the number of processing units in the system and allocate one
block to each unit. This strategy for microRNA expression profiling is illustrated
in Algorithm 1. Each sequence read initially tested for adapter contamination,
followed by a base quality check. Normally, read quality contamination is at
the trailing end of read than the initial portion. Algorithm3 keeps track of
difference in quality score with that of a threshold value. When this accumu-
lated difference falls below zero, remaining portion of read is trimmed off. If
the trimmed sequence length is above 17, then search for a map with disease
specific microRNA sequence using the Algorithm 2 is performed. The reason to
fix length limit as above 17 is that the minimum sequence length of a microRNA
is 18. The count of mapped reads from each processing units is integrated and
returned as expression value.

4.4 Expression Normalization

In microRNA profiling, normalization is a significant step to find differently
expressed genes. Several normalization methods were available, specifically



SVM Based Lung Cancer Prediction Using microRNA Expression Profiling 549

Algorithm 3. Algorithm to trim sequence reads based on Phread qual-
ity scores

procedure TrimQScore(R, Qthreshold]) � R A Read sequence
� Qthreshold- Minimum quality score required

L = len(Read)
i = 1
Sum = 0
while Sum ≥ 0 and i ≤ L do

Sum = Sum + Q(Read[i] − Qthreshold
i = i + 1

if i ≥ 17 then
Rd = trim(Read(i + 1, L)
return Rd

else
discard the Read

applicable to microArray analysis, Real time PCR, and Next Generation Sequenc-
ing with varying throughput, cost, and memory requirement [20]. In Next gen-
eration sequencing, relative count of microRNA can be calculated by normaliz-
ing read count against total number of reads or total number of microRNAs in
the sample. Z-score normalization determines how an individual score value varies
from the mean in units of standard deviation. Performance of Z-Score normaliza-
tion is better when compared with Min-Max normalization, if prior knowledge
about mean and standard deviation of the sample are available [21]. The normal-
ized expression of microRNAs in this experiment is Z-score values of microRNA
expression with respect to the total mapped microRNAs in a sample.

4.5 Classifier Model

Dimensionality Reduction: The initial list of mature microRNA sequences
with respect to lung cancer consists of 82 sequences. Determining an optimal
subset of differentially expressed microRNAs, will improve the performance of
classifier, and reduce computational and storage requirements. Two different
strategies can be used to select optimal set of features- filter method and wrap-
per method [22]. Filter method uses ranking function to select best attributes,
whereas wrapper method tries to reduce feature set using the same learning
algorithm used by the classifier. In the case of wrapper methods, if there are n
variables, there are total of 2n subsets, and hence exhaustive search is infeasible
for large value of n. Wrapper method may follow sequential forward/ backward
search or random search or heuristic search to find an optimal subset. In this
experiment, wrapper method is applied and the most deciding 45 microRNAs
are only used for classification.

Classification with Support Vector Machines (SVM): The data samples
are classified using Support Vector Machine(SVM). SVM works by projecting
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training data in input space to a feature space of higher dimension. A linear
classifier is based on discriminant function of the form f(x) = ωT x + b, where
ω is weight vector and b is scalar value. ωT x is dot product between two vectors,
and ωT x = Σiωixi. The set of all points with ωT x = 0 define a hyperplane,
which separates input data into two classes. The bias b translate the hyperplane
away from the origin. The closest point to he hyperplane among positive and
negative samples define a margin. SVM minimizes the risk of misclassification
by maximizing the margin between the data points. Thus, a maximum margin
classifier becomes a constraint optimization problem

minimizeω,b
1
2
‖ω‖2 + CΣi εi

subject to yi(ωT x + b) ≥ 1 − Σi εi, εi ≥ 0

The term, C Σi εi define penalty for margin errors. εi the margin error, it should
be 0 ≤ εi ≤ 1

A non-linear SVM classifier is based on discriminant function of form f(x) =
ωT φ(x) + b, where φ is a non-linear function. To limit the size of feature
space and thus memory and computational requirements, an efficient way of
computation known as kernel trick k is employed, rather computing the mapping
φ. Thus a polynomial kernel is

K(x, y) = (xT y + 1)
d
, (1)

where d is degree of polynomial. A Gaussian kernel or Radial basis function
(RBF) is defined by

K(x, y) = e(−γ ‖x − y‖2) (2)

the term γ determines the curvature of non linear decision boundary.
The Pearson VII kernel(PUK) is defined by

K(x, y) =
1

(

1 +
(

2

√

‖x − y‖2
√

2(
1
ω

)−1

σ

)2)
ω (3)

where ω and σ control half width and trailing factor of peak, respectively.

5 Results and Discussion

The classifier model was trained and tested with the data set prepared using
the microRNA profiling followed by the normalization step of the experiment.
Figure 1 shows the Z-score normalized microRNA expression values with respect
to a normal and a tumor NGS data sample. Ranking of attributes based on wrap-
per method with SVM (RBF kernel) classifier unfold the top ranked microR-
NAs that are differently expressed. List of a few top ranked microRNAs are
- hsa − miR − 21 − 5p, hsa − miR − 24 − 1 − 5p, hsa − miR − 200a − 3p,
hsa−let−7c−3p, hsa−miR−30c−2−3p, hsa−let−7d−3p, hsa−miR−210−3p
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Fig. 1. Z-Score normalized microRNA expression levels corresponding to a Nor-
mal(NT) and a Tumor(T) sample

The evaluation method used in the experiment is 10 fold cross validation.
10 fold cross validation is a more preferable technique when number of data
samples are less. In this method, the data samples are divided into 10 subsets,
one randomly selected subset is used for testing and remaining 9 for training.
This operation is repeated for 10 times. The performance of Support Vector
Machine based classifier with different kernel functions are analyzed. The round
of error(ε) is fixed at 1.0E − 12 and complexity value (c) at 1.0. With RBF
kernel, (γ) is set to 0.01 and with PUK kernel ω and σ are set to 1.0.

The analysis are performed based on the following measures:

precision =
TP

TP + FP

True Positive Rate/Recall/Sensitivity =
TP

TP + FN

True Negative Rate/Specificity =
TN

TN + FP

False Positive Rate =
FP

TN + FP

F − Measure =
2 × precision × recall

precision + recall

Accuracy =
TP + TN

TP + TN + FP + FN

The Accuracy alone could not be used as a measure of performance of a
classifier, especially when number of samples in the positive and negative sets
widely differ. The term precision indicates the relevancy of prediction. It repre-
sents out of all samples labeled as class A, what fraction actually belonged to
the class A. Recall is the fraction of class A samples that the classifier picks up
out of all samples that were originally belonged to class A. This is equivalent to
True Positive Rate. In addition to this, False Positive Rate are also measured.
False Positive Rate is proportion of samples which are classified as class A, but
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Fig. 2. Performance of cancer prediction system when SVM classifier with RBF Kernel
and PUK Kernel were employed. SVM parameters were c = 1, ε = 1 × 10−12, with
RBF γ = 0.01, and with PUK ω = 1 and σ = 1.

belong to a different class, among all samples that are not in class A. Figure 2
shows a comparison of performance cancer prediction system with different ker-
nel functions. SVM with Pearson VII kernel(PUK) classifies with an accuracy
97.6 %. When the experiment is repeated with RBF Kernel accuracy is again
97.6 %, but γ, the curvature of non linear decision boundary increased from 0.01
to 0.1, the accuracy becomes 100 %.

6 Conclusion

The exact molecular mechanism behind gene expression regulation of microR-
NAs is not yet unveiled completely. But, increasing evidences with experimental
proofs are available to acknowledge the association between microRNAs and dif-
ferent diseases. Progress in Next Generation Sequencing added great momentum
in microRNA research. Many studies related to differential expression of microR-
NAs in specific diseases /cancer can be found in literature, but development of
cancer prediction system using microRNA profiling is a novel approach. When
experiment conducted with lung cancer samples and SVM classifiers, prediction
accuracy was 97.6 %. We hope this method could be further extended to develop
a more comprehensive cancer prediction system in future.
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Abstract. With recent rises of sophisticated and dangerous epidemics, there is
a growing need for a system that could predict disease severity with high
accuracy. In this paper, we address the problem of forecasting the magnitude of
dengue in a short term period, i.e. one week ahead. We consider inputs as both
statistics of historical cases and biological factors affecting the dengue virus,
including the temperature, population and mosquito density. We propose a
two-phase model simulating the disease transmission process, which are the
local outbreak and then province transmission. The locality phase estimates the
number of potential cases in each province independently in the following week.
Then, in the transmission phase, an artificial neural network is used to predict
the mobility of the dengue virus across provinces. Our proposed method obtains
a higher accuracy than the conventional models of time series, linear regression,
and ARIMA. Moreover, this provides the first research results about dengue
prediction in Vietnam.

Keywords: Epidemics � Mosquito characteristics � Locality model � Trans-
mission model � Artificial neural network

1 Introduction

Dengue [9], a mosquito-borne disease, is a serious epidemic in tropical areas, causing
tremendous damages to people. This disease is still a major concern with which
governments and scientists are trying to deal. Forecasting the magnitude of dengue will
help the authorities to prevent and suppress the disease. Furthermore, we could save a
large amount of resources for these actions thanks to accurate forecasting.

While there are works on long term prediction, i.e. more than one month ahead,
which could give us a picture of a disease development in next four months or a half
year [15], in this paper we focus on short term periods ranging from one week to one
month [7]. In fact, during an epidemic period, the authority would take intervention to
reduce and restrict the disease weekly or monthly. Therefore, a system that monitors
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and gives timely prediction every week could make a lot of help in reality. Here, to the
best of our knowledge, this work is the first to predict for one week ahead the mag-
nitude of dengue in Vietnam.

Conventional methods such as time series in [21] or linear regression in [12] still
get limited accuracy. Meanwhile, an epidemic, especially one of mosquito-related
diseases, is highly dependent on environmental factors such as the temperature, mos-
quito biology, virus, population, human behavior and shelter condition. Our model not
only considers dengue situation in the past, but also examines other factors that con-
tribute greatly to the number of dengue cases in the future.

We adapt the two-phase model in [2] for malaria transmission in China to forecast
the magnitude of dengue in Vietnam. We note that, beside the disease difference (i.e.,
malaria vs. dengue), while [2] aimed at finding an underlying transmission network
between provinces, our work here is to predict the number of disease cases in each
province. Firstly, in the local outbreak phase, we employ Ross-MacDonald model [5]
with dengue characteristics, instead of malaria’s ones, to estimate the number of
potential cases at each isolated province. The inputs for this phase consist of the
number of dengue cases in a week, the average temperature that week, the mosquito
density per person that month, and the population that year. Then, in the transmission
phase, we construct a non-linear neural network receiving as inputs the outcomes from
the first phase to forecast the final number of disease cases in each province.

The result of our proposed method is evaluated in comparison with the method in
[2] modified for dengue, the Seasonal Auto Regressive Integrated Moving Average
(SARIMA [18]), the Multivariate Linear Regression [1], and the Artificial Neural
Network-Time Series (ANN-TS [19]) ones. The Root Mean Square Error (RMSE [4])
is used as the benchmark measure. It shows that our forecasting method, which takes
into account environmental, biological and demographic features, has less error than
the compared ones.

The rest of this paper is organized as follows. Section 2 reviews related works.
Section 3 presents details of the proposed method. Performance evaluation in com-
parison with other methods is presented in Sect. 4. Finally, Sect. 5 draws some con-
cluding remarks.

2 Related Works

About disease transmission, [2] determined the transmission rate of malaria among
towns in Yunnan, China, by considering the impact of some factors, especially the
temperature, which contributes to the evolution of malaria. The potential of malaria
transmission was computed by a biological-inspired mathematical model with specific
malaria parameters. They could be in turn combined together to infer a possible net-
work of moving people that could reasonably find the hidden pattern of malaria
transmission. Although focusing on simulation of a disease transmission network, the
model could be adapted to predict the magnitude of a disease using biological and
demographic factors.

Meanwhile, [6] showed that the percentage of current infected mosquitos in the
population has a strong impact to the development of a malaria epidemic latter on.

Forecasting the Magnitude of Dengue in Southern Vietnam 555



The work also considered the vectorial capacity, which is computed by the current
status of the mosquitos, population, temperature and some biological factors of both
viruses and mosquitos, as a strong clue for determining how bad the epidemic could be
in the next period. Additionally, it also introduced the entomological inoculation rate,
which refers to the probability a person could be infected. By estimating that number,
one can predict the potential of an epidemic in the following days.

In the recent work about monthly dengue prediction in Northeastern Thailand [21],
the authors developed a temporal model using time series analysis. The used data set
comprises historical dengue cases through 30 years.

Temperature is one of the most effective factors in a prediction model for dengue
magnitude. In [14], the authors showed that a moderate fluctuation of temperature in
daylight (diurnal temperature range - DTR) could result in a higher probability of
mosquito survival, hence increasing the chance of infection to the community; other-
wise a large temperature change could reduce the impact of the virus-carrying mosquito
Aedes Aegypti, which causes dengue. Similarly, [13] proved a strong correlation
between the temperature and the effect of mosquitos in dengue. It revealed that the best
condition for mosquitos to grow was approximately 29 °C by the mean temperature,
and the lower DTR, the better the condition was for mosquitos to spread the disease.
That range of temperature is usual in a tropical country like Vietnam.

3 Proposed Method

We adapt the malaria transmission model in [2] for dengue transmission, which is
divided into two phases, namely local outbreak and province transmission. However,
for the locality model, we have to use the characteristics of the mosquito causing
dengue instead. For the transmission model, we have to construct a new neural network
for predicting the number of disease cases in each province in the following week,
because the neural network in [2] was not supposed to do that but just to learn the
transmission rate. Figure 1 shows the details of our proposed model.

At first, it considers each province independently. For each one of n (n > 1) pro-
vinces, the locality model (the first left rectangles) is built to estimate the potential

Fig. 1. The proposed two-phase model for prediction of dengue magnitude.
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number of dengue cases from 4 inputs (the left parallelograms) in the current week.
Since our research is about dengue that is caused by the mosquito type with different
characteristics from malaria’s one, we combine the locality model of malaria in [2] and
the dengue’s characteristics discovered in [13]. The output of this step (the middle
parallelograms) is the potential number of disease cases.

In the following step, it considers the disease transmission among the provinces.
We build a transmission model (the right rectangle) that receives as its inputs the
outputs of all the locality models, and predicts the final number of dengue cases (the
right parallelograms) in each province in the following week.

3.1 The Locality Model

The proposed locality model receives 4 inputs, namely, the average temperature, the
population, the percentage of female mosquitos, and the number of dengue cases in the
current week. It has two parts: (1) computing the infectious ability of dengue mos-
quitos, i.e. the vectorial capacity, from the temperature and the percentage of female
mosquitos based on the equations given in [13] (Eqs. 4–9 below); and (2) computing
the potential number of infected cases based on the obtained vectorial capacity using
the equations given in [2] (Eqs. 1–3 below).

The potential number of infected cases at place i and time t + 1 is calculated as
follows:

di tþ 1ð Þ ¼ bi:PiðtÞ:hiðtÞ:EIRiðtÞ ð1Þ

where diðtþ 1Þ is the number of infected cases at place i and time t + 1, bi is the
intervention rate at place i, PiðtÞ is the place’s population, hi tð Þ is the probability of an
infected mosquito transmitting the virus to an uninfected person, and EIR (Entomo-
logical Incubation Rate) represents the number of infected bites each person receives
per day at place i and time t.

The value of EIR at place i and time t is computed by:

EIRi tð Þ ¼ biðtÞ:Vi tð Þ:xiðtÞ
1þ biðtÞ:aiðtÞxiðtÞ=liðtÞ

ð2Þ

where Vi(t) is the mosquito ability making infection at place i and time t, biðtÞ is the
probability of an infected person transmitting the virus to an uninfected mosquito, aiðtÞ
is the biting rate, liðtÞ is the mosquito mortal rate per day, and xi tð Þ is the percentage of
infected people at place i and time t. With yi tð Þ being the number of infected cases, one
has:

xi tð Þ ¼ yi tð Þ
PiðtÞ ð3Þ

For malaria, [2] adapted Ross-MacDonald model [5] with the specific parameters of
the mosquito type causing malaria to compute the infectious ability Vi(t) and other
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parameters in the above equations. For dengue, which is caused by another mosquito
type, Ross-Macdonald model in [13] provides the following equation to compute the
dengue mosquito infectious ability:

Vi tð Þ ¼ miðtÞ:aiðtÞ2:e�li tð Þ:niðtÞ

liðtÞ
ð4Þ

where niðtÞ represents the virus incubation and miðtÞ is the percentage of female
mosquitos.

The work [13] also provides the formulas to compute the other parameters for
dengue as the functions of temperature TiðtÞ at place i and time t, except for bi that has
to be learned in the transmission phase as follows:

– The biting rate or the number of bites per day:

aiðtÞ ¼ 0:0043TiðtÞþ 0:0943ð21� TiðtÞ� 32Þ ð5Þ

– The probability of an infected mosquito transmitting the virus to an uninfected
person:

hi tð Þ ¼ 0:001044Ti tð Þ Ti tð Þ � 12:286ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
32:461� Ti tð Þ

p
ð12:286� TiðtÞ� 32:461Þ ð6Þ

– The probability of an infected person transmitting the virus to an uninfected
mosquito:

biðtÞ ¼ 0:0729TiðtÞ � 0:9037ð12:4� TiðtÞ� 26:1Þ
1ð26:1\TiðtÞ\32:5Þ

�
ð7Þ

– Incubation of the dengue virus:

niðtÞ ¼ 4þ e5:15�0:123TiðtÞð12� TiðtÞ� 36Þ ð8Þ

– The mosquito mortal rate:

li tð Þ ¼ 0:8692� 0:1590TiðtÞþ 0:01116TiðtÞ2 � 3:408 � 10�4TiðtÞ3 þ
3:809 � 10�6TiðtÞ4 ð10:54� TiðtÞ� 33:41Þ

ð9Þ

3.2 The Transmission Model

The proposed model is to simulate the spread of dengue viruses among nearby pro-
vinces in the cycle of one week. In reality, dengue disease spreads sequentially through
adjacent provinces as far as possible. The final result of the model is the predicted
number of dengue cases in each province after the spreading. On this basis, we build an
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artificial neural network to simulate this spreading. Due to different objectives, our
network has significant differences from the one in [2].

Firstly, it is about the network structure as shown in Fig. 2. Every node of the
network (a circle) represents a province. Each layer has 6 nodes corresponding to the
number of provinces in the experimented data for Southern Vietnam. The first layer
(the input layer) receives the potential numbers of infected cases factor in the pro-
vinces, obtained from the locality model. The last layer (the output layer) are the
predicted numbers of infected cases in the provinces after the disease spreading in the
cycle of one week.

The network has two hidden layers that are fully connected as in a typical neural
network. Each hidden layer also has 6 nodes representing the 6 considered provinces.
The weight matrix W represents the transmission rates between every pair of provinces.
Each connection from an input node to the respective node in the first hidden layer has
a coefficient β that represents the intervention factor of the authority. Such a coefficient
takes into account the fact that the authority may have some intervention to reduce the
local outbreak in each province when the disease happens. In [2], only the nodes that
represent adjacent towns have connections to each other. Our argument here is that
humans may travel and carry the disease from one place to a non-adjacent one.

Secondly, in [2] the authors used the linear activation function for each node,
because their network was to learn the transmission rates between every pair of towns
based on the movement of infected people, which was modeled as a linear problem.
Meanwhile, since our network is to predict the number of infected cases in each
province after the spreading cycle, we use the sigmoid function instead:

g xð Þ ¼ 1
1þ e�x

ð10Þ

Then, the prediction output vector y is calculated by:

Fig. 2. Structure of the proposed neural network
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y ¼ gððW 0 Þd:diag bð Þ:xÞ ð11Þ

where W
0
is the transpose of matrix W, diag(β) is the main diagonal matrix generated

from the intervention vector β, and the input vector x.
We use the Back Propagation algorithm [16] and the following RMSE as the

evaluation function to train the network:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

ðyi � y0iÞ2
s

ð12Þ

where yi is a model value, y0i is the corresponding actual value and n is the number of
data points.

4 Evaluation

4.1 The Datasets

We conduct experiments on the data for 6 provinces in Vietnam, namely, Ho Chi Minh
City as the center and the five surrounding provinces Ba Ria-Vung Tau, Dong Nai, Binh
Duong, Tay Ninh, and Long An. The data are collected weekly in an around 28-week
dengue rush period (from June to December) from 2004 to 2013. There are totally 272
week-data points. We use 60 % of the data for training (164 points), 20 % for cross
validation (54 points), and the remaining 20 % for testing (54 points). Each data point
has four features: the number of dengue cases that week, the average temperature that
week, the population that year, and the mosquito density per person that month.

We collect the data from the reliable sources as follows:

– Dengue cases statistics and mosquito-related data are provided by the Dengue
Center of Pasteur Institute at Ho Chi Minh City [17], which is the principal
authority for dengue surveillance in Vietnam.

– Temperature data are obtained from MODIS (Moderate Resolution Imaging
Spectro-radiometer) data crawled from IRI/LDEO Climate Data Library [11], with
the radius of 1 km and 8-day circle. We then interpolate them by using the digital
boundary of provinces provided by the Center for Developing Information Tech-
nology and Geographic Information System [3]. Finally, this dataset is tested
against the 2-year official temperature dataset of Vietnam National Centre for Hydro
meteorological Forecasting [20].

– The population of each province was obtained from the General Statistics Office of
Vietnam [10].

4.2 The Experiments

We compare the prediction error using the RMSE measure of our proposed method
with the following ones:
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– Benyun et al.’s method: the network model in [2] is re-implemented by replacing
the malaria locality model therein by the dengue one, and the output values of the
last layer nodes in that neural network are used as predicted numbers of disease
cases.

– Artificial Neural Network-Time Series (ANN-TS): this is a type of neural networks
using time series data. Input data are the numbers of infected cases in some weeks
prior to the prediction week, while the output is the number of dengue cases in each
province in the prediction week. It was employed in [21] for prediction of dengue
infection in Thailand.

– Multivariate Linear Regression: it produces a vector of prediction values for all
provinces at a time by using the previous weeks’ numbers of dengue cases.

– Seasonal ARIMA: this is a time series forecasting method based on auto-correlations
within the data. It aims to catch the pattern in a period of time, which is a week in
our case. The authors in [8] used this method to predict dengue infection in Brazil.

We use Weka to implement the ANN-TS, Multivariate Linear Regression, and Sea-
sonal ARIMA models. In order to increase the training speed, we scale numbers of
disease cases into values in [0, 1] by the factor of 1,000.

We set four criteria for the comparison experiments. Firstly, all experiments use the
same dataset for the 6 provinces in Vietnam as presented above. Secondly, the training
dataset is shuffled for each running time. Thirdly, the error of each method in a running
time is the average one of those of the provinces. Fourthly, the final result is the
average error of 10,000 running times. Table 1 shows the results of the compared
methods. The improvement percentage of the proposed method over a compared one is
computed by:

Improvement ¼ RMSE compared model� RMSE proposed model
RMSE compared model

ð13Þ

The results show that our proposed method has less error than the others, where
Seasonal ARIMA has the worst prediction. Since our scale factor is 1,000, the RMSE
of 0.02 of our proposed method roughly means the difference of 20 disease cases
between the predicted number and the actual number. In addition, the mosquito-based
models like ours and Benyun et al.’s one have smaller errors in comparison with the
traditional models that rely only on historical numbers of disease cases.

Table 1. Comparison of the proposed method with others

Compared methods RMSE Improvement

Our proposed method 0.02 N/A
Benyun et al.’s method 0.023 13 %
ANN-TS 0.025 20 %
Multivariate Linear Regression 0.027 26 %
Seasonal ARIMA 0.046 57 %
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5 Conclusion

This work is the first attempt to predict dengue spreading in Vietnam, in particular on
real data for Ho Chi Minh City and its five surrounding provinces. Our proposed
method combines machine learning with a biological model for the mosquito type
causing dengue, and predicts the number of dengue cases in the following week. The
selected features are the historical dengue cases, average temperature, population and
mosquito density. The experimental results show that our proposed method outper-
forms the referred related works.

For the further work, we are extending the prediction period from one week to one
month. Even though this period is still a short term, it could give the authority more
time to prepare for actions. Also, we are researching more features for the built neural
network, in order to further improve the prediction accuracy.
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Abstract. In this paper, we propose a novel training paradigm that
combines two learning strategies: cost-sensitive and self-paced learning.
This learning approach can be applied to the decision problems where
highly imbalanced data is used during training process. The main idea
behind the proposed method is to start the learning process by tak-
ing large number of minority examples and only the easiest majority
objects and then gradually turning to more difficult cases. We exam-
ine the quality of this training paradigm comparing to other learning
schemas for neural network model using a set of highly imbalanced bench-
mark datasets.

Keywords: Self-paced learning · Cost-sensitive learning · Imbalanced
data

1 Introduction

The cognitive process of human or animal learning is highly organized and differ-
ent tasks are scheduled so that less complicated concepts are presented first for
further development of more difficult ideas. It has been noticed that providing
a sequence of examples with an increasing level of difficulty can speed up ani-
mal and human learning process, a procedure known as shaping [6]. A natural
question is whether the machine learning can also benefit from a similar training
strategy. This issue was raised in [2] in the context of learning neural networks.
It turned out that the procedure of formulating a curriculum that introduces dif-
ferent concepts at different times has indeed positive effect on learning in terms
of increased speed of convergence and, in the case of a non-convex objective,
it helps to obtain better quality of the local minima. The general procedure is
known as curriculum learning (CL) [2].

The disadvantage of the curriculum learning is that it requires sequence of
examples given in advance. This was the starting point for further development
of automatic selection of easy examples to form a curriculum, a method called
self-paced learning (SPL) [7]. The idea of the SPL is to subsequently solve opti-
mization problems in which the easy examples are determined. The learner self-
access the difficulty of examples through examining the loss function and picks
those for which the loss function does not exceed some given value. Therefore,
c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 564–573, 2016.
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it is said that the learner learns in its own pace. The efficiency of the SPL was
proved in various applications, such as object recognition, motif finding, docu-
ment analysis, object localization [7]. Very recently it was successfully applied
to matrix factorization [10].

The SPL was further developed to include other important information for
learning. One idea was to choose easy examples in terms of the loss function but
also diverse examples that are dissimilar from what has already been learned
[4]. The SPL modified in this manner was proven to increase quality of learn-
ing in video analysis. A different approach aimed at combining the SPL with
the CL by introducing an expert knowledge about easy examples [5]. In this
method the curriculum was dynamically determined to adjust to the learning
pace of the leaner. It has been argued that this corresponds to “instructor-
student-collaborative” learning mode, as opposed to “instructor-driven” in the
CL or “student-driven” in the SPL.

In this paper, we consider a different approach in which we modify the SPL
to deal with the imbalanced data problem. The issue of imbalanced data is
widely encountered in various domains, e.g., medical diagnosis [9] and credit
scoring [8], where the number of examples from one class (e.g., healthy patients)
is significantly higher than the number of examples from the other class (e.g., ill
patients). Therefore, we aim to take advantage of the SPL to increase the qual-
ity of learning and allow learning from imbalanced datasets. For this purpose
we re-formulate the learning objective of the SPL by introducing different mis-
classification costs. We apply the proposed approach to training neural networks
and evaluate it on different highly imbalanced benchmark datasets.

2 Self-paced Learning for Imbalanced Data

We consider a supervised learning problem with a training dataset: DN =
{(xn, yn)}N

n=1, where xn ∈ R
D and yn ∈ {0, 1}. Let L(yn, f(xn,w)) denote a

loss function that represents the cost between the true label yn and the label
for xn estimated by a model (a decision function) f(xn,w) with parameters w.
The problem of training a model can be described as an optimization problem
of minimizing a sum of loss functions over the examples in DN :

minimize
w

E(w) =
N∑

n=1

L(yn, f(xn,w)). (1)

The structure of the loss function depends on the considered problem. Usually
it is a squared error for classification and a cross-entropy for classification. The
objective function is usually optimized with a gradient-based approach.

2.1 Cost-sensitive Learning

In the case of imbalanced data phenomenon the problem formulation in (1)
causes a high risk of training a decision model biased toward the majority class.
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Practically it means that the model tends to classify most of minority exam-
ples to the majority class. To overcome this issue the learning objective can be
modified by introducing different misclassification costs:

E(w;C+, C−) = C+

∑

n∈N+

L(yn, f(xn,w)) + C−
∑

n∈N−

L(yn, f(xn,w)), (2)

where C+ and C− are the costs of misclassification for minority (positive) and
majority (negative) class (C+, C− ≥ 0), respectively.1 Sets N+ and N+ are
defined as the sets of positive and negative indexes of examples in training data,
N+ = {n ∈ {1, . . . , N}|yn = 1}, N− = {n ∈ {1, . . . , N}|yn = 0}. It can be
observed that in the context of solving the optimization problem of minimizing
the criterion E(w;C+, C−) it is sufficient to operate on γ = C+

C−
ratio instead of

considering C+ and C− separately. The cost-sensitive approach is applicable for
imbalanced data if the mentioned ratio is much grater then one, γ >> 1. Often,
it is a good practise to set the ratio to γ = N−

N+
, where N+ and N− are the total

numbers of positive and negative examples in training data.

2.2 Self-paced Learning

The idea of self-paced learning is to take easy examples first, train the model
and gradually increase the number of examples by taking more difficult cases.
Contrary to curriculum learning the measure of easiness of an example is not
given arbitrary and the model is used as an oracle to self-access which of the
examples should be taken in current training iteration. Formally, the process of
self-paced training can be described as the subsequent solution of the following
optimization problem:

minimize
w,v∈{0,1}N

E(w,v;λ) =
N∑

n=1

vnL(yn, f(xn,w)) − λ

N∑

n=1

vn, (3)

where v is a vector of binary latent variables denoting whether nth datum should
be considered as easy (vn = 1) or not (vn = 0) and λ is a parameter for control-
ling the learning pace. The learning objective given in the Eq. (1) can be seen as
a sum of a modified learning objective in (1) that includes the latent variables
and a regularizer of the form r(v) = ||v||1 =

∑N
n=1 vn.2

Typically the optimization problem given by (3) is solved using Alternative
Convex Search (ACS) [3]. It is an iterative method for biconvex optimization,
in which the variables are divided into two disjoint blocks. In each iteration, a
block of variables are optimized while keeping the other block fixed. Assuming
fixed values of w the optimal values v∗ can be determined as follows:

v∗
n =

{
1, if L(yn, f(xn,w)) < λ,

0, otherwise.
(4)

1 We consider two-class imbalanced data problem in which the minority class is
assumed to be positive and the majority class is associated with the negative class.

2 Absolute value can be omitted since v ∈ {0, 1}n.



Self-paced Learning for Imbalanced Data 567

The application of ACS procedure stays behind self-paced learning intuition.
When v is optimized for fixed w the learner selects easy examples, i.e., if the
cost function is lower than the threshold λ for considered example, it is assumed
to be easy. Otherwise, the considered sample is difficult and the learner omits it
during current stage of learning. For assigned vector of values v∗ the optimization
process is performed by minimizing (3) with respect to w. This optimization
step is equivalent to minimizing objective given by Eq. (1) considering only the
examples with non-zero entries in v∗.

2.3 Cost-sensitive Self-paced Learning

In this paper we aim at taking advantage of the SPL and the cost-sensitive
learning to handle imbalanced data and obtain high quality model at the same
time. It can be observed that the SPL alone fails if there are significantly more
easy examples in one class than in the other. Moreover, if the imbalanced problem
is observed, there is a high risk that no minority examples will be selected during
one step of the SPL. The problem of the cost-sensitive self-paced learning can
be formulated as a problem of minimizing the following objective function:

E(w,v;C+, C−) + r(v;C+, C−) =
(
C+

∑

n∈N+

vnL(yn, f(xn,w))

+ C−
∑

n∈N−

vnL(yn, f(xn,w))
)

−
(
C2

+

∑

n∈N+

vn + C2
−

∑

n∈N−

vn

)

(5)

where the first part of the sum is the cost-sensitive sum of loss functions and
the second one is the regularization term. The value of C+ is supposed to be
higher than C− so that examples from minority class (yn = 1) are more likely
to be selected (vn = 1) than the majority examples (yn = 0). Additionally, the
misclassification costs in the regularizer must be squared, otherwise they would
have no effect during the stage of determining latent variables values. We replace
λ by two parameters, C+ and C−, so we have two degrees of freedom, where one
controls the pace of learning and the second takes care of ratio between C+ and
C−. Assuming the constant values of w we obtain the following optimal solution
for the latent variables v∗:

v∗
n =

{
1, if L(yn, f(xn,w)) < ynC+ + (1 − yn)C−,

0, otherwise.
(6)

It can be observed that minority examples are much more likely to be selected
than the majority cases (naturally, we assume, that C+ >> C−), because of
the higher threshold value of acceptance that is equal C+ if yn = 1 and C−
otherwise.
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Algorithm 1. Training model using cost-sensitive self-paced learning.
Input : DN : training set, VN : validation set, L(·, ·): loss function,

f(x,w): decision model, C+, C−: misclassification costs, µ: step size,
Q(·, ·): quality criterion.

Output: wbest: parameters for f(x,w) decision model.
1 Initialize: v∗;
2 Initialize: wbest = 0;
3 Initialize: Qbest = 0;
4 while stopping criterion not reached do
5 w∗ = arg minw E(w,v∗;C+, C−) + r(v;C+, C−) (see eq. (5));
6 if Qbest < Q(VN , f(x,w∗)) then
7 Qbest = Q(VN , f(x,w∗));
8 wbest = w∗;

9 end
10 v∗ = arg minv E(w∗,v;C+, C−) + r(v;C+, C−) (see eq. (5));
11 if updating criterion reached then

12 C+ =
C+
C− (C− + µ);

13 C− = C− + µ;

14 end

15 end
16 return wbest;

2.4 Algorithm for Cost-sensitive Self-paced Learning

The general procedure for the cost-sensitive self-paced learning is given in the
Algorithm 1. In the first iteration the latent variables are initialized to start the
learning procedure. The details of the latent variables values initialization is dis-
cussed in the next paragraph. Next, we initialize the vector of weights, wbest. In
step 3 we define the auxiliary variable, Qbest, that stores the highest value of the
additional quality criterion that monitors progress of training, Q(·, ·) (see further
paragraph for details). The quality criterion verifies training process using vali-
dation data VN in order to avoid overfitting and biasing toward majority class.3

In the step 5 the optimization process is performed on objective function given
by the Eq. (5) with respect to parameters w of the model f(x,w). Practically, it
means that f(x,w) is trained respecting different misclassification costs (C+ and
C−) and taking into account only examples indicated by the non-zero entries of
the vector v∗. Next, the quality of the model is examined on validation data. If
the quality is at the highest level comparing to previously examined model, the
weights are stored to wbest and the auxiliary variable Qbest is updated. In step
10 the new set of examples for training the model is obtained by finding optimal
vector v∗ using (6) with fixed w∗. The process of alternating optimization can
be performed slowly, and may be stopped omitting large number of examples.
Therefore, it is a good practice to increase the values of C− and C+ to collect
more examples and speed up optimization process (steps 12 and 13). We propose
3 We can always utilize about 10–20% data for validation.
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to increase the more restrictive C− by adding the step size μ and to modify C+

by applying the equation presented in step 12 to keep the same ratio between
C+ and C−.

Initialization of Latent Variables. The process of initializing the vector v∗ plays
crucial role in the SPL. This could be initialized randomly, however, wrong
selection of values may cause the model totally untrainable using the SPL. To
overcome this issue we propose to use an oracle model that can be a weaker
learner than f(x,w) trained on entire data or the model f(x,w) that is trained
on easy examples for randomly initialized weights w. Both models applied to
criterion (5) should result in selecting easy examples.

Stopping Criterion. The procedure should be stopped if the optimization crite-
rion is optimal. Practically, the procedure can be stopped if the desired number of
iteration is achieved, the monitored criterion on validation data did not increase
for given number of iterations (early stopping) the change of optimized criterion
is below given threshold value, or the convergence of v∗ or w∗ is very slow.

Quality Criterion. The quality criterion should be consistent with the optimized
objective function. Formally, instead of finding parameters for which the quality
criterion in (2) takes the highest value it is more recommended to take weights
for minimal value of objective function in (2) for validation set. Practically,
it is acceptable to consider other criterion like area under ROC curve (AUC),
especially for the problem of imbalanced data.

Updating Criterion. The process of updating the values of C+ and C− prevents
from stacking with insufficient number of examples in training process. Moreover,
we start with low values of C+ and C− and increase them gradually monitoring
the quality criterion. The misclassification costs can be updated under given
number of iterations or if the change of v∗ is not observed.

Setting Misclassification Costs. For two-class problems the cost function L(·, ·)
for a single example can be often associated with the probability of belonging
to the true class. Therefore, if C+ > 1 all minority examples will be selected
in training process and if C− > 1 all majority instances will be chosen. Taking
this fact into account the values above 1 for misclassification costs result in
selecting all examples from the class. We notice that the values of C+ and C− are
updated along with saving the constant ratio between them, the good practice
for imbalanced data is to take C− close to 0 and C+ equals 1. It will result in
one-class controlled training process in which the model will be trained on all
minority cases and with an increasing number of the majority examples.

3 Experiments

To examine the quality of the proposed solution we used a set of 31 benchmark
datasets available in the Keel data repository [1]. All datasets are characterized
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by the imbalance ratio higher than 9. The detailed description of the datasets
used in the experiment is presented in Table 1.

The goal of the experiment is to compare the quality of prediction gained
by selected decision model trained with the following approaches: minimization

Table 1. Detailed description of datasets that includes the information about number
of attributes ((R)eal,(I)nteger, (N)ominal), number of instances and the ratio between
cardinalities of majority and minority examples

ID Dataset attributes (R/I/N) Number of instances Number of ratio Imbalance

1 abalone-17 vs 7-8-9-10 8 (7/0/1) 2338 39.31

2 abalone-19 vs 10-11-12-13 8 (7/0/1) 1622 49.69

3 abalone-20 vs 8-9-10 8 (7/0/1) 1916 72.69

4 abalone-21 vs 8 8 (7/0/1) 581 40.5

5 abalone-3 vs 11 8 (7/0/1) 502 32.47

6 car-good 6 (0/0/6) 1728 24.04

7 car-vgood 6 (0/0/6) 1728 25.58

8 dermatology-6 34 (0/34/0) 358 16.9

9 flare-F 11 (0/0/11) 1066 23.79

10 kddcup-buffer overflow vs back 41 (26/0/15) 2233 73.43

11 kddcup-guess passwd vs satan 41 (26/0/15) 1642 29.98

12 kddcup-land vs portsweep 41 (26/0/15) 1061 49.52

13 kddcup-land vs satan 41 (26/0/15) 1610 75.67

14 kddcup-rootkit-imap vs back 41 (26/0/15) 2225 100.14

15 kr-vs-k-one vs fifteen 6 (0/0/6) 2244 27.77

16 kr-vs-k-three vs eleven 6 (0/0/6) 2935 35.23

17 kr-vs-k-zero-one vs draw 6 (0/0/6) 2901 26.63

18 kr-vs-k-zero vs eight 6 (0/0/6) 1460 53.07

19 kr-vs-k-zero vs fifteen 6 (0/0/6) 2193 80.22

20 poker-8-9 vs 5 10 (0/10/0) 2075 82

21 poker-8-9 vs 6 10 (0/10/0) 1485 58.4

22 poker-8 vs 6 10 (0/10/0) 1477 85.88

23 poker-9 vs 7 10 (0/10/0) 244 29.5

24 shuttle-2 vs 5 9 (0/9/0) 3316 66.67

25 shuttle-6 vs 2-3 9 (0/9/0) 230 22

26 winequality-red-3 vs 5 11 (11/0/0) 691 68.1

27 winequality-red-4 11 (11/0/0) 1599 29.17

28 winequality-red-8 vs 6 11 (11/0/0) 656 35.44

29 winequality-red-8 vs 6-7 11 (11/0/0) 855 46.5

30 winequality-white-3-9 vs 5 11 (11/0/0) 1482 58.28

31 winequality-white-3 vs 7 11 (11/0/0) 900 44
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of the objective function given by the Eq. (1), cost-sensitive learning approach
that trains the decision model by minimizing the objective given by the Eq. (2),
self-paced learning approach that uses the objective given by the Eq. (3), cost-
sensitive variant of the self-paced learning described in the Sect. 2.3.

The multilayer perceptron with one hidden layer (15 hidden units) was used
as a decision model. The back-propagation algorithm was used for training the
neural network. We set the learning rate equal 0.1, momentum term equal 0.01
and the number of epochs equal 220. For each of the neural networks the loss
function for a single example was a squared difference between the true label and
the probability of the label given by the model. Typically, the cross entropy is
more suitable for the classification problem, however, the squared error could be
better in terms of controlling the pace of learning because for a single observation
it takes values between 0 and 1.

In the self-paced learning mode the parameters v are initialized using another
neural network trained on the entire dataset (assuming v = 1). As a stopping
criterion we use given number of iterations equal 110. In each of the iterations
we use number of epochs for training neural network assuming given v equal 2.
The number of epochs for each of the self-paced iterations is relatively small,
because only couple of examples are delivered in each iteration and the model
is updated fast.

As a quality criterion for monitoring the training process on validation data we
used area under ROC curve (AUC).4 The same criterion was used to evaluate the
prediction abilities of the considered models. For cost-sensitive approaches we set
the following values of misclassification costs: C+ = 1, C− = 0.01. For non cost-
sensitive self-paced learning we take λ = 0.01. We applied 5-fold cross validation
with 10 repetitions for each of the datasets considered in the experiment.

In the experiment we took under consideration four methods of training the
artificial neural network: typical back-propagation algorithm (NN), cost-sensitive
back-propagation algorithm (CSNN), self-paced back-propagation algorithm
(SPNN) and cost aware self-paced back-propagation (CSSPNN). The detailed
results considering AUC as the evaluation criterion are presented in Table 2. In the
Table 2 we present also the TPR values for each of the considered datasets. It can
be observed that the self-paced learning fails completely if the imbalanced data
is used for training. It is caused by the fact that in the case of imbalanced data
all minority or majority examples are usually hard to learn if we take λ = 0.01.
The neural network trained with ordinary back-propagation procedure also failed
4 AUC is defined as the arithmetic mean of True Positive Rate (TPR, called Sensi-

tivity)and the True Negative Rate (TNR, called Specificity), AUC = TPR+TNR
2

.
TP,TN,FP,FN are the elements of the confusion matrix, TPR = TP

TP+FN
and TNR =

TN
TN+FP

. We can represent the AUC value in such form if we consider classes, not
probabilities while testing. In such case the ROC curve is represented by one point
located in position (TPR,FPR). The area under ROC curve can be calculated using
the procedure AUC = 1+TPR−FPR

2
. Making use of TNR = 1 − FPR we have

AUC = 1
2
(TPR + TNR). In our opinion this method of calculating AUC is bet-

ter for imbalanced data problems, because it evaluates true predictions instead of the
ordering of data that is used for evaluation.
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Table 2. AUC results for benchmark datasets considering various methods of training
MLP.

Dataset NN SPNN CSNN CSSPNN

ID TPrate AUC TPrate AUC TPrate AUC TPrate AUC

1 0.0702 0.5349 0.0000 0.5000 0.9825 0.7293 0.9474 0.6997

2 0.0000 0.5000 1.0000 0.5000 1.0000 0.5098 0.9355 0.5159

3 0.0000 0.5000 0.0000 0.5000 0.8800 0.8013 0.8400 0.8078

4 0.1538 0.5769 1.0000 0.5000 0.8462 0.6519 0.7692 0.7327

5 1.0000 1.0000 1.0000 0.5000 1.0000 0.9774 1.0000 1.0000

6 0.8824 0.9397 0.0000 0.5000 1.0000 0.9674 1.0000 0.9759

7 1.0000 0.9997 0.0000 0.5000 1.0000 0.9907 1.0000 0.9940

8 1.0000 1.0000 0.0000 0.5000 1.0000 1.0000 1.0000 1.0000

9 0.0238 0.5104 0.0000 0.5000 0.9524 0.8133 0.8810 0.8260

10 1.0000 1.0000 0.0000 0.5000 1.0000 1.0000 1.0000 1.0000

11 1.0000 0.9997 1.0000 0.5000 1.0000 0.9997 1.0000 0.9997

12 1.0000 1.0000 0.0000 0.5000 1.0000 0.9995 1.0000 0.9995

13 1.0000 1.0000 1.0000 0.5000 1.0000 1.0000 1.0000 1.0000

14 0.9524 0.9762 0.0000 0.5000 0.9545 0.9773 1.0000 1.0000

15 1.0000 1.0000 1.0000 0.5000 1.0000 1.0000 1.0000 1.0000

16 0.9500 0.9746 0.0000 0.5000 1.0000 0.9958 1.0000 0.9979

17 0.8365 0.9168 1.0000 0.5000 1.0000 0.9773 0.9905 0.9770

18 0.7308 0.8654 1.0000 0.5000 0.9231 0.9203 0.8462 0.9147

19 1.0000 1.0000 0.0000 0.5000 1.0000 1.0000 1.0000 1.0000

20 0.0000 0.5000 0.0000 0.5000 0.9167 0.5054 0.7083 0.5606

21 0.0000 0.5000 0.0000 0.5000 1.0000 0.5069 0.7917 0.7296

22 0.0000 0.5000 0.0000 0.5000 0.8750 0.4964 0.8750 0.6416

23 0.0000 0.5000 0.0000 0.5000 1.0000 0.5000 0.7143 0.6550

24 0.8750 0.9375 0.0000 0.5000 1.0000 0.9930 1.0000 0.9940

25 0.3333 0.6667 0.0000 0.5000 1.0000 0.5000 0.8889 0.9376

26 0.0000 0.5000 0.0000 0.5000 1.0000 0.5838 0.6667 0.6672

27 0.0000 0.5000 0.0000 0.5000 0.9615 0.4999 0.8462 0.5706

28 0.0000 0.5000 0.0000 0.5000 0.9412 0.6159 0.8333 0.7127

29 0.0000 0.5000 0.0000 0.5000 1.0000 0.5533 0.8889 0.7820

30 0.0000 0.5000 0.0000 0.5000 0.8750 0.5536 0.5000 0.6418

31 0.0000 0.5000 0.0000 0.5000 0.9474 0.5801 0.8421 0.6793

Avg. 0.4777 0.7387 0.2581 0.5000 0.9695 0.7806 0.8956 0.8391

comparing to the cost-sensitive ones. The average value of AUC for CSSPNN
is over 0.05 higher than for CSNN. To investigate the significance of difference
between results gained by this two approaches we applied signed rank Wilcoxson
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test. Assuming significance level equal 0.05 we can reject null median hypotheses,
because p-value was equal 0.00016. We can conclude that the proposed approach
gives significantly better results than the CSNN. It can be observed that model
CSNN is biased toward minority class because it dominates over CSSPNN if
TPR is taken under consideration.

4 Conclusion and Future Work

In this work we propose the extension of a typical self-paced learning approach
that makes use of misclassification costs during training a decision model. The
experimental results show that the cost-sensitive variant of the self-paced learn-
ing can significantly improve the quality of constructed model if the problem is
spoiled by highly imbalanced data. For future work we propose to extend our
studies to the deep neural networks and propose other criteria that can be used
in the cost-sensitive self-paced learning.
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Abstract. Although there exist many similarity measures for intuitionistic
fuzzy sets (IFSs), most of them can not satisfy the axioms of similarity measure
or provide reasonable results. In this paper, a review of existing similarity
measures for IFSs and their drawbacks is carried out. Then a new similarity
measure between IFSs on the base of their knowledge measures is proposed.
A comprehensive analysis of the performance features of the proposed measure
is conducted in a comparative example. Finally, the proposed similarity measure
is employed in application to the turbine fault diagnosis. We point out that the
new proposed similarity measure overcomes the drawbacks of the existing
similarity measures and gives reliable results in real world application.

Keywords: Intuitionistic fuzzy sets � Similarity measure � Knowledge
measure � Fuzziness

1 Introduction

The intuitionistic fuzzy set (IFS for short) [1] was viewed as an alternative approach of
ordinary fuzzy set to deal with imperfect information in solving various real-world
problems. At present there are several applications of IFSs in many different fields, such
as image processing [4], pattern recognitions [3, 6, 12, 15], fault diagnosis [14, 18, 23]
or medical science [16]. Measuring similarity between IFSs has been also intensively
explored for decades in both theory and application aspects. Among the most intensively
explored and employed measures for IFSs, similarity measure is an essential tool to
compare and determine degree of similarity between IFSs. Chen [5] first proposed some
similarity measures between vague sets. Later on, Hong and Kim [7] pointed out by
examples some unreasonable cases of Chen’s measures and proposed a set of modified
measures. Li and Chen [9] proposed some new similarity measures and their application
in solving pattern recognition problems. However, Liu [13] showed that Li and Chen’s
methods have the same drawbacks as Chen’s methods and proposed several new sim-
ilarity measures between IFSs and between elements. Similarity measure is widely used
in many applications of IFSs such as pattern recognition, classification and especially
multiple attribute group decision making. Dengfeng and Chuntian [6] proposed a
axiomatic definition of similarity measures between IFSs based on high membership and
low membership functions and its application to pattern recognitions. Hung and Yang
[8] adopted the Hausdorff distance and developed several similarity measures
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for linguistic evaluations. Ye [23] proposed cosine and weighted cosine similarity
measures for IFSs and application to a small medical diagnosis problem.

Although there exist several similarity measures between IFSs, many unreasonable
cases made by the such measures can be found as shown in [11, 20, 21]. Li et al. [11]
showed that there always are counterintuitive examples in pattern recognition among
existing similarity measures and pointed out a reason of this drawback as
non-considering hesitancy degree in IFS. Szmidt and Kacprzyk [20] analyzed several
possible geometric similarity between the IFSs and concluded that taking into account
the symmetry of the complement elements in the description of the IFS element is
necessary to attain intuitively reliable results. Tan and Chen [21] comprehensively
analyzed most of published researches on similarity measures and proved that all
existing similarity measures have counterintuitive cases.

In this paper, we present a new similarity measure between IFSs, based on the
measure of amount of knowledge that makes it capable to evaluate differences between
IFSs and provides reliable results. The performance evaluation of the proposed measure
is shown in an comparative example and application to the fault diagnosis.

2 A Review of the Existing Similarity Measures Between IFSs

In 1986, Atanassov [1] generalized the concept of fuzzy sets by introducing an intu-
itionistic fuzzy set (IFS) defined as follows:

For any elements x of the finite universe of discourse X, an IFS A is an object
having the form:

A ¼ x; lAðxÞ; mAðxÞh ijx 2 Xf g ð1Þ

where lAðxÞ denotes a degree of membership and mAðxÞ denotes a degree of
non-membership of x to A, lA : X ! ½0; 1� and mA : X ! ½0; 1� such that

0� lA xð Þþ mA xð Þ� 1; 8x 2 X: ð2Þ

To measure hesitancy degree of an element to an IFS, Atanassov introduced a third
function given by:

pA xð Þ ¼ 1� lA xð Þ � mA xð Þ; 8x 2 X; 0� pA xð Þ� 1; ð3Þ

which is also called the intuitionistic fuzzy index or the hesitation margin of x to A.
If pA xð Þ ¼ 0; 8x 2 X, then lA xð Þþ mA xð Þ ¼ 1 and the intuitionistic fuzzy set A is

reduced to an ordinary fuzzy set.
The concept of a complement of an IFS A, denoted by Ac is defined as [1]:

Ac ¼ x; mA xð Þ; lAðxÞh ijx 2 Xf g: ð4Þ

For any two IFS A and B in X ¼ x1; x2; . . .; xnf g some commonly used relations
between them are defined as follows [2]:

(R.1) A[B ¼ x;max lA xð Þ; lB xð Þf g;minfmA xð Þ; mB xð Þgh i x 2 Xjf g
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(R.2) A\B ¼ x;min lA xð Þ; lB xð Þf g;maxfmA xð Þ; mB xð Þgh i x 2 Xjf g
(R.3) A�B iff lA xð Þ� lB xð Þ and mA xð Þ� mB xð Þ
(R.4) A ¼ B iff A�Band B�A
(R.5) A � B called A less fuzzy than B, i.e. for 8x 2 X,

if lB xð Þ� mB xð Þ then lA xð Þ� lB xð Þ and mA xð Þ� mB xð Þ;
if lB xð Þ� mB xð Þ then lA xð Þ� lB xð Þ and mA xð Þ� mA xð Þ.

A similarity measure between IFSs A and B is assumed to satisfy the following
properties [8, 21]:

(P.1) 0� S A;Bð Þ� 1;
(P.2) S A;Bð Þ ¼ 1 iff A ¼ B;
(P.3) S A;Bð Þ ¼ S B;Að Þ;
(P.4) if A�B�C then S A;Bð Þ� S A;Cð Þ and SðB;CÞ� SðA;CÞ
Some existing similarity measures are recalled as follows:

(a) from Chen [5]:

SC A;Bð Þ ¼ 1�
Pn

i¼1 lA xið Þ � mA xið Þð Þ � lB xið Þ � mB xið Þð Þj j
2n

; ð5Þ

(b) from Hong and Kim [7]:

SH A;Bð Þ ¼ 1�
Pn

i¼1 lA xið Þ � lB xið Þj j þ mA xið Þ � mB xið Þj jð Þ
2n

; ð6Þ

(c) from Li and Xu [10]:

SL A;Bð Þ ¼ 1�
Pn

i¼1 lA xið Þ � mA xið Þð Þ � lB xið Þ � mB xið Þð Þj j
4n

þ
Pn

i¼1 lA xið Þ � lB xið Þj j þ mA xið Þ � mB xið Þj jð Þ
4n

;

ð7Þ

(d) from Dengfeng and Chuntian [6]:

SD A;Bð Þ ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 lA xið Þþ 1� mA xið Þð Þ=2� lB xið Þþ 1� mB xið Þð Þ=2j jp
n

p

r
; ð8Þ

(e) from Mitchell [15]:

SM A;Bð Þ ¼ 1
2

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 lA xið Þ � lB xið Þj jp
n

p

r
þ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 mA xið Þ � mB xið Þj jp

n
p

r !
; ð9Þ

(f) from Liang and Shi [11]:

Spe A;Bð Þ ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 lA xið Þ � lB xið Þð Þ=2j j þ mA xið Þ � mB xið Þð Þ=2j jp
n

p

r
; ð10Þ
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(g) from Hung and Yang [8]:

S1HY A;Bð Þ ¼ 1�
Pn

i¼1 max lA xið Þ � lB xið Þj j; mA xið Þ � mB xið Þj jð Þ
n

; ð11Þ

(h) from Ye [23]:

CIFS A;Bð Þ ¼ 1
n

Xn

i¼1

lA xið ÞlB xið Þþ mA xið ÞmB xið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lA xið Þð Þ2 þ mB xið Þð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lB xið Þð Þ2 þ mB xið Þð Þ2

q ; ð12Þ

(i) from Boran and Akay [3]:

Spt A;Bð Þ ¼ 1�
Xn

i¼1

1
2nð1þ pÞ

�

t lA xið Þ � lB xið Þð Þ � mA xið Þ � mB xið Þð Þj jp þ t mA xið Þ � mB xið Þð Þ � lA xið Þ � lB xið Þð Þj jpf g
�1=p

;

ð13Þ

(j) from Song et al. [19]:

SY A;Bð Þ ¼ 1
2n

Xn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lA xið ÞlB xið Þp þ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mA xið ÞmB xið Þp þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pA xið ÞpB xið Þp þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� mA xið ÞÞð1� mB xið ÞÞp� �
:

ð14Þ

In this paper, we find that Ye’s similarity measure CIFS [23] has the drawback of the
“division by zero” problem. For example, let us consider three singleton IFSs F ¼
x; 0; 0h i;M ¼ x; 1; 0h i and A ¼ x; 0:3; 0:3h i in X ¼ xf g, where lF xð Þ ¼ mF xð Þ ¼
0; lM xð Þ ¼ 1; mM xð Þ ¼ 0 and lA xð Þ ¼ 0:3; mA xð Þ ¼ 0:3. Based on Eq. (12) we derive
CIFS F;Mð Þ ¼ 0

0 and CIFS F;Að Þ ¼ 0
0, which are the “division by zero” problem.

Although the author assumed the similarity measure of these cases as 0, the remaining
problem is, that CIFS [23] between F ¼ x; 0; 0h i and different singleton IFSs always
gives the same value 0. Moreover, Ye’s similarity measure [23] has also unreasonable
case when lA xð Þ ¼ mA xð Þ and lB xð Þ ¼ mB xð Þ, as based on Eq. (12) CIFS A;Bð Þ ¼ 1. The
same situations can be found for the Dengfeng and Chuntian’s measure SD [6], which
according to Eq. (8) gives the same values equal to 1 when lA xð Þ ¼ mA xð Þ and
lB xð Þ ¼ lB xð Þ. We also find some unreasonable cases of the other existing similarity
measures, e.g. Chen’s SC [5], Hong and Kim’s SH [7], Li and Xu’s SL [10], Dengfeng
and Chuntian’s SD [6], Mitchell SM [15], Liang and Shi’s SPe [11], Hung and Yang’s
S1HY [8], Boran and Akay’s SPt [3] and Song et al.’s SY [19]. A comprehensive analysis
of performance features of these measures is performed in comparative example of
Sect. 4.

In the next section, inspired by these cases we propose a new similarity measure
based on the knowledge measure for IFSs, which satisfies all axiomatic properties of
IFSs and overcomes the abovementioned drawbacks.
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3 A New Similarity Measure Between IFSs

The main reason of counterintuitive cases of the existing similarity measures is that
there was no reliable measure on IFSs, which can be used to compare them. The
similarity measures for IFSs based on distance measures between them have some
problem with differentiating similarities between a fixed set and the complementary
sets, respectively. It seems that, the most suitable and informative measure, which can
be used to evaluate how similar the IFSs are, is the knowledge measure [17] of the
information contained in IFSs.

Definition 1 [17]. Let A be an IFS in finite universe of discourse X ¼ x1; x2; . . .; xnf g:
The knowledge measure of A is defined as:

KF Að Þ ¼ 1

n
ffiffiffi
2

p
Xn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lA xið Þð Þ2 þ mA xið Þð Þ2 þ lA xið Þþ mA xið Þð Þ2

q
; ð15Þ

where 0�KF Að Þ� 1; 8xi 2 X

The knowledge measure KF Að Þ evaluates quantity of information of an IFS A as its
normalized Euclidean distance from the reference level 0 of information.

Theorem 1 [17]. Let IFSs(X) denotes the set of all IFSs in X ¼ x1; x2; . . .; xnf g and a
mapping KF : IFSs Xð Þ �! ½0; 1�. KF Að Þ is said the knowledge measure of an IFS A if
it satisfies the following axiomatic properties: 8xi 2 X;

(A1.1) KF Að Þ ¼ 1 iff A is a crisp set;
(A1.2) KF Að Þ ¼ 0 iff pA xið Þ ¼ 1;
(A1.3) 0�KF Að Þ� 1;
(A1.4) KF Að Þ ¼ KF Acð Þ, where Ac is the complement of A;
(A1.5) A � B, i.e. A is less fuzzy than B iff KF Að Þ�KF Bð Þ, for any A, B in

X ¼ x1; x2; . . .; xnf g.

Then, we propose a new similarity measure for IFSs, based on comparison of their
amounts of knowledge, which is defined as follows:

Definition 2. For any two IFSs A and B in finite universe of discourse
X ¼ x1; x2; . . .; xnf g, a new similarity measure between IFSs A and B is defined as:

SF A;Bð Þ ¼ 1� KF Að Þ � KFðBÞj j; ð16Þ

where KF Að Þ and KF Bð Þ are knowledge measures of A and B, respectively. Thus,

SF A;Bð Þ ¼1� 1

n
ffiffiffi
2

p
Xn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lA xið Þð Þ2 þ mA xið Þð Þ2 þ lA xið Þþ mA xið Þð Þ2

q����
�
Xn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lB xið Þð Þ2 þ mB xið Þð Þ2 þ lB xið Þþ mB xið Þð Þ2:

q ����
ð17Þ
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The proposed in Definition 2 similarity measure SF between IFSs A and B, satisfies
the following axiomatic properties:

Theorem 2. For all IFSs A;B and C in X, the measure SF is called a similarity measure
between IFSs if satisfies the following properties:

(A2.1) 0� SF A;Bð Þ� 1
(A2.2) SF A;Bð Þ ¼ SF B;Að Þ
(A2.3) SF A;Bð Þ ¼ 1iff A ¼ B
(A2.4) A4B4C ) SF A;Cð Þ� SF A;Bð Þand SF A;Cð Þ� SF B;Cð Þ.

Proof: (A2.1) According to Definition 1, KF Að Þ and KF Bð Þ are normalized Euclidean
distances, i.e. 0�KF Að Þ� 1 and 0�KF Bð Þ� 1, that implies 0� KF Að Þ � KF Bð Þj j � 1
and (A2.1) holds.

(A2.2) From Eq. (16) we have

SF A;Bð Þ ¼ 1� KF Að Þ � KFðBÞj j ¼ 1� KF Bð Þ � KFðAÞj j ¼ SF B;Að Þ

(A2.3) Having in mind lA xð Þþ mA xð Þþ pA xð Þ ¼ 1 we have:

SF A;Bð Þ ¼ 1 , KF Að Þ � KF Bð Þj j ¼ 0 ,
lA xið Þð Þ2 þ mA xið Þð Þ2 þ 1� pA xið Þð Þ2¼ lB xið Þð Þ2 þ mB xið Þð Þ2 þ 1� pB xið Þð Þ2

, A ¼ B or A ¼ BCor B ¼ AC

(A2.4) A4B4C ) KFðAÞ�KFðBÞ�KFðCÞ which implies

KF Að Þ � KF Cð Þ�KF Að Þ � KF Bð Þ� 0 ) 1� KF Að Þ � KF Cð Þj j
� 1� KF Að Þ � KF Bð Þj j ) SF A;Cð Þ� SF A;Bð Þ

and KF Að Þ � KF Cð Þ�KF Bð Þ � KF Cð Þ� 0 ) 1� KF Að Þ � KF Cð Þj j
� 1� KF Bð Þ � KF Cð Þj j ) SF A;Cð Þ� SF B;Cð Þ

Hence, the proof is completed.

The similarity measure SF A;Bð Þ ¼ 0, when A and B are completely different (e.g. a
crisp set vs. the most intuitionistic fuzzy set) and having in mind inequalities
0�KF Að Þ� 1 and 0�KF Bð Þ� 1, amounts of knowledge of A and B have opposite
values between 0 and 1, respectively. It means that we have the cases of a crisp set vs.
the most intuitionistic fuzzy set. The similarity measure SF A;Bð Þ ¼ 1, when amounts
of knowledge of them are equal, which implies A ¼ B . It indicates reliability and
efficiency of our measure, which is consistent with property of complementary sets.

4 Comparative Example

In order to verify the proposed similarity measure, we compare its performance
evaluation with some most recently used similarity measures, i.e. Chen’s SC [5], Hong

A New Similarity Measure for Intuitionistic Fuzzy Sets 579



and Kim’s SH [7], Li and Xu’s SL [10], Dengfeng and Chuntian’s SD [6], Mitchell SM
[15], Liang and Shi’s SPe [11], Hung and Yang’s S1HY [8], Ye’s CIFS [23], Boran and
Akay’s SPt [3] and Song et al.’s SY [19]. In this example, the eight pairs of different
singleton IFSs A and B were employed as test data. Table 1 presents a comprehensive
comparison of these similarity measures between A and B.

The pairs of test IFSs are shown in the first two rows of Table 1. Each measure is
expected to be capable to differentiate one pair from others. The unreasonable cases,
where two (or more) different pairs are determined equally by similarity measure, are
highlighted in bold type. From Table 1, we can see that the Chen’s similarity measure
SC [5] has some unreasonable cases because does not differentiate the pairs of test IFSs
number 1, 4 and 5 (SCðA;BÞ ¼ 1) and also the pairs number 7 and 8 (SCðA;BÞ ¼ 0:7).
The another measures, i.e. Hong and Kim’s SH [7], Li and Xu’s SL [10], Dengfeng and
Chuntian’s SD [6], Mitchell SM [15], Liang and Shi’s SPe [11], Hung and Yang’s S1HY [8]
and Ye’s CIFS [23] have the same drawbacks for the pairs number 7 and 8.

We can see that only the last two measures do not have any unreasonable cases, i.e.
Song et al.’s similarity measure SY [19] and our proposed similarity measure SF. But let
us consider pair 3 where A ¼ x; 1; 0h i is a crisp set and B ¼ x; 0; 0h i is the most fuzzy
intuitionistic set, i.e. they are most different one from the other. The similarity measure
between them should be 0, which is met only by our new proposed measure SF . Thus,
the newly proposed measure SF is most reliable and accurate in measuring similarity
between IFSs in comparison with other similarity measures.

Table 1. A comparison of the proposed similarity measures SF with the existing similarity
measures (p = 1 in SD, SM , Spe , S

p
t and t = 2 in Spt ).

Similarity
measures

Number of pairs of the test IFSs

1 2 3 4 5 6 7 8

A= h0:5; 0:5i h0:3; 0:4i h1; 0i h0:5; 0:5i h0:4; 0:2i h0:4; 0:2i h0; 0:87i h0:6; 0:87i
B= h0:4; 0:4i h0:4; 0:3i h0; 0i h0; 0i h0:5; 0:3i h0:5; 0:2i h0:28; 0:55i h0:28; 0:55i
SC [5] 1 0.9 0.5 1 1 0.95 0.7 0.7
SH [7] 0.9 0.9 0.5 0.5 0.9 0.95 0.7 0.7
SL [10] 0.95 0.9 0.5 0.75 0.95 0.95 0.7 0.7
SD [6] 1 0.8 0 1 1 0.95 0.4 0.4
SM [15] 0.9 0.9 0.5 0.5 0.9 0.95 0.7 0.7
SPe [11] 0.9 0.9 0.5 0.5 0.9 0.95 0.7 0.7

S1HY [8] 0.9 0.9 0 0.5 0.9 0.9 0.68 0.68
CIFS [23] 1 0.96 N/A N/A 0.997 0.997 0.891 0.779
SPt [3] 0.967 0.9 0.5 0.835 0.967 0.95 0.7 0.7
SY [19] 0.945 0.994 0.5 0.354 0.984 0.896 0.887 0.951
SF 0.827 1 0 0.134 0.829 0.904 0.861 0.960

Note: Bold type denotes unreasonable results, “N/A” denotes the “division by zero” case.

580 H. Nguyen



5 An Application of the Proposed Similarity Measure
Between IFSs in Turbine Fault Diagnosis

In this section, we apply the proposed similarity measure to the fault diagnosis with
intuitionistic fuzzy information as follows. Suppose that there exist m known fault

patterns, which are represented by IFSs Pj ¼ xi; lPj
ðxiÞ; mPjðxiÞ

D E
jxi 2 X

n o
ðj ¼

1; 2; . . .;mÞ in the finite universe of discourse X ¼ x1; x2; . . .; xnf g and that there is a
fault-testing sample to be recognized, which is represented by an IFS
A ¼ xi; lAðxiÞ; mAðxiÞh ijxi 2 Xf g. The whole fault diagnosis process is developed in the
following steps:

Step 1. Calculate the similarity measures SF Pj;A
� �

between Pj and A by Eq. (17).

Step 2. Select the largest one SF Pj0 ;A
� �

from SF Pj;A
� � ðj¼ 1; 2;. . .;mÞ:

SF Pj0 ;A
� � ¼ max1� j�m SF Pj;A

� �	 

. Then we decide that the sample A should

belong to the pattern Pj0 according to the principle of the maximum of similarity
measure between IFSs.

The proposed method is employed to the fault diagnosis of steam turbine generator
unit under intuitionistic fuzzy environment. The vibration of steam turbine generator
unit suffers the influence of a lot of varying factors, such as mechanical load, vacuum
degree, fluctuation of network load, temperature of lubricant oil and defects of
mechanical structure as well. Interaction effects of these factors result in the vibration
of the generator unit. Ten fault types in rotating machines is established as failure
patterns, i.e. P1- unbalance, P2- pneumatic force couple, P3- offset center, P4-
oil-membrane oscillation, P5- radial impact friction of rotor, P6- symbiosis looseness,
P7- damage of antithrust bearing, P8- surge, P9- looseness of bearing block and P10-
non-uniform bearing stiffness. The knowledge of fault types and detection samples
(symptoms in the vibration frequencies of turbine) is adopted from Ye [22]. The
vibration frequency of turbine (universe of discourse) is divided into nine different
frequency ranges, in which the failure patterns are represented by IFSs as shown in
Table 2.

Suppose that there are two fault-testing samples A and B expressed in IFSs as
shown in Table 3. Our goal in the fault diagnosis analysis is to classify the fault-testing
samples into one of the known fault patterns Pj; ðj ¼ 1; 2; ::; 10Þ, adopting the proposed
similarity measure SF from Eq. (17). The calculation results of similarity measures
between the fault-testing samples and the known fault patterns are summarized in rows
of Table 4.

According to the principle of maximum similarity measure, we can decide that the
fault-testing sample A is most similar to the known fault pattern P7- damage of
antithrust bearing, which is consistent with the results obtained in [18, 22]. In the same
manner we derive that the fault-testing sample B is most similar to the known fault
pattern P9- looseness of bearing block, which is also in agreement with the results
obtained in [14, 22].
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6 Conclusion

Some similarity measures existing in literature are reviewed and a new similarity
measure between IFSs is proposed. The proposed measure is based on a knowledge
measure, which takes into account all information carried by IFSs, making it possible to
evaluate fuzziness and intuitionism simultaneously. The main contribution of this paper
is that the proposed similarity measure, though simple in concept and calculus, over-
comes the drawbacks of the existing measures and that it is reliable and consistent with
other measures in application to the fault diagnosis problem. The further researches
should be focused on applications of the proposed measure to solve the real world
problems, which would provide its advantages over the others.
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Abstract. Cluster is found as one of the best useful tools for data analy-
sis, data mining, and pattern recognition. The FCM algorithm and its
variants algorithms has been extensively used in problems of cluster-
ing or collaborative clustering. In this paper, we present a novel method
involving multiple kernel technique and FCM for collaborative clustering
problem. These method endowed with multiple kernel technique which
transform implicitly the feature space of input data into a higher dimen-
sional via a non linear map, which increases greatly possibility of linear
separability of the patterns when the data structure of input patterns
is non-spherical and complex. To evaluate the proposed method, we use
the criteria of fuzzy silhouette, a sum of squared error and classification
rate to show the performance of the algorithms.

Keywords: Fuzzy clustering · Collaborative clustering · Fuzzy
c-means · Multiple kernels

1 Introduction

Clustering is used to detect sound structures or patterns in the data set whose
objects positioned within the same cluster exhibit a substantial level of similarity.
This unsupervised technique has a long history in machine learning, pattern recog-
nition, data mining, and many algorithms have been exploited in various applica-
tions. Clustering algorithms comes in numerous varieties including k-means and
various improvements [1,2] and a family of Fuzzy C-Mean (FCM) [3].

Collaborative fuzzy c-means clustering was introduced by Pedrycz [4–6] as a
vehicle to determine a structure and reveal similarity among separate data sets.
There are two essential characteristics of collaborative data clustering. The first
one is that the individual data cannot be shared. Second, we can only exchange
findings about the structure, which are of a far higher level of generality than
the original data. Through some interaction, the results obtained at one data
site can impact clustering realized at other data site [4,5].
c© Springer-Verlag Berlin Heidelberg 2016
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In the sequel, Coletta et al. [7] extend Pedrycz method to optimize the para-
meters including the interaction level for all pairs of data sites and the number
of clusters at each place. S. Mitra et al. ’s research combine the advantages of
fuzzy sets and rough sets for data collaboration clustering [16]. Falcon et al. is
concerned with the application of multi-objective particle swarm optimization
approaches to the framework of collaborative fuzzy clustering [15]. Tang and
Cai focused on Horizontal Collaborative Fuzzy Clustering with spatial attributes
data collection. In [12,13], the threshold level of membership function or entropy-
based approach is used to identify of data site and regional data is involved in
realizing collaboration.

In [10] when data sets described by multiple views, with each view having its
own characterization of the data to be clustered take this advantage by apply-
ing Collaborative fuzzy c-means clustering so that we combine individual views
coming from multiple clustering. Prasad [11] overcome some of the drawbacks
of Pedrycz method by introducing preprocessing phase before running collabo-
rative phase. Zhou et al. [9] proposed a novel collaborative clustering algorithm
over a distributed P2P network. This algorithm searches the optimized clusters
at each data site by collaborating only with prototypes of the neighbouring data
site. The clustering solution could be improved by applying partial supervision,
which involves a subset of labelled data augmented with their class membership.
This knowledge-based hints have to be included into the objective function and
reflect a fact that some patterns have been labeled [6–12]. Yu et al. [14] presented
a new approach to implementing horizontal collaborative fuzzy clustering with
the knowledge provided by the prototypes instead of partition matrixes.

The main challenge comes with the development of complexity of data. This
complexity embraces various aspects, including the size of the data, the type of
features, temporal aspects, and diversity of data, in general. Recently a number
of approaches have been studied to solve these problems including kernel-based
clustering [17–23], where data are transformed into some high-dimensional fea-
ture space increasing the probability of linear separability of the patterns within
the transformed space and therefore simplifies the associated data structure.
Multiple kernels or composite kernels [19,22–24] instead of a single fixed kernel
gain more flexibility on kernel selections and also reflect the fact that practi-
cal learning problems often involve data from multiple heterogeneous or homo-
geneous sources. The paper presents new methods that apply multiple kernel
technique to collaborative clustering with intent to cope with the complex and
non-spherical structure of input data.

The paper is organized as follows: Sect. 2 offers a brief introduction to collab-
orative clustering. Section 3 proposes multiple kernel based collaborative fuzzy
clustering. Section 4 show the experimental results. Conclusion and future stud-
ies are covered in Sect. 5.

2 Collaborative Fuzzy Clustering

Suppose there are P data sites D[1],D[2], ...,D[P ], which comprises of N [1],
N [2], ..., N [P ] patterns data defined in the same feature space X . For each
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data site we group all patterns into c clusters. The objective function expressed
for each data site when using the standard FCM algorithm comes in the well-
known format

∑N [ii]
k=1

∑C
i=1(uik)2[ii](dik)2 with ii = 1, 2, ..., P .

To accommodate the collaboration effect in the optimization process, the
objective function is extended into the following form

Q[ii] =
N [ii]∑

k=1

C∑

i=1

(uik)2[ii](dik)2 +
P∑

jj=1

N [ii]∑

k=1

C∑

i=1

β[ii|jj](uik[ii] − ũik[ii|jj])2(dik)2

(1)
In the above formula, the first part is the “standard” objective function of the
FCM algorithm. The second part reflects the impact of structural clustering of
data from other sites.

The collaborative clustering problem is converted to the optimization prob-
lems with the following membership constraints: MinQ[ii]st.U [ii] ∈ U where U
is a family of all fuzzy partition matrices, namely

U =

⎧
⎨

⎩
uik[ii] ∈ [0, 1]|

c∑

i=1

uik[ii] = 1,∀k, i & 0 <

N [ii]∑

k=1

uik[ii] < N [ii]

⎫
⎬

⎭

Using the Lagrange method for optimization problems the objective function
(1) we find the matrix u and v as the following:

urs[ii] =
1

c∑

j=1

d2rs/d2js

⎡

⎣1 −
c∑

j=1

P∑

jj=1,jj �=ii

β[ii|jj]ũjs[ii|jj]
(1 + β[ii|jj](P − 1)

⎤

⎦

+
P∑

jj=1,jj �=ii

β[ii|jj]ũrs[ii|jj]
(1 + β[ii|jj](P − 1)

(2)

vrt[ii] =

N [ii]∑

k=1

u2
rk[ii]xkt +

P∑

jj=1,jj �=ii

N [ii]∑

k=1

β[ii|jj](urk[ii] − ũrk[ii|jj])2xkt

N [ii]∑

k=1

u2
rk[ii] +

P∑

jj=1,jj �=ii

N [ii]∑

k=1

β[ii|jj](urk[ii] − ũrk[ii|jj])2
(3)

Among them ũik[ii|jj] is so-called the induced matrix caused by the impact
of the data site ii on data site jj. The parameter β[ii|jj] describes the level
of collaboration between the data site ii and jj. The higher the value of β
the stronger the level of collaboration among the sites is. The value of β can be
acquired from experts given or calculated based on the similarity of the structure
of the site. Detail about the ũik[ii|jj] and β[ii|jj] can be referenced in [24]

3 Multiple Kernels Based Collaborative Fuzzy Clustering

MKCFC maps the data from the feature space of data into kernel space H by
using transform functions ψ = {ψ1, ψ2, ..., ψM} where

ψk(xi)
T
ψk(xj) = Kk(xi, xj) and ψk(xi)

T
ψk′ (xj) = 0|k �= k

′
(4)
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In the paper, the prototypes vi are constructed in the kernel space so we have
the objective function as follow:

Q[ii] =
N [ii]∑

k=1

c∑

i=1

u2
ik[ii](Ψ(xk) − vi)

2

+
N [ii]∑

k=1

P∑

jj=1,jj �=ii

β[ii|jj]
c∑

i=1

(uik − ũik[ii|jj])2(Ψ(xk) − vi)
2 (5)

In which
Ψ(x) = ω1Ψ1(x) + ω2Ψ2(x) + ... + ωMΨM (x)

Subject to: ω1 + ω2 + ... + ωM = 1

and ωk ≥ 0,∀k and
c∑

j=1

ujs[ii] = 1,∀s and ujs[ii] ≥ 0∀s, j

where vi is the center of the ith cluster in the kernel space, (ω1, ω2, · · ·, ωM )
is a vector of weights for each feature, respectively.

The distance dik concerns the kth data (pattern) in D[ii] and the ith pro-
totype: d2ik = (Ψ(xk) − vi)

2. Among them ũ[ii|jj] is a so-called induced matrix
caused by the impact of the data site ii on data site jj, calculated as:

ũik[ii|jj] =
1

c∑

j=1

(
|xk[ii]−vi[jj]|
|xk[ii]−vj [jj]|

)2 =
1

c∑

j=1

d2
ik[ii|jj]

d2
jk[ii|jj]

(6)

Optimizing the objective function (5) by minimum condition are expressed as
∂V

∂urs
= 0 and ∂V

∂vi
= 0

Where r = 1, 2, . . ., c; s = 1, 2, . . .,N[ii]. After computing the derivative
with respect to the elements of the partition matrix, we obtain

urs =

P∑

jj=1,jj �=ii

β[ii|jj]ũrs[ii|jj]

(1 +
P∑

jj=1,jj �=ii

β[ii|jj])
+

1
c∑

j=1

d2
rs

d2
js

⎡

⎢
⎢
⎢
⎣

1 −
c∑

j=1

P∑

jj=1,jj �=ii

β[ii|jj]ũjs[ii|jj]

(1 +
P∑

jj=1,jj �=ii

β[ii|jj])

⎤

⎥
⎥
⎥
⎦

(7)
for 1 ≤ r ≤ c; 1 ≤ s ≤ N [ii];

Proceeding with the optimization of the objective function (5) with regard
to the prototypes:∂Q[ii]

∂vi
= 0 we have

vi =

N [ii]∑

k=1

u2
ik[ii]Ψ(xk) +

N [ii]∑

k=1

P∑

jj=1,jj �=ii

β[ii|jj](uik − ũik[ii|jj])2Ψ(xk)

N [ii]∑

k=1

u2
ik[ii] +

N [ii]∑

k=1

P∑

jj=1,jj �=ii

β[ii|jj](uik − ũik[ii|jj])2
(8)

for 1 ≤ r ≤ c; 1 ≤ t ≤ n (the number of attributes);
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Now we can calculate the distance dik concerns the kth data (pattern) in
D[ii] and the ith prototype as:

d2ik = (Ψ(xk) − vi)
T (Ψ(xk) − vi) = Ψ(xk)T

Ψ(xk) − 2Ψ(xk)T
vi + vT

i vi

By replace the vi in (8) to the above equation and using Eq. (4) we have

d2
ik =

M∑

t=1

ω2
t Kt(xk, xk) − 2

Pik

N [ii]∑

j=1

u2
ik[ii] +

N [ii]∑

j=1

P∑

jj=1,jj �=ii

β[ii|jj](uij − ũij [ii|jj])2

+
Qik

(
N [ii]∑

j1=1

u2
ik[ii] +

N [ii]∑

j1=1

P∑

jj=1,jj �=ii

β[ii|jj](uij − ũij [ii|jj])2
)2

(9)

in which

Pik =
N [ii]∑

j=1

u2
ij [ii]

M∑

t=1

ω2
t Kt(xk, xj)

+
N [ii]∑

j=1

P∑

jj=1,jj �=ii

β[ii|jj](uij − ũij [ii|jj])2
M∑

t=1

ω2
t Kt(xk, xj)

and

Qik =
N [ii]∑

j1=1

N [ii]∑

j2=1

u2
ij1[ii]u

2
ij2[ii]

M∑

t=1

ω2
t Kt(xj1, xj2)

+2
N [ii]∑

j1=1

N [ii]∑

j2=1

P∑

jj=1,jj �=ii

β[ii|jj]u2
ij1(uij2 − ũij2[ii|jj])2

M∑

t=1

ω2
t Kt(xj1, xj2)

+
P∑

jj=1,jj �=ii

N [ii]∑

j1=1

N [ii]∑

j2=1

β2[ii|jj](uij1 − ũij1[ii|jj])2(uij2 − ũij2[ii|jj])2

×
M∑

t=1

ω2
t Kt(xj1, xj2)

Above equation can be re-arranged as

d2ik =
M∑

t=1

αiktω
2
t (10)
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where the coefficient αict can be written as

αikt = Kt(xk, xk)

−2

N [ii]∑

j=1

u2
ij [ii]Kt(xk, xj) +

N [ii]∑

j=1

P∑

jj=1,jj �=ii

β[ii|jj](uij − ũij [ii|jj])2Kt(xk, xj)

N [ii]∑

j=1

u2
ik[ii] +

N [ii]∑

j=1

P∑

jj=1,jj �=ii

β[ii|jj](uij − ũij [ii|jj])2

+
Qikt

(
N [ii]∑

j1=1

u2
ik[ii] +

N [ii]∑

j1=1

P∑

jj=1,jj �=ii

β[ii|jj](uij − ũij [ii|jj])2
)2

(11)

in which

Qikt =

N [ii]∑

j1=1

N[ii]∑

j2=1

u2
ij1[ii]u

2
ij2[ii]Kt(xj1, xj2)

+2

N [ii]∑

j1=1

N[ii]∑

j2=1

P∑

jj=1,jj �=ii

β[ii|jj]u2
ij1(uij2 − ũij2[ii|jj])2Kt(xj1, xj2)

+
P∑

jj=1,jj �=ii

N [ii]∑

j1=1

N [ii]∑

j2=1

β2[ii|jj](uij1 − ũij1[ii|jj])2(uij2 − ũij2[ii|jj])2Kt(xj1, xj2)

Using above result we can rewrite the objective function as

Q[ii] =
N [ii]∑

k=1

c∑

i=1

u2
ik[ii]

M∑

t=1

αiktω
2
t

+
N [ii]∑

k=1

P∑

jj=1,jj �=ii

β[ii|jj]
c∑

i=1

(uik − ũik[ii|jj])2
M∑

t=1

αiktω
2
t (12)

To optimization problem. we use a Lagrange multiplier.

Q[ii] =
N [ii]∑

k=1

c∑

i=1

u2
ik[ii]

M∑

t=1

αiktω
2
t

+
N [ii]∑

k=1

P∑

jj=1,jj �=ii

β[ii|jj]
c∑

i=1

(uik − ũik[ii|jj])2
M∑

t=1

αiktω
2
t − 2λ(

M∑

t=1

ωt − 1)

with the constrain
M∑

t=1
ωt = 1 and after some mathematical transformations

we have

ωt =

1
M∑

t=1

1
N[ii]∑

k=1

c∑

i=1
u2

ik
[ii]αikt+

N[ii]∑

k=1

P∑

jj=1,jj �=ii
β[ii|jj]

c∑

i=1
(uik−ũik[ii|jj])2αikt

N [ii]∑

k=1

c∑

i=1

u2
ik[ii]αikt +

N [ii]∑

k=1

P∑

jj=1,jj �=ii

β[ii|jj]
c∑

i=1

(uik − ũik[ii|jj])2αikt

(13)



Multiple Kernel Based Collaborative Fuzzy Clustering Algorithm 591

Synthesis process variation on, we can compute α by (11), ω by (13) then
partition matrix u can be calculated according to (7) and (10).

The essence of collaborative clustering is to collaboratively explore the struc-
tures of each data site through exchange of prototype. There are two main phases
of the method: Initially, the FCM-type algorithm is performed independently at
each data site with its optimization pursuits by focusing on the local data. Then
the prototypes of each data site are broadcasted to all other data sites. In each
collaborative step, the prototype and membership matrix at each data site are
recalculated and optimized on a basis of interaction until some termination cri-
terion has been satisfied.

MKCFC Algorithm
Input: the number of data site P , the number of item in each data site ii

is N [ii], the number of cluster in each data site is c, the number of attribute
(features) of data is n, the data item in each data site X[ii]

Ouput: Membership matrix U and attributes weight.
Phase 1: locally clustering
Run IT2FCM for each data site
Phase 2: collaboration
Repeat
Communicate cluster prototypes among data sites
For each data site D[ii]
Compute induced partition matrices based on the formula (6).
Repeat Compute matrices α by the formula (11)

Compute attributes weight ω by the formula (13)
Update local partition matrix u by the formula (7, 10)
Until the objective function has been minimized

End for
Until Cluster prototypes do not significantly change in two consecutive

iterations

4 Experiments

To evaluate the performance of the proposed algorithm, CFCM [5], CIT2FCM
[24] and MKCFC clustering algorithms are chosen for comparative analysis and
we used three measures FS, FSSE and CR for the quantitative assessment and
following datasets are used in our examples: Canadian weather energy and engi-
neering data sets and Iris UCCI data sets. To construct multiple kernel, we use
Gaussian Kernel as k1 and Polynomial Kernel as k2

k1(xi, xj) = exp
(
− ||xi−xj ||2

2δ2

)
, where δ > 0

k2(xi, xj) = (xi.xj + θ)d, where c ≥ 0, d ∈ N
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4.1 Validity Measures for Collaborative Fuzzy Cluster

Average Silhouette Width Criterion for collaborative clustering for all data site
reads as follows [24]:

FS =
P∑

ii=1

FS[ii] =
P∑

ii=1

∑N
j=1(urj − uqj)Sj

∑N
j=1(urj − uqj)

(14)

The global FSSE criterion for all data site reads as follows [24]:

FSSE =
P∑

ii=1

FSSE[ii] =
P∑

ii=1

C[ii]∑

k=1

1
Nk

∑

∀xi∈Ck

uik[|xi − vk|2 + |xi − ṽk|2] (15)

Classification Rate: The classification rate is the percentage of patterns that
belong to a correctly labeled cluster [18]

4.2 Canadian Weather Energy and Engineering Data Sets

These data1 concern hourly weather conditions occurring at 145 Canadian loca-
tions for up to 48 years of records, starting as early as 1953, and ending for most
locations in 2001. The primary purpose of these files is to provide long term
weather records for the use in urban planning, siting and designing of wind and
solar renewable energy systems, and designing energy efficient buildings.

The study used Dry bulb temperature and Dew point temperature for
clustering and each station data for one data site, 4 data sites and 4 sta-
tions, respectively are chosen: CowleyA, EdmontonStonyPlain, EdsonA and

Table 1. Collaborative Fuzzy Silhouette Criterion for weather data sets

Data site 1 Data site 2 Data site 3 Data site 4 FS

CFCM 2.2285 3.4305 3.3156 3.3347 12.3093

CIT2FCM1 3.2102 2.9933 2.9779 3.8758 13.05732

MKCFC 3.3056 3.0504 3.1153 3.9724 13.4437

Table 2. Collaborative Fuzzy Sum of Squared Error for weather data sets

Data site 1 Data site 2 Data site 3 Data site 4 FSSE

CFCM 96.24 143.35 100.26 150.52 490.37

CIT2FCM1 54.58 107.45 107.05 130.32 399.4

MKCFC 78.30 101.62 98.50 102.74 381.16

1 http://climate.weather.gc.ca/.

http://climate.weather.gc.ca/.
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FortChipewyanA. We used the algorithm in [7] to find out the number of cluster
is 3 and used it for this experiment, set δ2 = 4 in kernel K1 and θ = 20 and p=2
in kernel K2

Tables 1 and 2 show the evaluation results obtained for the different algo-
rithms. The best efficient algorithm exhibiting largest FS value and smallest
FSSE value is MKCFC and the second algorithm is CIT2FCM1.

4.3 Iris Data Sets

The second experiment, we use UCCI Iris Data sets, we randomly group 150
items (which are labeled in 3 categories) in this data sets to 3 data sites with the
number of item in each data site are 49, 52, 49. The kernel K1 use δ2 = 4, kernel
K2 use θ = 15 and p=2. The Table 3 present the classification rate of MKCFC
and compare with the CFCM [7] , CIT2FCM [24] and some others algorithms
results in [18]. We can see that the MKCFC is 2nd best in all algorithms and it is
better than FCM, other single kernel algorithms or other collaborative clustering
algorithms.

Table 3. Clustering results for Iris Data Sets

FCM GK KFCM-F KFCM-K KFCM-K CIT2FCM MKCFC

Classification rate % 84 95.3 84 85.3 88.7 86.7 90.7

5 Conclusion

In this paper, we reviewed and discussed some algorithms for collaborative fuzzy
clustering and kernel technique. We have developed the idea of clustering collab-
oration by introducing multiple kernel which improved results of clustering and
helped overcome the complexity of data where the data that are non spherical
and can not separate linearly. The experimental results demonstrated that the
FS and FSSE and classification rate yield better results.

References

1. Kanungo, T., Mount, D.M., Netanyahu, N.S., Piatko, C.D., Silverman, R., Wu,
A.Y.: An efficient k-Means clustering algorithm: analysis and implementation.
IEEE Trans. Pattern Anal. Mach. Intell. 24(7), 881–893 (2002)

2. Zalik, K.R.: An efficient k-means clustering algorithm. Pattern Recogn. Lett. 29,
1385–1391 (2008)

3. Bezdek, J.C., Ehrlich, R., Full, W.: FCM: the fuzzy c-Means clustering algorithm.
Comput. Geosci. 10(2–3), 191–203 (1984)

4. Pedrycz, W.: Collaborative fuzzy clustering. Pattern Recogn. Lett. 23(14), 1675–
1686 (2002)



594 T.H. Dang et al.

5. Pedrycz, W.: Collaborative clustering with the use of fuzzy C-Means and its quan-
tification. Fuzzy Sets Syst. 159(18), 2399–2427 (2008)

6. Pedrycz, W.: Collaborative and knowledge based fuzzy clustering. Int. J. Innovative
Comput. Inf. control 3(1), 1–12 (2007)

7. Coletta, L.F.S., Vendramin, L., Hruschka, E.R., Campello, R.J.G.B., Pedrycz, W.:
Collaborative fuzzy clustering algorithms: some refinements and design guidelines.
IEEE Trans. Fuzzy Syst. 20(3), 444–462 (2012)

8. Pedrycz, W., Reformat, M.: Evolutionary fuzzy modeling. IEEE Trans. Fuzzy Syst.
11(5), 652–665 (2003)

9. Zhou, J., Chen, C.L.P., Chen, L., Li, H.X.: Collaborative fuzzy clustering algorithm
in distributed network environments. IEEE Trans. Fuzzy Syst. 22(6), 1443–1456
(2014)

10. Jiang, Y., Chung, F.L., Wang, S., Deng, Z., Wang, J., Qian, P.: Collaborative
fuzzy clustering from multiple weighted views. IEEE Trans. Cybern. 45(4), 688–
701 (2015)

11. Prasad, M., Li, D.L., Liu, Y.T., Siana, L., Lin, C.T., Saxena, A.: A preprocessed
induced partition matrix based collaborative fuzzy clustering for data analysis. In:
IEEE International Conference on Fuzzy Systems, pp. 1553–1558 (2014)

12. Yu, F., Tang, J., Cai, R.: Partially horizontal collaborative fuzzy C-Means. Int. J.
Fuzzy Syst. 9(4), 198–204 (2007)

13. Yu, F., Tang, J., Cai, R.: A necessary preprocessing in horizontal collaborative
fuzzy clustering. In: International Conference on Granular Computing, pp. 399–
404 (2007)

14. Yu, F., Yu, S.: Prototypes-based horizontal collaborative fuzzy clustering. In: Web
Mining and Web-based Application, pp. 66–69 (2009)

15. Falcon, R., Depaire, B., Vanhoof, K., Abraham, A.: Towards a suitable recon-
ciliation of the findings in collaborative fuzzy clustering. In: ISDA International
Conference, vol. 4, pp. 652–657 (2008)

16. Mitra, S., Banka, H., Pedrycz, W.: Roughfuzzy collaborative clustering. IEEE
Trans.Syst. Man Cybern. Part B Cybern. 36(4), 795–805 (2006)

17. Girolami, M.: Mercer kernel-based clustering in feature space. IEEE Trans. Neural
Networks 13, 780–784 (2002)

18. Graves, D., Pedrycz, W.: Kernel-based fuzzy clustering and fuzzy clustering: a
comparative experimental study. Fuzzy Sets Syst. 161, 522–543 (2010)

19. Sonnenburg, S., Ratsch, G., Schafer, C., Scholkopf, B.: Large scale multiple kernel
learning. J. Mach. Learn. Res. 7, 1531–1565 (2006)

20. Zhanga, D.-Q., Chen, S.-C.: A novel kernelized fuzzy C-means algorithm with
application in medical image segmentation. Artif. Intell. Med. 32(1), 37–50 (2004)

21. Yang, M.-S., Tsai, H.-S.: A gaussian kernel-based fuzzy c-means algorithm with a
spatial bias correction. Pattern Recogn. Lett. 29, 1713–1725 (2008)

22. Chen, L., Chen, C.L.P., Lu, M.: A multiple-kernel fuzzy C-Means algorithm for
image segmentation. Syst. Man Cybern. Part B Cybern. 41(5), 1263–1274 (2011)

23. Huang, H., Chuang, Y.Y., Chen, C.S.: Multiple kernel fuzzy clustering. IEEE
Trans. on Fuzzy Syst. 20(1), 120–134 (2011)

24. Dang, T.H., Ngo, L.T., Pedrycz, W.: Interval type-2 fuzzy C-Means approach to
collaborative clustering. In: The IEEE International Conference on Fuzzy Systems
(FUZZ-IEEE 2015) (2015)



Credit Risk Evaluation Using Cycle Reservoir
Neural Networks with Support Vector

Machines Readout

Ali Rodan(B) and Hossam Faris

King Abdallah II School for Information Technology,
The University of Jordan, Amman 11942, Jordan

{a.rodan,hossam.faris}@ju.edu.jo

Abstract. Automated credit approval helps credit-granting institutions
in reducing time and efforts in analyzing credit approval requests and to
distinguish good customers from bad ones. Enhancing the automated
process of credit approval by integrating it with a good business intel-
ligence (BI) system puts financial institutions and banks in a better
position compared to their competitors. In this paper, a novel hybrid
approach based on neural network model called Cycle Reservoir with
regular Jumps (CRJ) and Support Vector Machines (SVM) is proposed
for classifying credit approval requests. In this approach, the readout
learning of CRJ will be trained using SVM. Experiments results confirm
that in comparison with other data mining techniques, CRJ with SVM
readout gives superior classification results.

Keywords: Credit scoring · Reservoir computing · Echo state
networks · Recurrent neural networks · Support vector machine

1 Introduction

Credit risk assessment is an important process in the financial risk management
that is carried out by credit-granting institutions in order to ensure the willing-
ness of the customer to return a loan with a given interest in a timely manner.
The bank checks and study the credit history of the customer before approv-
ing loan, credit card, etc. [1]. Different aspects should be considered in order to
assess the risk before approving a loan or credit. Such aspects include: the loan
size, frequent of burrowing, length of commitment and credit worthiness. After
completing a comprehensive process, the bank will be able to decide whether
approving a giving a loan to a customer will be beneficial or it will be a risk.

In order to reduce the time and efforts in analyzing and studying credit
requests, different data mining techniques were proposed in the literature for
automatic evaluation of credit requests applied by customer. For example, in
[2] Artificial Neural networks (ANN) with Backpropagation learning used for
credit risk evaluation by applying it to the Australian credit approval dataset.
Authors in [3] used a combination of ANN with decision trees model to overcome
c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 595–604, 2016.
DOI: 10.1007/978-3-662-49381-6 57
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the problem of imbalanced credit data. Different data mining algorithms such
as Radial Basis Functions (RBF), decision trees classifiers, and support-vector
machines was applied to the problem of predicting consumer credit risk during
the financial crisis of 2007-2009 is described in [5]. Genetic algorithms approaches
were used also to build an efficient model for automatic credit approval appli-
cation [6]. Moreover, a recent survey for credit scoring using different statistical
and data mining techniques is presented in [7].

One of the most applied data mining algorithms for the automatic credit
approval problem is the Support Vector Machines (SVM). SVM is very com-
petitive machine learning algorithm which was first introduced by Vladimir
Vapnik and his co-workers [12]. SVM implementation is based on the ideas of the
structure risk minimization. For the credit risk evaluation and scoring problem,
different variations of the SVM were proposed in the literature. Some of these
variations include: Least Squared SVM [4,26], SVM based multiagent ensemble
learning [27] and fuzzy SVM [28].

Reservoir Computing (RC) [8] is a framework that design and train recurrent
neural networks (RNNs). RC tries to avoid the classical learning of RNNs by
only fitting the readout (output) layer to the data. The state space which is
random and fixed is called the reservoir. The reservoir is supposed to be complex
so as to remember some aspects and features of the input data that can be
represented by the readout mapping, Echo State Networks (ESNs) [9] is one of
the simple and widely used models of RC. Rodan et al. [10,11] introduced simple
deterministic reservoir networks to improve ESN performance, they proposed a
simple deterministic cycle reservoir topology (SCR) [10] and extended this cycle
topology using jumps (CRJ) [11]. They showed that the novel CRJ model has
superior performance compared to the standard ESN on different benchmark
datasets, and it can be used for several regression and classification problems.

In this paper, a novel SVM based classification approach is proposed for
classifying credit approval requests. Instead of training the state space of CRJ
network with linear regression (typical case), we will use the CRJ state space for
training the SVM. In general, the goal of the new novel model is to help granting
institutions and banks to take the right decision and accurately assess the risk
associated with a consumer who applies for a credit or a loan.

The rest of this paper is organized as follows: Sect. 2 gives a background
on Cycle reservoir with regular jumps and Support Vector Machines. In Sect. 3
the proposed CRJ with SVM-readout framework is presented. Credit approval
datasets description is given in Sect. 4. Experiments and results are presented in
Sect. 5. Finally, our work is concluded in Sect. 6.

2 Background

In this section we present Cycle Reservoir with Jumps (CRJ) and Support Vector
Machines (SVM) which are the two main methods that are used to design and
train our new proposed model.
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2.1 Cycle Reservoir with Jumps (CRJ)

CRJ has a fixed deterministic simple regular model: the reservoir units are con-
nected in a uni-directional ring (cycle) with bi-directional jumps (see Fig. 1). All
the ring weights have the same value rc > 0 and all jump weights share also
the same value rj > 0. In other words, non-zero values of the reservoir matrix
W[N×N ], where N is the number of units in the hidden (reservoir) layer are [11]:

– the ‘lower’ sub-diagonal Wi+1,i = rc, for i = 1...N − 1,
– the ‘upper-right corner’ W1,N = rc and
– the jump values rj . Consider the jump size 1 < � < �N/2�. If (N mod �) =

0, then there are N/� jumps, the first jump being from unit 1 to unit 1 + �,
the last one from unit N +1− � to unit 1. If (N mod �) �= 0, then there are
�N/�� jumps, the last jump ending in unit N + 1 − (N mod �).

Fig. 1. Cycle reservoir with jumps (CRJ)

Suppose we have an CRJ with K input units, N hidden (internal) units and
L output units. The activation of the input, internal, and output units at time
step t are denoted by: s(t) = (s1(t), ..., sK(t))T , x(t) = (x1(t), ..., xN (t))T , and
y(t) = (y1(t), ..., yL(t))T , respectively. The connections between the input units
and the internal units are given by an N × K weight matrix V , connections
between the internal units are collected in an N × N weight matrix W , and
connections from internal units to output units are represented by an L × N
weight matrix U . The internal units is updated according to:

x(t + 1) = f(V s(t + 1) + Wx(t)), (1)

where f is the internal (hidden) layer activation function.
The readout is computed as:

y(t + 1) = g(x(t + 1)), (2)

where g is the readout function, and can be either linear regression (normal case)
or SVM (proposed case).
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2.2 Support Vector Machine (SVM)

SVM is a supervised learning model used for regression and classification. Given
a training examples, SVM builds a model that tries to map training data into
points in a higher dimensional space using a nonlinear mapping function, so
these points can be divided by a wide gap (largest distance) as possible [12,13].
SVM has many advantages over other traditional classification and prediction
techniques such advantages include that the solution of the problem relies on a
small subset of the dataset which gives SVM a great computational power. SVM
seeks the minimization of the upper bound of generalization error instead of
minimizing the training error. Figure 2 shows a hyperplane in SVM that separate
two different datasets, where the vectors near the hyperplane are called support
vectors (SV).

Fig. 2. Support vector machine (SVM)

Training Support Vector Machine (SVM) leads to a quadratic optimization
problem with linear constraints, and the complexity of the solution in SVM
depends on the complexity of the desired solution, rather than the dimensionality
of the input space. The solution of SVM quadratic programming problem can
be given as:

f(x) =
n∑

i=1

(αi − α∗
i )K(xi, x) + b (3)

where αi and α∗
i are Lagrange multipliers which are subject to the following

constraints:

n∑

i=1

(αi − α∗
i ) = 0

0 ≤ αi ≤ C i = 1, ..., n

0 ≤ α∗
i ≤ C i = 1, ..., n

K(.) is the kernel function and its values are an inner product of two vec-
tors xi and xj in the features space φ(xi) and φ(xj) and satisfies the Mercer’s
condition. Therefore, K(xi, xj) = φ(xi).φ(xj) .

The accuracy of SVM method depends on the selection of its parameters.
Conventionally, SVM parameters like C (error/margin), ε (width) and kernel
type are selected by cross validation.
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3 CRJ with SVM-readout

In this section, we will propose the use of SVM algorithm for training the state
space of Cycle reservoir with regular jumps (CRJ). Instead of using linear regres-
sion which is the classical way of training in reservoir computing community, we
use SVM training that has the advantage of solving a quadratic optimization
problem with linear conditions. In this work, SVM was selected as a basic clas-
sifier since it showed superior performance in the literature when applied for the
credit risk problems. Moreover, the complexity of the SVM model only depends
on the complexity of the desired solution, not on the space projection of the
input stream [12,14,15]. In general, SVM has many advantages compared to
other data mining methods such as the good generalization performance and
the resistance to overfitting problems [16,17]. The proposed approach is applied
and tested based on three different datasets for credit risk evaluation.

Fig. 3. CRJ with SVM training framework

CRJ can be trained with SVM readout by minimizing any loss function (see
Fig. 3). Training can be done as follows:

1. Find CRJ parameters including reservoir weight rc, jump weight rj , and jump
size � using 10-fold cross validation.

2. Run CRJ on the dataset using the best CRJ parameters based on cross vali-
dation.

3. Dismiss data from initial washout period and collect remaining network states
(x(t)) into a matrix X.

4. The matrix X which is the state space of CRJ, is presented as an input for
SVM.

5. Find the best parameters for SVM using 10-fold cross validation.
6. The target values (examples) from the dataset is collected in a matrix y.
7. Compare each example in the dataset with the predicted class.
8. Compute the percentage of correctly predicted classes.
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4 Credit Approval Datasets Description

Three popular datasets are selected to perform our experiments, The first two
datasets are the German and the Australian datasets which are obtained from
the UCI Repository of Machine Learning Databases [25]. The German dataset
consists of 20 input variables with categorical and integer types, these variables
include credit history, loan amount employment status, account balance, loan
purpose, and some other personal information. It has 1000 instances with 700
records of approved credit and 300 whose credit should not be extended. The
contributors of the data mentioned that several attributes of type ‘ordered cat-
egorical’ have been coded as integer.

The Australian credit card approval dataset [18] consists of 15 mixed attribu-
tes, these attributes are defining each customer with its class label that can be
described as good or bad credit request. The types of attributes include 6 nom-
inal, 5 integer and 3 real numerical features. The names of these attributes and
their values were modified for confidentiality [18]. The dataset has 690 customer
instances, with 383 records labeled as denied and 307 as approved.

The third dataset is called ‘Give me some credit’ provided by Kaggle compe-
tition1. The dataset includes 150,000 instances that represent anonymous bor-
rowers with 59 attributes. Each instance is labeled as ‘0’ or ‘1’. The dataset is
highly imbalanced with a class ratio of about 13:1.

It is important to mention that all datasets are normalized in order to elim-
inate the effect of different scales of the features.

5 Experiments and Results

Before applying the developed approach on the selected datasets, the best CRJ
parameters, including reservoir size of N = 80 units, input weight scale v = 0.75,
cycle weight rc = 0.9, jump weight rj = 0.45, and jump size � = 5 are tuned using
10-fold cross validation. After that, we deploy the dataset of the CRJ network,
and collect the state space X by representing it as an input for the SVM classifier.
The RBF kernel is selected for SVM while the best SVM parameters including
C, ε are chosen also by 10-fold cross validation.

In order to assess the performance of the classifiers in our experiments, we use
the accuracy rate, specificity and sensitivity which are based on the confusion
matrix shown in Table 1, where, Accuracy = A+D

A+B+C+D , Specificity = A
A+B

and Sensitivity = D
C+D .

Moreover, our new model (CRJ with SVM-readout) is also compared with
the following popular machine learning algorithms: (1) Classical SVM, (2) Mul-
tilayer Perceptron Neural Network (MLP), (3) k-Nearest Neighbour (k-NN),
(4) Naive Bayes, (5) Decision Trees C4.5, (6) Bagging, (7) AdaBoost and (8)
Random Forest. In MLP, the number of neurons in the hidden layer is fixed to
6 neurons while the learning rate, momentum and epochs are set to 0.3, 0.2 and
1 http://www.kaggle.com/c/GiveMeSomeCredit.

http://www.kaggle.com/c/GiveMeSomeCredit
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Table 1. Confusion matrix

Predicted

Positive Negative

Actual Positive A B

Actual Negative C D

Table 2. Results for the Australian dataset (Std. Dev. is shown in parentheses)

Model Accuracy Sensitivity Specificity

SVM 88.7 (3.62) 89.8 (3.15) 83.5 (2.91)

MLP 84.3 (3.81) 84.6 (2.73) 86.7 (3.11)

k-nearest Neighbour 84.7 (3.24) 93.1 (3.22) 77.7 (1.27)

Naive Bayes 63.4 (3.77) 100 60.2 (2.73)

C4.5 85.5 (4.03) 93.7 (2.61) 72.8 (3.22)

Bagging 89.2 (2.78) 90.2 (3.17) 84.6 (2.21)

AdaBoost 90.7 (3.27) 91.1 (2.81) 85.1 (3.27)

Random Forest 87.6 (2.92) 94.8 (3.31) 78.1 (3.15)

CRJ with SVM readout 93.6 (3.61) 92.8 (2.13) 88.1 (2.17)

Table 3. Results for the German dataset (Std. Dev. is shown in parentheses)

Model Accuracy Sensitivity Specificity

SVM 79.1 (3.64) 90.9 (3.21) 33.2 (2.36)

MLP 75.2 (5.21) 86.6 (2.81) 43.4 (1.62)

k-nearest Neighbour 73.8 (3.72) 94.8 (3.52) 18.1 (2.21)

Naive Bayes 61.5 (5.98) 87.8 (3.33) 38.1 (3.21)

C4.5 76.6 (4.27) 88.2 (2.71) 37.2 (2.95)

Bagging 79.2 (2.78) 91.2 (2.36) 35.2 (2.41)

AdaBoost 79.9 (3.72) 91.7 (3.31) 36.1 (3.23)

Random Forest 78.2 (2.61) 93.2 (2.97) 35.4 (2.72)

CRJ with SVM readout 82.3 (3.21) 91.1 (2.92) 47.2 (1.72)

500 respectively. For k-NN, the number of neighbours k is set to 10. The basic
classifier for Bagging and AdaBoost is SVM.

For the German and Australian datasets, all algorithms are applied using 10-
fold cross validation, where for each fold the original dataset is split into training
and testing sets, and the final results are the average of results of 10 tests with
their standard deviation. On the other side, since the Kaggle dataset has a large
and sufficient number of examples 150,000, we divide the data to 80 % training
and 20 % testing.



602 A. Rodan and H. Faris

Evaluation results are presented in Tables 2, 3 and 4. It can be noticed that
CRJ with SVM readout outperforms all other models achieving accuracy of
93.6 %, 82.32 % and 94.2 % for the Australian, German and Kaggle datasets,
respectively. On the other side, our proposed model achieved the best specificity

Table 4. Results for the Kaggle dataset

Model Accuracy Sensitivity Specificity

SVM 93.5 29.6 99.2

MLP 93.4 15.9 99.1

k-nearest Neighbour 92.9 14.8 98.7

Naive Bayes 92.4 31.6 96.5

C4.5 93.3 17.1 99.2

Bagging 93.7 30.2 99.4

AdaBoost 93.9 30.8 99.3

Random Forest 93.5 20.3 99.6

CRJ with SVM readout 94.2 31.2 99.1

Table 5. Related work based on the Australian and German datasets

Australian dataset German dataset

Paper Evaluation model Acc. Std. dev. Acc. Std. dev

Zhao et al. (2015) [19] SVMimproved 92.75 - 84.67 -

Hens and Tiwari (2012) [20] SVM+GA 86.76 3.78 76.84 3.82

BPN 86.71 3.41 76.69 3.24

Wang et al. (2012) [21] GP 86.83 3.96 77.26 4.06

DT+RSFS 89.30 - - -

LR+RSFS 87.50 - - -

NN (RBF)+RSFS 88.40 - - -

Yu et al. (2011) [4] LSSVM 90.63 - 78.64 -

Zhou et al. (2011) [22] SVMlinear 84.78 - 71.10

SVMRBF 85.65 - 71.10

KASNPlinear 85.81 - 70.98

KASNPRBF 86.27 - 71.82

Chen and Li (2010) [23] SVM 84.34 5.69 75.40 5.96

SVM+LDA 86.52 5.45 76.10 5.54

SVM+DT 86.29 4.50 73.70 3.97

SVM+RST 85.22 5.92 75.60 3.34

SVM+Fscore 85.10 4.83 76.70 6.07

Luo, Cheng, and Hsieh (2009) [24] CLC 86.52 - 84.80 -

MySVM 80.43 - 73.70 -

SVM+GA 86.90 - 77.92 -

Our work CRJ+SVM-readout 93.60 3.61 82.32 3.21
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rates for the German and Australian datasets and the second best for the Kaggle
dataset while maintaining very competitive sensitivity rates.

Moreover, in Table 5 we compare the obtained results of the CRJ with SVM
readout to other models developed in the literature based on the Australian and
German datasets. It can be noticed that CRJ with SVM readout obtained the
best results for the Australian dataset while it is ranked third for the German
dataset.

6 Conclusion

Since reducing the time and efforts in analyzing and studying credit request is a
major issue for banks, many machine learning approaches used in the literature
for automatic credit scoring systems. In this paper, we proposed an effective and
high performance framework based on CRJ with SVM-readout to classify credit
approval requests. Experiment results confirm that our novel model outperforms
eight popular machine learning approaches and many other models proposed in
the literature to solve the same classification problems.
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Abstract. The severe class distribution shews the presence of under-
represented data, which has great effects on the performance of learning
algorithm, is still a challenge of data mining and machine learning. Lots
of researches currently focus on experimental comparison of the existing
re-sampling approaches. We believe it requires new ways of construct-
ing better algorithms to further balance and analyse the data set. This
paper presents a Fuzzy-based Information Decomposition oversampling
(FIDoS) algorithm used for handling the imbalanced data. Generally
speaking, this is a new way of addressing imbalanced learning problems
from missing data perspective. First, we assume that there are missing
instances in the minority class that result in the imbalanced dataset.
Then the proposed algorithm which takes advantages of fuzzy member-
ship function is used to transfer information to the missing minority
class instances. Finally, the experimental results demonstrate that the
proposed algorithm is more practical and applicable compared to sam-
pling techniques.

Keywords: Imbalanced data · Information decomposition ·
Classification

1 Introduction

Class imbalance problem has been identified as one of the ten challenging prob-
lems in data mining research [1]. This issue occurs in two different types of
data sets: binary and multiclass. For binary problem, the training data from
the minority class or positive class are very small, and the rest which make up
the majority class or negative class are very large. Nevertheless, for multiclass
problems, each of the classes only contains a tiny fraction of samples. In these
cases, standard classifiers generally fail to identify the minority class examples.
However, minority class is often the most interesting and valuable for the data
analyst [2]. Hence, a natural question in data mining research is how to improve
the performance of classifiers when faced with imbalanced data?

So far, sampling (either oversampling or undersampling) [3] is a popular
technique for imbalanced learning problem. Specifically, data sampling such
as random oversampling (ROS), Synthetic Minority Oversampling Techniques
(SMOTE) [5], or random undersampling etc., is a technique that either randomly
c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 605–615, 2016.
DOI: 10.1007/978-3-662-49381-6 58
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or intelligently re-balances the distribution. However, each of them can be lim-
ited when applying to real-world problems. For example, random oversampling
may cause over-fitting, while undersampling may cause some important informa-
tion missing. Even though some ‘smart’ sampling techniques such as SMOTE,
are developed to generate new instances, they may not suitable for all dataset.
For example, if different features are independent to each other, these ‘smart’
techniques will be inefficient. In other words, in such scenarios these sampling
techniques may fail to create useful minority class instances.

In this work, we address the class imbalance problem from a new perspective,
in which imbalance means some data instances in the minority class are ‘missing’.
Therefore, we recover the ‘missing data’ in order to rebalance the dataset. In
this regard, we propose a Fuzzy-based Information Decomposition oversampling
(FIDoS) algorithm, which can recover the ‘missing’ instances feature by feature.
We highlight our main contributions in the following.

– We formally redefine the class imbalance problem based on information dis-
tribution. In particular, we are the first to treat the imbalance problem as a
special missing data problem.

– We propose a new fuzzy based information decomposition algorithm to solve
the missing data problem. The algorithm has the capability to recover not
only features but also instances.

– We carry out a large number of experiments to evaluate the proposed algo-
rithm. In detail, the results on twenty-two different imbalanced datasets show
that our algorithm significantly outperforms the five existing methods.

2 Related Work

This section presents a short review on five existing sampling techniques for the
class imbalance problem, which are related to our work. For more information,
please refer to the recent survey on data mining [4].

Random oversampling (ROS): The minority oversampling randomly select a
training example from the minority class, and then duplicate it. This may cause
over-fitting and longer training time during imbalance learning process.

Random undersampling (RUS): Majority undersampling draws a random
subset from the majority class while discarding the rest instances. In doing so,
some important information may be lost when examples are removed from the
training data set randomly and especially when the dataset is small.

Synthetic Minority Over-sampling Techniques (SMOTE) [5]: This technique
adds new artificial minority attribute examples by extrapolating instances from
the k nearest neighbours (kNN) to the minority class instances. In experiments,
the parameter is set to five. Because SMOTE generates numbers of synthetic
data samples for each original minority class and without considering the original
distribution, this may lead to more overlapping between classes.
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Cluster-based undersampling (CBUS) [6]: The aim of Cluster based under-
sampling approach is not to balance the data ratio of majority class of minority
class into 1:1, but to reduce the gap between the numbers of minority class and
minority class.

Majority Weighed Minority Oversampling Technique (MWM) [7]: This
method first assign weights to the minority class according to their Euclidean
distance from the nearest majority samples. Then, it ‘intelligently’ generate syn-
thetic class examples from the weighted informative minority class samples using
a modified hierarchical clustering algorithm.

3 Proposed Algorithm

As we discussed before, this paper advise a new way of addressing class imbal-
ance problems. Before presenting the algorithm description, the knowledge of
information distribution will be recalled in problem modelling part. We clarify
the symbols used as follows: lower case bold Roman letters such as x and xi

means row vectors, and a superscript T means the transpose of a vector. u and ui

as the discrete universe of x and xi. X and Xminority are matrices which denote
training data and minority class, respectively. And Ai and Asi are intervals.

3.1 Problem Modelling

In this study, we make use of a linear distribution for transferring information
from the observed data. In other words, FIDoS algorithm will employ linear
distribution as one step to mine information for the ‘missing’ instances. Based
on this, we recall the knowledge of information distribution [8], which can be
regarded as a standard to choose linear distribution for our proposed algorithm.

Let x = (x1, x2, · · · , xn)T be a sample observed from an experiment, and
u = {u1, u2, · · · , um} be the discrete universe of x. A mapping from x × u to
[0, 1], µ : x×u → [0, 1], (xi, uj) → µ(xi, uj) is called an information distribution
of x on u, if µ(xi, uj) has the following properties:

(1) Reflexive. ∀xi ∈ x, if ∃uj ∈ u, such that xi = uj , then µ(xi, uj) = 1.
(2) Decreasing. For xi ∈ x, ∀up, uq ∈ u,
if ‖up − xi‖ ≤ ‖uq − xi‖ , then µ(xi, up) ≥ µ(xi, uq).

(3) Conserved. That is to say
m∑

j=1

µ(xi, uj) = 1, i = 1, 2, · · · , n.
For example, X = (x1,x2, · · · ,xn) is a matrix such as imbalance dataset.

xi = (x1i, x2i, · · · , xmi)
T
, i = 1, 2, · · · , n be a given feature/attribute, R is the

universe of discourse of xi, and ui = {u1i, u2i, · · · , uti} is the discrete universe
of xi where usi − us−1,i ≡ hi, s = 2, 3, · · · , t. For xji ∈ xi, j = 1, 2, · · · ,m and
usi ∈ ui, the following information distribution formula can meet all of the
properties of the definition.

µ(xji, usi) =

{

1 − ‖ xji−usi‖
hi

if ‖xji − usi‖ ≤ hi

0 if ‖xji − usi‖ > hi

(1)

where hi is called step length and µ is called linear distribution.
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Algorithm Design

1: INPUT: Renewed minority data X̃minority, number of missing instances t.
2: OUTPUT: Re-balanced data set with minority class increased
/*Initialization*/
3: Data set prepare: Interpolate t minority instances to the minority class with ‘NaN‘
as its features (labelled as minority class). In this step, we can obtain X̃minority, let
ñmin as the size of the renewed minority class
4: for i = 1 : ñmin do
5: for s = 1 : t
6: calculate ai, bi, hi, Asi, Ati, usi, Ui
7: use formula (5) obtain m̃si
8: end for
9: end for

3.2 Algorithm Description

Let Xminority = (xji)m×(n+1),m ∈ N+, n ∈ N+ be the minority class chosen
from an imbalanced training dataset with missing instances inserted (NaN as its
features) in the minority class, and the last column xj,(n+1), j = 1, 2, · · · ,m is the
classes label. In another way, we denote Xminority = (x1,x2, · · · ,xn,xn+1), and
xi = (x1i, x2i, · · · , xmi)T , i = 1, 2, · · · , n+1. Assume there are missing instances
in the minority class, and the number of missing instances from minority class
is t. Therefore, there are t missing features in xi, i = 1, 2, · · · , n; denoted the
missing feature as {m̃si|s = 1, 2, · · · , t}. Let ai = min{xji|j = 1, 2, · · · ,m};
bi = max{xji|j = 1, 2, · · · ,m}. Then we obtain an interval [ai, bi]. Let hi =
(bi − ai)/ti, Ai =

⋃t
s=1 Asi and Asi, Ati can be calculated from formulas (2) and

(3). ui = {u1i, u2i, · · · , uti} is the discrete universe of xi where usi − us−1,i ≡
hi, s = 2, 3, · · · , t. And usi = (ai + (s − 1) ∗ hi + ai + s ∗ hi)/2, that is to say
uij is the center of Aji. For µ(xji, usi) is chosen from formula (1), xji ∈ xi, and
usi ∈ Ui, mjsi obtained from formula (4) is called information decomposition
(refer to [9] for an example) from xji to Aji.

Asi = [ai + (s − 1) ∗ hi, ai + s ∗ hi), s = 1, 2, · · · , t − 1 (2)

Ati = [ai + (t − 1) ∗ hi, ai + t ∗ hi] (3)

mjsi = μ(xji, usi) ∗ xji (4)

Then we calculate the sth missing feature in xi, which is m̃si from (5). Informa-
tion decomposition algorithm framework is illustrated in Algorithm Design.

m̃si =

⎧
⎨

⎩

x̄i if
∑m

j=1 μ (xji, usi) = 0
∑m

j=1 mjsi
∑m

j=1 µ(xji,usi)
otherwise

(5)

where x̄i is the mean of ‘non-NaN ’ values of xi.

4 Performance Evaluation

4.1 Datasets

The 22 datasets used in this paper are listed in Table 1. Data information include
data name (first column), sample size (second column), minority data sam-
ples (third column), majority data samples (fourth column), the class attribute
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Table 1. Dataset characteristics

Dataset Instances(#) Minority(#) Majority(#) Attributes IR

MC2 125 44 81 39 1.84

Yeast1 1484 429 1055 8 2.46

vehicle2 846 218 628 18 2.88

vehicle1 846 217 629 18 2.9

vehicle3 846 212 634 18 2.99

G0-6 214 51 163 9 3.2

kc2 522 107 415 21 3.88

kc3 194 36 158 39 4.39

CM1 327 42 285 37 6.79

pc3 1077 134 943 37 7.04

pc4 1458 178 1280 38 7.19

Pb0 5472 560 4913 10 8.79

G016vs2 192 17 175 9 10.29

pc1 705 61 644 37 10.56

Glass4 214 13 201 9 15.47

Pb13vs4 472 115 357 10 15.86

G016vs5 184 9 175 9 19.44

Glass5 214 9 205 9 22.78

pc5 17186 516 16670 38 32.31

A17vs-10 2338 58 2280 8 39.31

MC1 1988 46 1942 38 42.22

pc2 745 16 729 36 45.56

(second last column), and IR(imbalance ratio: majority/minority). We can see
from Table 1, the datasets cover a variety of sizes and imbalance level. Precisely,
imbalance ratio varies from 1.84 (slightly imbalance) to 45.56 (highly imbal-
ance). And the diversity of instances, varies from the smallest dataset with 125
examples to the largest dataset which contains 17186 observations. Moreover,
these datasets are from PROMISE repository software engineering databases [11]
and KEEL-dataset repository [10]. All these datasets can be downloaded from
related website. In Table 1, we use the abbreviation version for some datasets.
For example, G0-6 for Glass0123vs456, Pb0 short for Page-blocks0, G016vs2
for Glass016vs2, Pb13vs4 short for Page-blocks13vs4, G016vs5 for Glass016vs5,
A17vs-10 for abalone-17 vs 7-8-9-10.

4.2 Measurement

Following previous study [12] in imbalanced learning, we employ F-measure
(FM), G-mean (GM), Area under the ROC curve(AUC) and Kappa to evaluate
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the performance of the classifiers. Due to the space limitation, we only present
the FM and Kappa values, however we outline the statistical ranking later based
on the four performances.

In this paper, we use the minority class as the positive class and the majority
class as the negative class. The confusion matrix values as: true positive (TP),
false positive (FP), true negative (TN), and false negative (FN). The following
formulas are used to calculate each metric.

FM =
(1 + β2) · Recall · Precision

β2 · (Recall + Precision)
GM =

√
Recall · Precision

AUC =
1 + TP

TP+FN + FP
FP+TN

2
Kappa =

N
k∑

i=1
xii −

k∑

i=1
xi.x.i

N2 −
k∑

i=1
xi.x.i

Where xii is the number of cases in the main diagonal of the confusion matrix,
and N is the total examples, x.i and xi. are the number of column and row
counts. And Recall = (TP )/(TP + FN), Precision = (TP )/(TP + FP ).

4.3 Compared Methods

Recent study [13] has shown that simple methods such as ROS and RUS even
perform better compared with elaborated approaches, and that Seiffert et al.
outlines ROS, RUS, SMOTE are the most popular sampling techniques [14].
Therefore, RUS, ROS SMOTE are employed in our experiments. Moreover, other
techniques such as CBUS and MWM are also considered in this paper. All of
these techniques and learning processes are implemented with Matlab 2012B.

4.4 Experiment Strategy

In this study, 60 % of the original observation samples are randomly chosen as
training data and the other 40 % as unseen test data.

We conduct 10 runs of HoldOut strategy under C4.5 [15] decision tree and
k-nearest neighbours (KNN) [16] classification. Due to space limitation, only
the overall average results of FM and Kappa are presented. All the sampling
techniques are only used to training data rather than testing data.

For undersampling six parameter values, 20 %, 50 %, 70 %, 90 % are used,
indicating the percentage of the majority class removed. For example, if a dataset
contained 1000 majority class instances, 70 % means after sampling 700 samples
will be removed. For oversampling approaches such as ROS, SMOTE oversam-
pling rates are settled as 20 %, 50 %, 70 % and 90 %. For example, ROS% eathe
minority examples 20 % of the minority class size are added. Besides, parameters
in MWM are settled as k1 = 5, k2 = 3, k3 = Smin/2, Cp = 3, Cf (th) = 5, and
CMAX = 2. Meanwhile, a balance ratio of 1:1 for techniques such SMOTE,
ROS, and RUS are also considered in this paper. 1:1 means the same size of
the minority class and majority class are equal to each other after using each
sampling approach.

Finally, a statistical ranking time is collected and discussed, clearly show
which technique has better ranking time.
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4.5 Experiments Results

The results of our extensive suite of experiments will be presented in this section.
We begin by analysing four metrics results, and then we focus on statistical
ranking analysis. Bold text in the results mean better performance.

Results Based on Four Metrics: Tables 2 and 3 present the average FM, and
Kappa values of each sampling technique under two classifiers. The first column
is the classifier and the second column is the datasets. And the first row of each
table lists 7 sampling techniques.

Precisely, for C4.5 decision tree classifier, both Tables 2 and 3 demonstrate
that FIDoS performs better in most of cases in terms of FM and Kappa. For
example, FIDoS achieves 0.511 of FM values on MC2 dataset, while none of
other techniques obtain a FM value more than 0.5. Importantly, we can see that
FIDoS also have the highest Kappa values on MC2, and this trend happens
to many other datasets. As FM is used for measuring the performance of the
classifier on minority class samples and Kappa represents the ability of the clas-
sifier in penalizing all-positive or all-negative predictions, we can conclude that
the proposed FIDoS algorithm has a better performance regarding the minority
class, and a good ability in penalizing all-positive or all-negative predictions.

When it comes to 1NN classifier, FIDoS also has an outstanding performance
compared with the other sampling techniques. We can see that FIDoS achieves
highest FM and Kappa values at least in 13 out of 22 cases.

Comparatively, Tables 2 and 3 clearly describe that other techniques such as
CBUS and MWM have better performance in some cases under 1NN classifier.
These results, however, are not stable. For example, MWM has better perfor-
mance in 7 out 22 datasets based on FM under C4.5 classifier, however, its results
are far worse when using 1NN classifier. Moreover, CBUS achieves the highest
FM values in 5 out 22 datasets under 1NN classifier. Similar to MWM, its per-
formance based on C4.5 classifier is even worse than MWM. Precisely, CBUS
only results in better performance on kc2 and CM1 datasets in terms of FM
metric, which means CBUS fails to work efficiently in classifying the minority
class samples.

Statistical Ranking Results: Table 4 depicts the performance ranking in
terms of two classifiers based on four performance measures, all datasets. The
first column is sampling techniques, and the second row means the ranked
number 1, 2, 3, 4, 5, 6, 7 of each classifier. A rank of one means that the sam-
pling approach, for all the given datasets, a learner, and four performance mea-
sures, results in the highest value for four performance metrics. To be specific,
for C4.5 classifier Table 4 demonstrates that FIDoS has the best ranking for
49 times, which is doubled of the second best ranking (MWM with 21). More-
over, RUS results in the worst performance with 35 times ranked 7. Even though
CBUS achieve the third best ranking, we can see it produces the second worst
performance for both classifiers.
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Table 2. FM values

Classifier Dataset None SMOTE CBUS ROS RUS MWM FIDoS

C4.5 MC2 0.479 0.487 0.478 0.49 0.492 0.492 0.511

Yeast1 0.480 0.500 0.434 0.498 0.478 0.504 0.514

vehicle2 0.882 0.901 0.699 0.901 0.866 0.900 0.904

vehicle1 0.507 0.531 0.484 0.524 0.492 0.539 0.527

vehicle3 0.479 0.518 0.498 0.486 0.476 0.502 0.53

G0-6 0.835 0.86 0.851 0.843 0.799 0.844 0.863

kc2 0.474 0.491 0.573 0.457 0.486 0.479 0.509

kc3 0.346 0.358 0.396 0.277 0.222 0.354 0.409

CM1 0.167 0.261 0.293 0.241 0.199 0.224 0.285

pc3 0.283 0.323 0.286 0.300 0.282 0.253 0.328

pc4 0.488 0.520 0.505 0.504 0.459 0.506 0.521

Pb0 0.848 0.835 0.742 0.823 0.794 0.849 0.834

G016vs2 0.173 0.066 0.089 0.078 0.000 0.189 0.184

pc1 0.294 0.307 0.321 0.287 0.281 0.274 0.325

Glass4 0.529 0.489 0.324 0.649 0.000 0.733 0.607

Pb13vs4 0.884 0.887 0.840 0.891 0.869 0.905 0.883

G016vs5 0.671 0.679 0.338 0.734 0.034 0.631 0.748

Glass5 0.502 0.560 0.307 0.556 0.000 0.680 0.749

pc5 0.488 0.493 0.505 0.476 0.412 0.487 0.542

A17vs78910 0.201 0.243 0.079 0.223 0.225 0.335 0.279

MC1 0.183 0.181 0.199 0.267 0.070 0.239 0.277

pc2 0.052 0.000 0.080 0.021 0.000 0.088 0.037

1NN MC2 0.431 0.433 0.504 0.43 0.441 0.452 0.455

Yeast1 0.482 0.505 0.400 0.486 0.473 0.492 0.517

vehicle2 0.821 0.830 0.493 0.825 0.775 0.822 0.833

vehicle1 0.451 0.501 0.480 0.495 0.465 0.453 0.421

vehicle3 0.393 0.449 0.488 0.405 0.399 0.431 0.498

G0-6 0.881 0.907 0.824 0.873 0.828 0.885 0.913

kc2 0.419 0.457 0.534 0.426 0.462 0.469 0.451

kc3 0.15 0.218 0.281 0.162 0.124 0.184 0.214

CM1 0.211 0.194 0.267 0.221 0.183 0.201 0.211

pc3 0.212 0.245 0.199 0.218 0.218 0.194 0.222

pc4 0.216 0.255 0.269 0.233 0.215 0.216 0.256

Pb0 0.783 0.793 0.559 0.793 0.751 0.798 0.804

G016vs2 0.278 0.268 0.232 0.319 0.123 0.292 0.320

pc1 0.104 0.141 0.170 0.116 0.094 0.123 0.137

Glass4 0.626 0.690 0.390 0.677 0.000 0.728 0.763

Pb13vs4 0.861 0.867 0.823 0.873 0.800 0.850 0.867

G016vs5 0.515 0.556 0.284 0.649 0.070 0.579 0.689

Glass5 0.568 0.616 0.289 0.548 0.106 0.464 0.621

pc5 0.407 0.450 0.425 0.416 0.397 0.427 0.431

A17vs-10 0.288 0.275 0.081 0.25 0.276 0.294 0.302

MC1 0.191 0.198 0.188 0.182 0.066 0.189 0.215

pc2 0.031 0.084 0.064 0.057 0.000 0.021 0.109
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Table 3. Kappa values

Classifier Dataset None SMOTE CBUS ROS RUS MWM FIDoS

C4.5 MC2 0.220 0.202 0.148 0.220 0.219 0.218 0.242

Yeast1 0.279 0.292 0.100 0.291 0.262 0.312 0.301

vehicle2 0.842 0.865 0.542 0.866 0.819 0.866 0.869

vehicle1 0.339 0.363 0.205 0.359 0.311 0.389 0.355

vehicle3 0.312 0.354 0.238 0.325 0.303 0.340 0.366

G0-6 0.783 0.815 0.799 0.798 0.726 0.793 0.820

kc2 0.347 0.367 0.448 0.304 0.314 0.351 0.381

kc3 0.217 0.213 0.223 0.108 0.152 0.185 0.258

CM1 0.068 0.147 0.169 0.131 0.083 0.106 0.176

pc3 0.182 0.221 0.186 0.203 0.175 0.156 0.225

pc4 0.417 0.450 0.427 0.437 0.378 0.437 0.452

Pb0 0.831 0.816 0.708 0.802 0.770 0.831 0.815

G016vs2 0.101 0.091 -0.030 0.089 0.055 0.113 0.166

pc1 0.229 0.235 0.241 0.224 0.209 0.209 0.255

Glass4 0.506 0.545 0.253 0.627 0.181 0.715 0.583

Pb13vs4 0.846 0.848 0.789 0.856 0.821 0.875 0.842

G016vs5 0.653 0.663 0.290 0.724 0.228 0.623 0.739

Glass5 0.484 0.612 0.263 0.541 0.227 0.673 0.739

pc5 0.472 0.477 0.490 0.460 0.393 0.471 0.476

A17vs-10 0.184 0.221 0.033 0.203 0.197 0.317 0.259

MC1 0.167 0.181 0.181 0.249 0.111 0.224 0.259

pc2 0.035 0.089 0.060 0.078 0.041 0.068 0.049

1NN MC2 0.115 0.108 0.154 0.137 0.110 0.095 0.158

Yeast1 0.278 0.291 0.049 0.284 0.260 0.285 0.316

vehicle2 0.758 0.768 0.184 0.763 0.692 0.759 0.774

vehicle1 0.273 0.296 0.211 0.283 0.278 0.267 0.305

vehicle3 0.207 0.263 0.232 0.229 0.201 0.250 0.232

G0-6 0.844 0.879 0.756 0.835 0.768 0.848 0.886

kc2 0.286 0.321 0.403 0.295 0.283 0.331 0.318

kc3 -0.030 0.030 0.064 -0.010 0.022 -0.008 0.043

CM1 0.093 0.058 0.137 0.113 0.070 0.071 0.093

pc3 0.105 0.125 0.088 0.113 0.095 0.077 0.108

pc4 0.111 0.130 0.142 0.131 0.089 0.106 0.157

Pb0 0.760 0.769 0.492 0.771 0.722 0.776 0.782

G016vs2 0.218 0.196 0.151 0.254 0.189 0.225 0.260

pc1 0.028 0.053 0.082 0.034 0.024 0.033 0.060

Glass4 0.606 0.672 0.335 0.657 0.485 0.709 0.747

Pb13vs4 0.814 0.822 0.759 0.831 0.718 0.801 0.824

G016vs5 0.500 0.536 0.230 0.632 0.304 0.561 0.673

Glass5 0.552 0.601 0.243 0.535 0.264 0.441 0.618

pc5 0.389 0.431 0.407 0.399 0.376 0.409 0.413

A17vs-10 0.273 0.256 0.036 0.236 0.252 0.279 0.286

MC1 0.174 0.176 0.166 0.164 0.091 0.168 0.198

pc2 0.035 0.064 0.037 0.033 0.047 -0.004 0.087
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Table 4. Performance ranking based on four performance metrics

Technique Ranked numbers(C4.5) Ranked numbers(1NN)

1 2 3 4 5 6 7 1 2 3 4 5 6 7

None 0 5 7 14 26 26 10 0 0 8 18 27 19 16

SMOTE 2 22 41 12 6 4 1 13 32 16 13 8 3 3

CBUS 15 12 5 10 8 10 28 25 7 3 7 6 17 23

ROS 0 19 7 24 21 10 7 4 13 15 20 18 16 2

RUS 1 4 5 7 4 32 35 2 6 3 12 8 25 32

MWM 21 9 16 13 17 5 7 0 12 26 13 19 8 10

FIDoS 49 17 7 8 6 1 0 44 18 17 5 2 0 2

Similarly, for 1NN classifier, Table 4 also emphasizes that our proposed FIDoS
algorithm has 44 times ranked the first which is nearly double of CBUS(25 times).
It is worthwhile to mention that MWM has zero time ranked the first, which
again supported our previous discussion.

Overall, the statistical ranking results from both tables outline that FIDoS
ranks in the top three position for more than 75 % of its totally ranking times,
and has the highest first ranking times, which again emphasized our previous
experiment results. Therefore, the proposed algorithm is more applicable and
practical.

5 Conclusions

This paper proposes a novel Fuzzy-based Information Decomposition oversam-
pling (FIDoS) algorithm to re-distribute the data in different classes aiming to
solve the class imbalance learning problems. Different from the previous sam-
pling approaches, FIDoS introduces a new way of considering imbalanced data
set issue. That is we assume there are missing instances in the minority class,
which caused the dataset become imbalanced. Therefore, we recover the ‘missing
data’ in order to rebalance the dataset. Finally, we have presented a comprehen-
sive experimental analysis of learning from imbalanced data, using 7 sampling
approaches with 22 real-world datasets. Experimental results demonstrate that
FIDoS algorithm can achieve the best performance in most times which indicates
that our proposed algorithm is more efficient in real-world problems.

In the future, a study to identify the influence of imbalance ratio on
imbalanced learning problems will be an interesting work.
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Abstract. As time series have become a prevalent type of data, various data
mining tasks are often performed to extract useful knowledge, including time
series classification, a more commonly performed task. Recently, a support vector
machine (SVM), one of the most powerful classifiers for general classification
tasks, has been applied to time series classification as it has been shown to outper‐
form one nearest neighbor in various domains. Recently, Dynamic Time Warping
(DTW) distance measure has been used as a feature for SVM classifier. However,
its main drawback is its exceedingly high time complexity in DTW computation,
which degrades the SVM’s performance. In this paper, we propose an enhanced
SVM that utilizes a DTW’s fast lower bound function as its feature to mitigate
the problem. The experiment results on 47 UCR time series data mining datasets
demonstrate that our proposed work can speed up the classification process by a
large margin while maintaining high accuracies comparing with the state-of-the-
art approach.

Keywords: Classification · Support vector machine (SVM) · Dynamic time
warping (DTW) · Lower bound · LB_keogh

1 Introduction

Time series classification is widely used in many domains such as medicine, finance,
and science [1–4]. One nearest neighbor (1-NN) classifier with Dynamic Time Warping
(DTW) distance function is one of the most popular time series classifiers that has been
demonstrated to work extremely well and is difficult to beat [5]. Although 1-NN with
DTW is quite effective, it still has the known weaknesses in its high computational time
and its sensitivities to noises in the training set. Figure 1 illustrates a 2-class problem
with six training data sequences, one of which contains noises (candidate sequence 3).
When we want to classify a new sequence (with the real class B label), the 1-NN with
DTW could wrongfully classify it to class A, as it matches the best to sequence 3 that is
contaminated by noises.
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Fig. 1. One-nearest neighbor classification with noisy training data

To mitigate this problem, many approaches have been proposed, including Longest
Common Subsequence (LCSS) [22] and variation of edit distances [23, 24]. However,
they still suffer from high computational cost and difficulty in parameter selection. Some
other researchers have proposed Support Vector Machine (SVM) that combined together
the benefits of DTW by using DTW distance as the feature [6] to solve time series
classification problems [7–9]. SVM is a powerful algorithm that can be applied in many
domains because it builds a classifier from a hyperplane that separates features of input
or exploits mapping of features into higher dimensional space through kernel function
in non-linearly separable problems. It can also ignore some noisy data points that may
lead to wrong classification. Recently, some research works have attempted to establish
a kernel for DTW [7, 8] or have attempted to use other features together with DTW to
increase the accuracy of SVM [9]. However, complexity and computational time for
feature construction are still their weaknesses. In this work, we therefore mainly focus
on reducing computational time, especially in the feature vector construction step, while
being able to maintain high accuracies, comparing with the real DTW distance being
used as a feature for SVM. Specifically, we take both the advantages of a lower bound
function for DTW and robustness of SVM to build a faster yet accurate time series
classifier.

The rest of the paper is organized as follows. The next section gives brief details on
background and related works. Section 3 explains our proposed work with details on
our experiment setup. Section 4 provides the experiment results and discussion, and the
last section concludes our work.

2 Background and Related Works

In this section, we briefly give some details about Dynamic Time Warping (DTW),
global constraint, Lower bound function for DTW, and Support Vector Machine (SVM).

2.1 Dynamic Time Warping (DTW)

Dynamic Time Warping (DTW) is a similarity measure for time series data that has
gained its popularity over Euclidean distance metric due to its higher accuracy and more
flexibility in non-linear alignments between two data sequences. Given two time series
sequences, Q and C of length m and n, respectively, as follows.
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(1)

(2)
To align the two time series, an m by nmatrix is constructed to hold cumulative

distances (γ(ith, jth)) between all pairs of data points from these two time series sequences.
The cumulative distance in each cell is calculated from a sum of the distance of the
current element, , and the minimum of the cumulative distance of
the three adjacent elements:

(3)

Dynamic programming is used to obtain optimal alignment and cumulative distance
from the elements (1, 1) to . The optimal warping path is obtained by backtracking.
However, in most time series mining tasks, we often are interested in only the distance
value, contained in . So, backtracking can be omitted. The DTW distance is calcu‐
lated by Eq. (4). Note that the squared root can also be omitted to speed up the calculation.

(4)

2.2 Global Constraint

To improve the performance of DTW, a global constraint is often applied to prevent
unreasonable warping, which in turn increases the accuracy. While any shapes and sizes
of the global constraints can be utilized, Sakoe-Chiba Band [10] is one of the simplest
global constraints [11] that restricts the warping path to stay within specific boundary
(r), as shown in Fig. 2. Equation (3) with the Sakoe-Chiba constraint can be rewritten
as follows:

(5)

Fig. 2. The Sakoe-Chiba band restricts the warping path to stay within the boundary.
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2.3 Lower Bound of DTW

Due to its O(n2) time complexity, DTW is considered too expensive for large time series
data. In the past decade, various lower bound functions for DTW have been proposed
to speed up the DTW calculation for data mining tasks [12–14]. The main idea of lower
bound function is to approximate the real DTW distance with the crucial property that
the computed lower bound will never exceed the real DTW distance. Such property will
allow us to skip many expensive DTW calculations when the lower bound value is
greater than the best-so-far distance. Regardless of many well proposed lower bounds
[25, 26], we consider LB_Keogh [14] in this work due to its simplicity and tightness of
the bound. However, LB_Keogh requires a DTW global constraint (r) to construct an
upper (U) and lower (L) envelopes around any sequence Q, as follows:

(6)

(7)
Once the envelope is constructed, the lower bound value between a sequence C and

the envelope is computed using Eq. (8). Any part of the sequence beyond the envelope
(above or below) will be included as part of the lower bound, as shown in Fig. 3.

(8)

Fig. 3. An illustration of the upper and lower envelope in LB_Keogh function. The lower bound
value is computed by the sum of the squared distance between the upper or lower envelope and
the sequence C that are outside the envelope area.

2.4 Support Vector Machine (SVM)

SVM is a powerful classification algorithm that has been applied to a variety of problems
and domains, including finance and medicine [15, 16]. SVM is based on the idea of
constructing a hyperplane to separate the data that may be mapped to higher dimensional
feature space using a kernel function. In the other words, if the data can be linearly
separated, a hyperplane is constructed from input data, which gives a maximum margin
called support vector as shown in Fig. 4. Otherwise, a kernel function is applied to map

An Enhanced Support Vector Machine for Faster Time Series 619



the input space into higher dimensional feature space that can be linearly separated by
a hyperplane [17] as shown in Fig. 5.

Fig. 4. Support vector machine with linearly separable data.

Fig. 5. Support vector machine uses a kernel function to map non-linearly separable data from
input space into higher dimensional space that can be separated by a hyperplane.

2.5 Related Works

Some works have used DTW distance as an SVM’s feature for time series classification
problem [7–9]. Gudmundsson, S. et al. used DTW as a feature and concentrated on
designing a complex SVM kernel so called ppfSVM [8], but the results turned out that
it still could not beat 1-NN with DTW even though their SVM achieved better results
over other existing SVM approaches. Most recently, Kate, R. J. found that employing a
simple polynomial kernel function is sufficient with no need to design a complex kernel
function [9]. Together with the use of other features such as Symbolic Aggregate
approximation (SAX) [18], Euclidean distance, and DTW with global constraint, the
results have showed to even outperform 1-NN using DTW with global constraint.
However, regardless of its winning performance on accuracies, the time complexity is
still its drawback. Therefore, this motivates us to aim at building a faster time series
classifier while maintaining its robustness in achieving high classification accuracies.
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3 Proposed Work and Experiment Setup

In this section, we provide details of our proposed work, which creates features based
on LB_Keogh values that will be used in SVM classifier. Then, we also provide infor‐
mation about datasets and tools used in the experiments.

3.1 LB_Keogh Feature Construction

As discussed in Sect. 2.5, instead of using DTW with global constraint distance as a
feature, which is extremely expensive, LB_Keogh with a global constraint is used to
construct the feature. For each training data sequence, LB_Keogh feature vector is
constructed by computing lower bound values from that data sequence to every single
sequence in the training set. Testing is done very similarly; LB_Keogh feature vector is
obtained from computing lower bound values from each of the test data to every training
data sequence. More concretely, given a training dataset C with k time series sequences,
a feature vector of any sequence Q that will be used in a classifier is defined as follows.

(9)

3.2 Making a Classifier

Once the LB_Keogh feature is obtained, LIBSVM [20] was used to build an SVM
classifier with the following parameters: SVM type = C-SVC, Penalty parameter C = 1,
and Kernel type = polynomial with coefficient and gamma = 1. We also perform
10-fold cross validation on each training set to determine the polynomial degree that
fits the best to the problem. After the classifier is built for each dataset, its performance
is tested using its corresponding unseen test data.

3.3 Datasets and Experiment Setup

In this work, we employ the whole 47 benchmark datasets from the UCR Time Series
Classification Archive [19]. The information about the datasets (e.g., the number of
classes, sequence length, train/test split) can be found on the archive. For each dataset,
the DTW’s global constraint parameter r is set according to what is reported on the UCR
Time Series Mining webpage [19]. The performance is evaluated by comparing classi‐
fication error rates as well as the computational time in feature vector construction of
our proposed work (LB_Keogh_Feature) with the state-of-the-art SVM classifier with
DTW-R distance as the feature proposed by [9]. All of the experiments were carried out
using Weka (v.3.6.12) software [21] on core i7-3770 3.40 GHz CPU with 16 GB of
RAM.

4 Experiment Results and Discussion

Figure 6 visually compares the classification error rates between our proposed SVM
using LB_Keogh_Feature and the most recently proposed SVM using DTW-R_Feature.
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Note that the points above the diagonal line denote the datasets on which the rival method
DTW-R_Feature performs better (with lower error rate), and the points below the diag‐
onal line denote the datasets on which our proposed LB_Keogh_Feature performs better,
achieving lower error rate. The red triangular points (7 out of 47 datasets) denote the
discrepancies in the error rates that are statistically significant at 5 % level. We can see
that the error rates between the two approaches are mostly very comparable, with the
exception of the following six datasets, Cricket_Y, FaceAll, FacesUCR, Lighting2,
OSULeaf, and Two_Patterns, where DTW-R_Feature is better, and one dataset,
CinC_ECG_torso, where DTW-R_Feature is worse.

Fig. 6. A comparison between the classification error rates using our proposed
LB_Keogh_Feature and the state-of-the-art DTW-R_Feature on all 47 datasets. The red triangular
points indicate the discrepancies in the error rates that are statistically significant at 5 % level
(Color figure online).

LB_Keogh_Feature generally works very well on most datasets. However, we have
looked into the feature vector of the six datasets where it performed statistically worse
than DTW-R_Feature. In particular, for each dataset, we sum up all the feature vectors
in the training data and compare between the feature vectors from our proposed
LB_Keogh_Feature and the rival DTW-R_Feature. Figure 7 shows some snippets of the
feature vectors in each class of three datasets, i.e., Car, Cricket_Y, and Lighting2; the
blue lines represent the LB_Keogh_Feature, and the red lines represent the DTW-
R_Feature. Note that both algorithms have the same error rate in Car dataset, as it shows
very similar feature vectors, whereas DTW-R_Feature outperforms in the other two
datasets. In the latter case, we can see that since the features from LB_Keogh are essen‐
tially lower bounds or approximation to the real DTW-R distance, the blue lines show
that the LB_Keogh_Feature generally underestimates the distance, i.e., achieving not
very tight lower bounds, which could in essence affect the classification accuracy.
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Fig. 7. Some snippets of the sum of the feature vectors within each class of the three training
data, comparing between those from our proposed LB_Keogh_Feature in blue and those from the
rival DTW-R_Feature in red (Color figure online).

Fig. 8. The speedups of our proposed LB_Keogh_Feature over the rival method on all 47 datasets

The computational time in feature vector construction of both approaches are
recorded. The speedups of our proposed LB_Keogh_Feature over the rival method are
shown in Fig. 8. We can see that LB_Keogh_Feature vector is faster to be constructed
in almost all datasets, except for 12 datasets whose global constraint values are zero
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(i.e., Euclidean distance is performed instead of DTW), where both approaches consume
similar time complexity. The average speedup of all 47 datasets is 19.79 (26.24 speedup
if 12 Euclidean datasets are excluded).

5 Conclusion

In this work, we propose a fast time series classification based on SVM that used
LB_Keogh distance as a feature. The experiment results show that our proposed work
can speed up the classification tasks by a large margin, while being able to maintain high
accuracies, comparing with the state-of-the-art approach where the real DTW-R distance
is used as a feature. It is also observed that our proposed feature can achieve comparable
classification accuracies (little lower in some and little higher in some, with no statistical
significance). However, in some datasets where the error rates drop down a little, stat‐
istically differing at 5 % significant level, good speedups on all the datasets are achieved,
indicating the tradeoff between the classification accuracies and the running time it could
save.
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Abstract. The paper discusses different approaches to parallel implementation
of the Ant Colony Optimization metaheuristic. The metaheuristic is applied to
the well-known Travelling Salesman Problem. Although the Ant Colony
Optimization approach is capable of delivering good quality solutions for the
TSP it suffers from two factors: complexity and non-determinism. Overpopu-
lating ants makes the ACO performance more predictable but increasing the
number of ants makes the need for parallel processing even more apparent. The
proposed Ant Colony Community (ACC) uses a coarse grained approach to
parallelization. Two implementations using RMI and Sockets respectively are
compared. Results of an experiment prove the ACC is capable of a substantial
reduction of processing time.

Keywords: Ant colony optimization � Travelling salesman problem � Parallel
implementations � RMI � Sockets

1 Introduction

The aim of the paper is to discuss the problem of parallel implementation of Ant
Colony Optimization (ACO) metaheuristic used for the Travelling Salesman Problem
(TSP). The ACO requires a large number of floating point operations and is therefore
time consuming. Recent papers suggest that the increasing the number of ants has
distinct advantages. Overpopulating of ants make the parallelization even more
necessary.

The paper is organized as follows. The Sect. 2 briefly introduces the Travelling
Salesman Problem and the version of the ACO used to solve it. The main contribution
of the paper – the Ant Colony community (ACC) is introduced in the Sect. 3 and its
implementations in the Sect. 4. The experiments, their results as well as the criteria
used to evaluate the results are presented in the Sect. 5. The paper concludes with an
overview future investigation areas.

2 Using Ant Colony Optimization Heuristic for TSP

From the theoretical point of view the TSP had been proven to be a NP-hard problem.
It has become a touchstone in the area of AI. A recent comparison of metaheuristics
used for TSP could be found in [1].
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This paper deals with the classical, static statement of the problem. The Dynamic TSP
(DTSP) was introduced for the first time by Psarafits [2] are now subject of intensive
study see e.g. [3–5]. The experiments reported in the paper were conducted on static
distance matrix but there is strong indication that they could be useful for the DTSP.

2.1 Ant Colony Optimization

The Ant Colony Optimization (ACO) technique was first introduced by M. Dorigo in
as early as in 1992 [6]. His extensive overview of the current research on the area is
presented in [7]. An Ant Colony consists of ants which are extremely simple agents.
They are capable only of moving from one node to another laying a pheromone trail on
their way as well as detecting their current position, remembering already visited
nodes, sensing the direct distances from its current position to other nodes and the
amount of pheromone laid upon them. The colony works in iterations. At the start of
each iteration the ants are placed randomly on the graph. Each ant works on its own,
completing a route that connects all nodes. In each step of an iteration an ant, sensing
the distance and pheromone levels placed on routes connecting nodes, selects the next
node to visit. The iteration stops when all cities are included in an ants’ route. The
pheromone matrix represents the collective experience gained by all ants. The colony
remembers the BSF (Best So Far) route, the current iteration number and the iterations’
best route. The colony is responsible also for global pheromone updating.

The exact formulas necessary to operate an ACO are not presented here as they
could be found in many other papers e.g. [8]. The key factors should be however
stressed:

• The ACO metaheuristic requires a very large number of floating point operations.
As a result the optimization process takes a few minutes on up-to-date computers
even for moderate number of nodes.

• The process is no-deterministic, the same set of data and parameters could produce
different solutions.

• There is no clear indication when to stop the optimizing process. As the number of
iteration grows the computational effort is less and less productive.

• The optimization is controlled by a number of parameters. Various attempts to
identify values offering better results were described e.g. in [9, 10] or [11] but they
do not provide universal solution. There are also approaches that use fuzzy logic to
facilitate the optimization process [12, 13].

The route length is not the only quality measure. The other one is execution time. In
the study reported in this paper we deal with both of them. and in particular we study
the correlation between the number of ants and the processing time and route lengths.

2.2 Increasing the Number of Ants

Overpopulating does not inevitably result in growing the execution time. The increased
number of ants could be offset by the decreased number iterations. The Table 1 shows
average values of the BSF for different sizes of colony and varying number of
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iterations. The numbers of iterations are shown in square brackets. Iteration numbers in
the last column were selected in such a way as to preserve the same the computational
complexity in each raw. The over populating of a single ant colony does not offer a
significant reduction in route length but neither it prolongs execution.

In the multi colony approach the ants are distributed over more than one colony.
Their number in a colony could also exceed regular values as well. Using many
colonies working in parallel brings up two problems:

• The necessary communication overhead must not diminish the advantages of
speed-up due to parallelism.

• The lack or reduction of cooperation of ants from different colonies must have not
much effect upon the quality of the resulting solution.

The theoretical analysis of the first problem is presented in [14]. The study on the
second phenomena is for more complex and is delayed until the Sect. 5.

3 Ant Colony Community

The Ant Colony Community (ACC) consists of a number of colonies controlled by a
server. The structure of the ACC is highly flexible. The colonies could run a single
computer, many computers in a local network or on computers on internet servers. An
exemplary structure with 4 computers and 5 Ant Colonies is presented on the Fig. 1.

The CS (Community Server) awaits for calls from an Ant Colony Client (ACC).
When the CS receives a request from an ACC, it registers the client in its repository and
creates a separate thread for handling data transmission. In the next step the CS passes
parameters and data to the ACC. Depending on the type of CS the data can contain
distance matrix, pheromone matrix and previously found routes. After the transmission
has been completed the Community Server waits for a solution sent by one of the
registered clients. An Ant Colony Client in its turn creates a local ant colony, feeds it
with the data and parameters received from the server and starts the execution of the
local colony. An ant colony produces a solution and passes it to ACC which in turn
transmits it further to the Community server. The process of receiving parameters and
sending solutions is repeated as long as necessary.

Table 1. Observed average BSF route for varying colony populations, number of iterations,
number of runs 30

Ant Colony Size BSF fixed size BSF normalized

30 1.82 [1000] 1.80 [1666]
50 1.81 [1000] 1.81 [1000]
80 1.80 [1000] 1.80 [625]
120 1.80 [1000] 1.85 [417]
150 1.79 [1000] 1.80 [333]
1000 1.78 [1000] 1.78 [50]
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The described above structure is relatively simple and at the same time both robust
and flexible. The complex task of finding solutions is separated from the rest of the
implementation. Replacing one type of an ant colony by another is relatively simple.
The Community adopts itself automatically to the differences in processing power
and/or connection transfer speeds. The “slower” clients, hosted e.g. on a remote
Internet server are just less frequently assigned tasks by the Colony Server. Even
dropping out of a computer from the Community does not disintegrate its operations.

4 Comparison of Corse Grain Implementations

The proposed implementation uses the Sockets mechanism. It keeps permanent con-
nection between two processes until one of them closes it or stops operation. They
communicate over network addresses. In the previous work the communication
between the server and clients used the Java Remote Method Invocation which is a
relatively high level mechanism [18]. It offers the developer many advantages. Once
the connection has been established the code for handling local and remote objects is
almost identical. This gives the developer full compiler support. The implementation
and debugging of network programs is not much different from traditional program-
ming. The complexity of organizing the data flow is handled by the compiler. Using the
RMI is therefore most beneficial when the interaction pattern is complex.

The RMI enable us to have a parallel implementation with just one remote colony
object that resides on a server and hosts the distance and pheromone matrixes. The
individual ants could be located on client computers. The RMI could be easily used for
fine-grained parallelization approaches.

The RMI looks attractive at first but it is actually less useful at all when it comes to
an actual implementation. The time necessary for a remote procedure call to fetch a
double value is approximately equal to 0.39 ms even when the client and the server
reside on the same machine. Fetching the same value from a local object is equal to

Fig. 1. An example of an ant colony community
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0,001785 ms so it is two orders of magnitude faster. Calling a method with a single
double parameter when an object is on a network computer is much slower – it takes
10 ms, see the Table 2. The passing of a pheromone matrix takes almost 2 s. In the case
of the coarse grained parallel implementation of the Ant Colony Community the data
flow pattern is straightforward and it could be implemented without using remote
objects. All we need is pure data transfer. Such a functionality is offered by sockets.

The Sockets in an apparent contrast to the RMI do not provide remote objects and
offers only means for data transfer. The programmer is solely responsible for ensuring
the correctness of data flow. The communication between a server and a client requires
many types of messages being transferred so this may sound prohibitive. Fortunately
enough the JVM supports the transfer of any serializable object. This makes the task
less daunting. Using serialized objects by the socket mechanism does not mean that we
have access to objects methods. Only the data is transferred.

The data in the Table 2 shows the difference in performance between the RMI an
Sockets. The RMI is optimized for parameter passing what is common for method
evocation but are less efficient for passing large amounts of data. The sockets mech-
anism is optimized for transferring large blocks of data over the network as is clearly
visible from the measurements from the Table 3. The transfer rate steadily increases
with the size of data being transmitted and for the largest block it does not differ much
from the rate achieved on a local server.

In the traditional client – server mode of operation thin clients call a server to
perform complex calculations or obtain data from a centralized database. In the parallel
implementation of the ACO the mode of operation is reversed. The bulk of compu-
tations is done by the clients.

Table 2. Time necessary to perform basic operations for the RMI and sockets.

Operation RMI
network

Sockets
local network

Initialization 1.30 s. 0.75 s. 0.45 s.
One double value 0.01 s. 0.01 s. 0.23 s.
Distance matrix (50 Nodes) 1.60 s. 0.03 s. 0,26 s.

Table 3. Time necessary for the Sockets to transfer a given number of floating point numbers (in
milliseconds)

Connection # mean time std. dev. speed

Local 100 11.13 6.48 8.98
1200 34.99 7.054 34.31
4900 136.31 12.35 35.95
19800 511.37 96.89 38.72

Network 100 228.75 12.55 0.44
1200 261.27 39.37 4.59
4900 342.85 31.13 14.29
19800 726.55 330.26 27.25
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5 Description of Experiments

The experiments were run on a network of 4 computers with codenames from Ca to Cd.
The Ca computer was the fastest one: Intel i7-4700MQ 2.4 GHz 2.4 Ghz. The Cc
computer equipped with Inter Core2Quad D6600 was the slowest one. The difference
in computing power had an impact on the structure of the Communities.

All of the computers were powerful enough to host many colonies. Each colony has
run as a separate process. The Table 4 shows the time used to run various number of an
ant colony optimization tasks simultaneously on the computer Cc. Running simulta-
neously 5 colonies has increased the processing time by mere 25 % from 81 to 100 s
while the time per colony has decreased fourfold from 81 to just 20 s. The Cc computer
was equipped with a SSD drive. For computers with traditional hard disk drives the
time per colony starts to increase for smaller number of colonies. The Cd computer was
used as a server. The Cb computer, ranked in the middle according to processor power
was used for reference purposes.

The structure of the tested communities is presented in the Table 5. The last column
shows the computers and number of ant colonies that they hosted.

The schema for ranking Ant Colony Communities respects the following
principles:

• All communities use the same distance matrix. This does not eliminate non-
determinism of their operation but they have at least identical task to solve.

• To evaluate a Community we run it several times using the same distance matrix.

Table 4. The efficiency of hosting many colonies on a single computer with SSD drive.

Number of Colonies Total time Time per Colony

1 81 81.0
2 83 41.5
3 86 28.7
4 89 22.2
5 100 20.0
6 115 19.8

Table 5. Structure of ant communities

Code Ant Colonies # Computer /Colony number

TA 1 Cb/1
TB 3 Ca/3
TC 7 Ca/4; Cb/3
TD 12 Ca/6; Cb/4; Cc/2
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• Instead of using mean of route lengths we used ranks of route lengths.
• There are two criteria for stopping the run:

– Equal Complexity – the computational complexity measured by the number of
node selection operations is the same for all Colonies. The time needed to find a
solution could be different and depends on the architecture of the Community.

– Equal Time – the clock time given to all Colonies is the same. The complexity
of operation could be different and it is the sum of the complexities of individual
Colonies that make up a Community.

Let Len(Cx, Tk) denote the length of the best route length found by the Community
x in the k-th run. The process of ranking the communities starts the calculation of PRV
(Cx,Tk) - Partial Ranking Value for each test run and each community. To rank the
Communities we use the RV(Cx) which is sum their ranking values of their tasks.

PRVðCx; TkÞ ¼
XN
i¼1

1 : if LenðCx; TkÞ\LenðCi; TiÞ
0 : otherwize

�

where N is the number of communities.

RVðCxÞ ¼
XM
i¼1

PRVðCx; TiÞ

where M is the number of test runs.
The Equal Complexity criterion does not need much justification. It is well

established in the computer science. It does not mean that it should be the only one
used. Two Communities could have similar ranking values but could differ substan-
tially in their processing time. The structure of a community does not have any
influence upon the value of this criterion.

The Equal Time criterion is used to select a Community that is most likely to find
the best solution in a given period of time. On many occasions the processing time is
more important than the difference in route length. For Dynamic TSP’s a community
has to find solutions fast enough to adopt to changes in the route matrix. The proposed
solution scales very easily and so adding more Colonies could sufficiently seed up the
processing.

5.1 Equal Complexity Criterion

The Table 6 shows the ranking of Communities according the Equal Complexity
criterion. The reference community (code name A) consisted of one colony with 50
ants and running 800 iterations, called in what follows the Standard Community Run.
All the other communities have preserved the level of computational complexity: the
increase in the number of colonies (the second column) and/or the number of ants in a
colony was offset by the lower values of iteration numbers.
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The good performance of the Standard Colony A comes as a no surprise. Its
parameters were carefully chosen after running many experiments. We should not
forget that it is much slower than the rest of colonies. The winner is the Community B
which doubles the number of colonies and keeps relatively large number of iterations.
It looks like the iteration number close to 400 is enough to achieve acceptable results.

5.2 Equal Time Criterion

In the Equal Time test the Communities have different structures. The selected time
span was equal to the time necessary for the Cb computer to complete Standard
Community Run. During the test all colonies were activated at the same time are were
allowed to run for the mentioned above time span. After that they were stopped and the
best found solution was recorded. Running more colonies on a single computer slows
the execution and therefore in two cases the number of iterations was lowered from 400
to 350. This was to enable an ant colony to complete a task within the allowed time
period.

The achieved results are presented in the Table 7. The Standard TA community is
this time the looser. What is however worth noting is the performance of the TD
community. It has a relatively small number of ants, very small amount of iterations
and still it the occupies the second position in the ranking. This makes the community a
good choice for dynamic TSP as discussed in Sect. 4.

Table 6. Ranking of communities according the equal complexity criterion

Code # Ant
#

Iter.
#

1 2 3 4 5 6 7 8 9 10 RV

A 1 50 800 5 5 3 5 3 4 0 1 4 1 31
B 2 50 400 1 0 5 3 5 5 4 4 1 5 33
C 2 100 200 0 3 1 0 1 1 3 2 3 0 14
D 4 50 200 4 1 2 1 0 2 1 3 5 3 22
E 8 50 100 2 2 0 2 4 3 2 5 2 1 23
F 8 75 67 3 4 3 4 2 0 5 0 0 4 25

Table 7. Ranking of communities according the equal time criteria

Code Iter.
#

Ant
#

Colony 1 2 3 4 5 6 7 8 9 10 RV

TA 800 50 1 0 1 3 0 0 3 0 1 0 0 8
TB 350 50 3 1 3 4 3 3 1 4 4 2 4 29
TC 350 50 7 5 5 5 5 5 5 5 2 4 4 45
TD 100 50 12 3 4 1 4 4 3 3 3 5 3 32
TD 50 100 12 4 2 0 1 2 0 1 4 3 2 19
TD 100 100 12 2 0 1 2 1 2 2 0 1 1 12
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6 Conclusions and Future Work

The paper presents initial studies in the performance of Ant Colony Communities. Such
a community is a coarse grained parallel implementation of the Ant Colony Opti-
mization algorithm. It has a very flexible structure. The server could coordinate the
work of practically any number of individual colonies located upon one or many
computers located in a local or wide area network. It uses low level socket mechanism
which better suits the task than the previously proposed RMI mechanism.

The structure of the implementation is flexible, it could be adopted to the needs of
changing environment. Computers with different processing power could cooperate
easily. From the practical point of view it is important, that the approach enable us to
harvest the spare computer power which is available for free on almost all computers.
Computers working on a typical network have processor utilization less than 5 % most
all the time.

The successful application of the ACC to other more refined versions of the ACO
would be the final proof of its usefulness. The work on the area is currently underway.
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Abstract. In this paper, we propose a segmented ABC algorithm based on
synchronous learning factors (SABC). For the problem of inferior local search
ability and low convergence precision in the artificial bee colony (ABC) algo-
rithm, we use the method of synchronous change learning factors for local
search. Then under the guidance of the segmented thought, it updates the quality
honey greedily. It improves the efficiency of nectar source updating, enhances
the local search ability of artificial bee colony. The six standard test functions
are chosen to do the simulation experiments. Compared with the other three
experiments, the results show that SABC has a significant improvement in the
convergence speed and searching optimal value.

Keywords: Artificial bee colony � Learning factors � Segmented thought �
Local search

1 Introduction

ABC algorithm was proposed by Turkey scholar Karaboga in 2005 [1]. In nature,
according to the different division of bees in the hive, the bees can be divided into three
categories [2]: the queen, the drones and the worker bees. ABC algorithm also contains
three parts: the employed bees, the onlooker bees and scout bees. In the process of
finding the optimal solution, the role of the three bees is different. The employed bee is
used to maintain the good solution. The onlooker bee is used to improve convergence
speed. The scout bee is used to enhance the ability to escape from local optima [3].
ABC algorithm has been concerned by many scholars because of its simple principle,
less control parameters, higher accuracy and better robustness. In solving function
optimization problems, it shows strong vitality, which has become one of the hot spots
in the field of swarm intelligence optimization algorithm [4]. However, the basic ABC
algorithm is easy to fall into local optimum, premature convergence, slow convergence
rate, and low convergence accuracy [5, 6]. Therefore, it has been improved from every
aspect by many scholars. Banharnsakun [7] presented that the global optimal solution
was used to replace the random selection of the neighborhood. Wu [8] introduced the
chaos theory into ABC algorithm, and improved the global search ability of the
algorithm. Inspired by the particle swarm optimization, Zhu [9] presented a new search
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operator to speed up the convergence rate of the algorithm. Bing Wang [10] presented
that a search strategy based on the current local optimal solution is used in the onlooker
bee stage. The population initialization adopts the general reverse learning strategy.

In order to improve the local search problems and the accuracy of ABC algorithm,
this paper adopts synchronous change learning factors to improve the local search
strategy of onlooker bee. At the same time, the segmented thought is used to update
nectar source. Therefore, it is effective to improve the local search ability of ABC
algorithm. And it improves the convergence precision and convergence speed of the
algorithm.

2 The Basic ABC Algorithm

The process that bees finds food source is abstracted into the process of looking for the
optimal solution of optimization problem [11–13]. Through the mutual cooperation
among the three species of bees, the algorithm achieves the process of searching
optimal source. The specific description of the algorithm is listed below:

Employed bees are in charge of the global search. Employed bees update each
individual in turn. According to the formula (1), the new individual is created.

x
0
ij ¼ xij þR � ðxij � xkjÞ ð1Þ

Where xij is the jth element of the individual xi. xkj is the jth element of the individual
xk. j, k is a random selection, where k ≠ i. R is a random number between [- 1, 1]. It
controls the range of the neighborhood of xij : x

0
ij is a new jth element. The new indi-

vidual is recorded as x
0
i.

The onlooker bees search local optima near the vicinity of some high-quality
honey. According to the formula (2), we calculate the probability Pi. Select the nectar xi
which has better fitness from the population. It is executed the same mutation and
selection operation as the employed bee.

Pi ¼ fiti=
XSN
j¼1

fitj ð2Þ

Where fiti is the fitness of nectar xi.
Scout bees deal with the individuals in stagnation. If a solution is not improved

after the specified limit cycles, employed bees that correspond to the solution turn into
scout bees. Then we get a new solution according to the formula (3) as follows.

xi ¼ xmin þ/ � ðxmax � xminÞ ð3Þ

Where ϕ is a random number in [0, 1]. xmax and xmin are upper boundary and lower
boundary in solution space.
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3 A Segmented ABC Algorithm Based on Synchronous
Learning Factors

3.1 Local Search Strategy of Onlooker Bee Based on Synchronous
Learning Factors

In the basic ABC algorithm, onlooker bees use the same search strategy as employed
bees, so onlooker bees also has strong global exploration ability. Its local search ability
is relatively weak. In order to improve the local search ability of ABC algorithm, the
improved onlooker bee looks for local optimal value under the guidance of syn-
chronous learning factors. Therefore, inspired by the particle swarm optimization
algorithm, this paper proposes a local search strategy of onlooker bee in formula (4) as
follows.

x
0
ij ¼ xij þR � u � ðxij � xkjÞþR � u � xgj � xij

� � ð4Þ

Where x
0
ij is the jth element of the new individual x

0
i. R is a uniform random number

in [- 1, 1]. j, k are random selections, where k ≠ i. xij is the jth element of current
individual optimal solution xi. xkj is the jth element of the random individual xk. xjg is the
jth element of the current global optimal solution xg where g ≠ i. Synchronous learning
factor φ is given in formula (5) as follows.

u ¼ cmax � cmax � cmin
MCN

� iter ð5Þ

Where iter is the current iterations. MCN is the maximum iteration number. cmax
and cmin are constants.

3.2 Local Search Strategy of Onlooker Bee Based on Segmented Thought

In the basic artificial colony algorithm, onlooker bees choose a component randomly to
update it near the high quality nectar source. The fitness value of the new nectar source
is uncertain after updating. If the new nectar source is better than before, we update it.
So the probability of generating better source is small. The number of invalid search is
more. The efficiency of local search declines. Therefore, the improved onlooker bees
update nectar source greedily. To vividly describe the process of update, the specific
idea is drawn in Fig. 1: onlooker xi generates a new solution by formula (4). If we
search a new nectar source x

0
i, the line is divided into K equal segments from x

0
i to xbest.

In the opposite direction, we find K equal segments. We calculate the fitness values of
nectar sources x1, x2, x

0
i, x3. The best fitness value of nectar source is updated. So it is

easy to find a better nectar source near the current nectar source. It enhances the local
search ability and avoids falling into local optimum. The probability of updating nectar
sources xi is high. We improve the search efficiency of onlooker bee and the perfor-
mance of the algorithm. The segmented thought is described in Fig. 1 as follows.
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3.3 Scout Strategy Based on Synchronous Learning Factors

In the basic ABC algorithm, the scout bees are in charge of finding precocious indi-
viduals. When precocious individual is found, a random new solution replaces the
precocious individual. This way cannot effectively avoid premature convergence
phenomenon. So we combine the position of the current optimal solution and the
evolution of the current algorithm to generate a new individual. We propose a scout
strategy based on the current optimal solution. The formula (6) is given as follows:

x
0
ij ¼ xgj þR � u � xij ð6Þ

Where x
0
ij is the jth element of the new individual x

0
i : xgj is the jth element of the

current optimal solution xg. xij is the jth element of xi. R is a uniform random number in
[- 1, 1]. Synchronous learning factor φ is the same as formula (5).

Different from the basic ABC algorithm, the scout bees search around itself under
the guidance of synchronous learning factors. In the early iterations, synchronous
learning factor is large. It is effective to expand the range of searching, jump out of the
local optimum, and prevent the premature phenomenon. With the increase of iterations,
the range of the new solution decreases gradually. It is helpful to find the optimal
solution quickly.

3.4 The Algorithm Process of Improved ABC

In this paper, the concrete steps of SABC are given as follows.

Step 1. Initialization parameter. TheSNsolutions are generated randomly. Every
solution xi = (xi1, xi2, ···, xiD) is a D-dimensional vector. The maximal number of
iteration is MCN. The segmentation point is K. The threshold parameter islim it.
Step 2. Every employed bee xi in population is searched by formula (1). If the new
individual is better than the original individual, updates it; else, keep it xi.
Step 3. The current global optimal solution xg is selected after employed bee phase.
The current global optimal solution will be applied to formula (4). Calculate the
probability of each food source.
Step 4. According to roulette wheel, the onlooker bee chooses the better fitness
nectar source. Every selected onlooker bee in population is updated by formula (4).
The nectar source is updated greedily based on segmented thought.

'
ix2x1x 3x bestx

ix

Fig. 1. The description of segmented thought
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Step 5. If the nectar source has not been updated afterlim it iterations, the scout bee
generates a new nectar source to replace it using formula (4).
Step 6. If the algorithm achieves the maximum number of iterationMCN, output the
optimal solution. Otherwise, go to the step 2.

4 Simulation Results and Discussion

In order to evaluate the performance of SABC algorithm, the six typical test functions
[13] are used to test the performance of SABC algorithm, ABC algorithm, BABC
algorithm [7] and HGABC algorithm [14].

4.1 Test Functions

The theoretical optimal values of six test functions are zero. They are listed as follows.

Table 1. The test results of six functions

Functions Algorithms Optimal values Worst
values

Average values Standard deviations

Sphere ABC 1.833e-05 3.071e-04 1.216e-04 8.080e-05
BABC 1.147e-15 5.914e-11 4.733e-12 1.142e-11
HGABC 7.325e-21 2.207e-17 1.115e-18 4.015e-18
SABC 1.832e-22 5.792e-19 7.273e-20 1.206e-19

Step ABC 0 0 0 0
BABC 0 0 0 0
HGABC 0 0 0 0
SABC 0 0 0 0

Rastrigin ABC 3.309 9.453 6.498 1.381
BABC 5.684e-14 8.449e-08 3.611e-09 1.571e-08
HGABC 0 0 0 0
SABC 0 0 0 0

Ackley ABC 5.536e-02 6.575e-01 2.398e-01 1.599e-01
BABC 2.225e-07 3.534e-04 5.777e-05 7.885e-05
HGABC 7.993e-15 1.509e-14 1.154e-14 2.798e-15
SABC 8.881e-16 2.220e-14 7.283e-15 3.891e-15

Griewank ABC 6.483e-04 6.366e-02 1.706e-02 1.581e-02
BABC 0 1.742e-11 2.306e-12 3.903e-12
HGABC 0 5.551e-16 1.110e-16 9.219e-17
SABC 0 1.110e-16 1.073e-16 2.026e-17

Rosebrock ABC 2.091e01 1.155e02 6.955e01 2.398e01
BABC 1.410e-04 2.857e01 6.674 1.219e01
HGABC 3.220e-04 0.2142 0.0239 0.0413
SABC 1.597e-15 0.0165 0.0016 0.0036
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Sphere: f1ðxÞ ¼
Pn

i¼1 x
2
i ; ½�50; 50�

Step: f2ðxÞ ¼
Pn

i¼1 xi þ 0:5b cð Þ2; ½�100; 100�
Rastrigin: f3ðxÞ ¼

Pn
i¼1 ½x2i � 10 cos 2pxi þ 10�; ½�5:12; 5:12�

Ackley: f4ðxÞ ¼ �20 expð�0:2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=n �Pn

i¼1 x
2
i

p
Þ

� expð1=n �Pn
i¼1 cosð2pxiÞÞþ 20þ e; ½�32; 32�

Griewank: f5ðxÞ ¼ 1=4000 �Pn
i¼1 ðxiÞ2 �Pn

i¼1 cosðxi=
ffiffi
i

p Þþ 1; ½�600; 600�
Rosenbrock: f6ðxÞ ¼

Pn�1
i¼1 ½100ðxiþ 1 � x2i Þ2 þðxi � 1Þ2�; ½�30; 30�

4.2 Experimental Results and Analysis

Parameters of this paper include population size (SN = 50), segment number (K = 2),
threshold parameter (lim it = 10), the dimension (D = 30) and maximum cycle times
(MCN = 1000). The test results of six functions are list in Table 1 as follows.

Table 2. Iterations and time consumption

Functions Algorithms Precisions Iterations Time consumption /s

Sphere ABC 1.3323e-14 2080 3.1824
BABC 1.3323e-14 1125 2.5584
HGABC 1.3323e-14 55 1.5600
SABC 1.3323e-14 28 0.5772

Step ABC 1.8328e-22 751 1.4352
BABC 1.8328e-22 161 0.3432
HGABC 1.8328e-22 20 0.6396
SABC 1.8328e-22 3 0.0936

Rastrigin ABC 1.7053e-13 3098 5.9436
BABC 1.7053e-13 892 2.1060
HGABC 1.7053e-13 97 3.2136
SABC 1.7053e-13 34 0.8580

Ackley ABC 8.3084e-14 4153 12.1213
BABC 8.3084e-14 1885 6.7860
HGABC 8.3084e-14 92 5.0388
SABC 8.3084e-14 52 2.3088

Griewank ABC 5.5511e-16 3022 6.1776
BABC 5.5511e-16 1196 2.9172
HGABC 5.5511e-16 78 2.7300
SABC 5.5511e-16 43 1.1544

Rosenbrock ABC 3.1205e-02 6094 11.4193
BABC 3.1205e-02 2405 5.1012
HGABC 3.1205e-02 449 14.2273
SABC 3.1205e-02 46 1.1232
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In Table 1, the data shows that the standard ABC algorithm is poor in stability,
convergence speed and convergence accuracy. The BABC algorithm enhances the
local search ability of the algorithm and improves the solution quality of the algorithm
to some extent. The HGABC algorithm improves the exploration and exploitation
procedure with balance quantity. The SABC algorithm performs local search based on
synchronous learning factors. At the same time, onlooker bees apply the segmented
thought to the local search strategy. The local search ability of the algorithm is
improved dramatically. So the performance of the algorithm is obviously improved.

When the four algorithms achieve the same precision in the same function, itera-
tions and time consumption data is listed in Table 2 as follows.

From Table 2, we can know that the segmented thought increases the amount of
calculation. However, when the four functions achieve the same precision values,
SABC need less Iterations and Time Consumption than other three functions. This fully
shows that SABC improves the efficiency of nectar source updating.

The evolution curves of the average fitness value of the four algorithms are given
from Figs. 2, 3, 4, 5, 6 and 7.

From Figs. 2, 3, 4, 5, 6 and 7, SABC has a high precision and convergence speed.
Especially in Figs. 3 and 4, SABC can find the theoretical optimum quickly. So SABC
has a good performance of global searching and avoiding premature convergence.
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Fig. 4. Rastrigin function
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Fig. 5. Ackley function
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Fig. 6. Griewank function
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5 Conclusion

On the basis of the algorithm analysis, this paper points out that basic ABC algorithm
has flaws in onlooker bees and scout bees. This paper puts forward a specific
improvement plan. Under the guidance of synchronous learning factors, the improved
onlooker bee makes a local search around itself. The segmented thought improves the
success rate of updating nectar source. The simulation shows that the improved ABC
algorithm gets better results. The improved ABC algorithm is strong in robustness and
can avoid the defect of reaching the part best value. So the improved ABC algorithm
has more powerful optimizing ability precision and faster convergence ability.
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Abstract. Methods for mining/querying Top-k frequent patterns and Top-k as-
sociation rules have been developed in recent years. However, methods for
mining/querying Top-k rules from a set of class association rules have not been
developed. In this paper, we propose a method for querying Top-k class asso-
ciation rules based on the support. From the set of mined class association rules
that satisfy the minimum support and minimum confidence thresholds, we use
an insertion-based method to query Top-k rules. Firstly, we insert k rules from
the rule set to the result set. After that, for each rule in the rest, we insert it into
the result rule set using the idea of insertion strategy if its support is greater than
the support of the last rule in the result rule set. Experimental results show that
the proposed method is more efficient than obtaining the result after sorting the
whole rule set.

Keywords: Data mining � Class association rules � Top-k class association
rules � Query Top-k rule query

1 Introduction

In 2012, Fournier-Viger et al. proposed TopKRules algorithm for mining Top-k asso-
ciation rules [23]. They used two thresholds: Minimum confidence (minConf) and
k. The parameter minConf was used to remove the rules whose confidences do not
satisfy minConf while k was used to mine Top-k association rules. The authors also
used some techniques to prune the search space. This algorithm finds top-k rules with
highest minSup values and satisfies the minConf threshold. At that time, Fournier-Viger
and Tseng also proposed an algorithm for mining Top-k non-redundant association
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rules [24]. Besides, some non-redundant rules were ignored by their pruning scheme.
Another method to filtered-top-k association was proposed in [9] or used constraints to
mine association rules [8].

Deng and Fang proposed NTK algorithm to mine Top-rank-k frequent itemsets [6].
NTK used a divide-and-conquer scheme and an early pruning technique to mine
Top-rank-k frequent itemsets. After that, Quyen et al. proposed an improved algorithm,
named iNTK [12], to mine Top-rank-k frequent itemsets. iNTK used the subsume
concept to quickly determine the itemsets with the same rank.

The above algorithms only focused on mining Top-rank-k frequent itemsets [22] or
Top-k (non-redundant) general association rules. They cannot be used in the problem of
mining Top-k class association rules. Mining top-rank-k frequent itemsets cannot be
used for mining association rules and TopKRules cannot be used to mine Top-k class
association rules because the right hand side of an association rule is any frequent
itemset while the right hand side of a class association rule only contains the class label.
Therefore, an effective solution for mining Top-k class association rules is necessary.

In this paper, we propose an algorithm for mining Top-k class association rules
from the mined rule set. The proposed algorithm uses an insertion-like method for
effective querying Top-k class association rules. It inserts each rule into a buffer and
needs not to sort the whole rules. This strategy is very efficient compared to sorting the
whole rule set.

The rest of the paper is organized as follows: Sect. 2 presents related works to
mining CARs and Top-k frequent itemsets/association rules. The main contributions
are described in Sect. 3. Section 4 presents the experiments and Sect. 5 presents the
conclusions and suggestions for future work.

2 Related Works

2.1 Mining Class Association Rules

There are many methods for rule-based classification. Breiman et al. [2] proposed a
binary tree for mining rules. CART (classification and regression tree) algorithm was
proposed. CART chooses the attribute to split using the Gini measure. ID3 [25] and
C4.5 [26], two decision tree based approaches, were proposed. ID3 used Information
Gain to choose the attribute and C4.5 used Ratio Gain. ILA and ILA-2 [32, 33], another
rule-based method for prediction was proposed. Unlike CART, ID3 and C4.5, ILA and
ILA-2 do not build tree, they find the rule using maximum combination. In 2011,
Parker analyzed seven ways to determine the best classifier in the set of classifiers [21].
This method can be applied in any classifier (not only focus on rule-based classifiers).

Associative classification (AC), which integrates association mining and classifi-
cation [14, 30], is an efficient classification approach. A particular subset of association
rules whose their right-hand side is restricted to the class attribute is mined. This subset
of rules is denoted as CARs.

The first method for mining CARs was proposed in 1998 [1]. CBA algorithm has
been developed in this work. CBA is based on Apriori method for mining CARs and
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uses a heuristic method to build classifier. In 2001, an FP-tree-based method for
classification based on multiple association rules was proposed [13]. First of all, the
authors modify the FP-tree for storing the single items with its class information. After
that, they mine CARs from FP-tree and store them in CR-tree (Class Rule-tree). To
build classifier, they use a database coverage threshold to select the rules. Classification
based on predictive association rules, a statistical-based approach using CARs, was
also proposed [27]. Thabtah et al. used multi-class, multi-label association classifica-
tion to mine and predict class of new records [28, 29]. Later on, Thabtah and Cowling
proposed a greedy method to build classifier and used the built classifier to predict the
class of new records using multiple rules [31]. Class association rule mining based on
equivalence class rule tree was proposed by Vo and Le [34]. The proposed algorithm
(ECR-CARM) first scans dataset to build the first level of ECR-tree. After that, it
expands ECR-tree to build child nodes using the parent nodes. CAR-Miner and
CAR-Miner-Diff, two improved versions of ECR-CARM, were also developed in [16,
17]. Chen et al. proposed a principal association mining (PAM) method to improve the
accuracy and the size of classifier [4]. Some efficient methods were also proposed to
improve the accuracy such as: using CBA to handle class imbalance [3] and uncertain
datasets [10], methods that uses interestingness measures [11, 27], a method that uses
rule prioritization [5], and a method that uses closed sets [15].

None of the above techniques is designed for finding top-k class association rules.

2.2 Mining Top-rank-k Frequent Itemsets

Deng et al. proposed the NTK algorithm for mining Top-rank-k frequent itemsets [6].
NTK represented patterns by a node-list data structure. It uses t-patterns to form (t + 1)-
patterns. By using Node-list, the algorithm needs not to rescan the whole dataset when
computing the support of (t + 1)-patterns. Main ideas of NTK are as follows:

(1) NTK traverses the PPC-tree and generates a Node-list of 1-patterns. After that, it
finds 1-patterns that satisfy Top-rank-k and inserts them into Top-rank-k table, this
table contains frequent 1-patterns and their supports. All patterns with the same
support are stored in the same entry. Therefore, the number of entries in this table
is not greater than k.

(2) Using 1-patterns in Top-rank-k to generate candidate 2-patterns. NTK inserts
candidate 2-patterns into Top-rank-k table if its support is not smaller than the
smallest support of patterns in this table.

Go to step 2 by using t-patterns in Top-rank-k table to create candidate (t + 1)-
patterns until there is no any candidate generated.

In [7], the authors developed an improved algorithm, called iNTK, based on NTK.
iNTK is also using t-patterns to create candidate (t + 1)-patterns. By using N-list, it
needs not to rescan the dataset to compute the support of candidate (t + 1)-patterns.
Besides, the algorithm uses subsume concept to reduce the number of generated
candidates compared to NTK and therefore, it saves time to generate candidates.
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2.3 Mining Top-K Association Rules

Fournier-Viger et al. proposed the TopKRules algorithm for mining Top-k association
rules from datasets [23]. This algorithm finds Top-k rules with highest minSup values
and satisfies the minConf threshold. The change of the minSup value is dependent on
the lowest support of itemsets. The TopKRules algorithm is based on the principle of
extending rules and some methods for early eliminating rules that do not belong to
Top-k rules. Fournier-Viger and Tseng also extended TopKRules for mining Top-
k non-redundant rules [24] and Top-k sequential rules [22].

3 A Method for Mining Top-K Class Association Rules

3.1 Basic Concepts

Let D be the set of training data with n attributes A1, A2, …, An and |D| objects (cases).
Let C = {c1, c2,…, ck} be a list of class labels. A specific value of an attribute Ai and
class C are denoted by the lower-case letters a and c, respectively [17].

Definition 1: An itemset is a set of some pairs of attributes and a specific value,
denoted {(Ai1, ai1), (Ai2, ai2), …, (Aim, aim)}.

Definition 2: A class-association rule r is of the form {(Ai1, ai1), …, (Aim, aim)} → c,
where {(Ai1, ai1), …, (Aim, aim)} is an itemset, and c 2 C is a class label.

Definition 3: The actual occurrence ActOcc(r) of a rule r in D is the number of rows of
D that match r’s condition.

Definition 4: The support of a rule r, denoted Sup(r), is the number of rows that match
r’s condition and belong to r’s class.

Definition 5: The confidence of a rule r, denoted by Conf(r), is defined as:

Conf rð Þ ¼ Supp rð Þ
ActOccr rð Þ

For example (Table 1): Consider rule r = {< (A, a1) > → y}. We have:

Table 1. An example of training dataset

ID A B C CLASS

1 a1 b1 c1 y
2 a1 b2 c1 n
3 a2 b2 c1 n
4 a3 b3 c1 y
5 a3 b1 c2 n
6 a3 b3 c1 y
7 a1 b3 c2 y
8 a2 b2 c2 n
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ActOccr(r) = 3
Sup(r) = 2

Conf rð Þ ¼ Supp rð Þ
ActOccr rð Þ ¼ 2

3 :

Definition 6: Given a set of class association rules R and a rule r 2 R, rank of r in R is
defined as follows. Rank(r) = |{ri 2 R | Sup(r) > Sup(ri)}| + 1.

Definition 7: (Top-k rules according to support): Given a set of class association rules
R and a threshold k, mining Top-k class association rules is to find k best rules in
R based on their supports, i.e.

Top� k Rð Þ ¼ fr 2 RjRank rð Þ� kg

Based on the two above definitions, the problem of mining Top-k class association
rules simply filters out k rules whose supports are highest. There are two ways to solve
the problem:

(i) Sorting class association rules and choosing k first rules.
(ii) Using the idea of insertion-based technique but only considering k rules.

Algorithm: Top-k-CARs-Insertion() 
Input: A set of class association rules (R) and threshold k. 
Output: Top-k class association rules in R
Begin 
1.  RS = ∅
2.  For (i = 1; i <= k && i <= |R|; i++) 

Begin 
3. j = i-1 
4. While (j > 0 && Sup(Ri) > Sup(RSj)) 

Begin 
5.     RSj+1 = RSj

6.     j = j – 1 
End 

7. RSj+1 = Ri

End 
8.  For (i = k+1; i <= |R|;  i++) 

Begin
9. If Sup(R

i
) > Sup(RS

k
) then 

Begin
10.      j = k -1
11.      While (j > 0 && Sup(R

i
) > Sup(RS

j
)) 

Begin
12.          RS

j+1
 = RS

j

13.          j = j – 1 
14.         RS

j+1
 = R

i

End 
End 

End 
15. Return RS
End

Fig. 1. The proposed algorithm
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3.2 Top-K-CARs-Insertion Algorithm

The proposed algorithm is shown in Fig. 1. The input is a set of class association rules
R, and the output is Top-k rules with highest supports. Main steps of this algorithm as
follows:

Step 1 (Line 1) is assigned null for RS.
Step 2 (Lines 2–7) is used for inserting k first rules into the rule set (RS).
Step 3 (Lines 8–14) is used for inserting the rest of rules into RS.
Step 4 (Line 15) returns RS that contains Top-k class association rules.

In contrast to the insertion sort, the algorithm in Fig. 1 only sort k first rules in the
rule set. For the rest, it inserts each rule into the rule set RS if its support is greater than
the support of the last rule in RS. In this way, the complexity of the proposed algorithm
is O(n*k) where n is the number of rules in R (typically, k < < n). This complexity is
smaller than using sorting (O(n2) in the worst case).

4 Experiments

4.1 Datasets and Testing Environment

The algorithms used in the experiments were coded with C# 2012, and run on a laptop
with Windows 8.1 OS, CPU i5-4200U, 1.60 GHz, and 4 GB RAM.

Experimental datasets were downloaded from UCI Machine Learning Repository
(http://mlearn.ics.uci.edu) and their charesteristics are showed in Table 2.

Table 3 shows the numbers of class association rules from experimental datasets
with a given minSup for each dataset. Here, minConf is set to 50 %.

4.2 Mining Time

Figures 2, 3 and 4 compare the mining time of our proposed method based on an
insertion scheme with that of the naïve method that sorts the whole class association
rules.

Table 2. Characteristics of experimental datasets

Dataset #Attributes #Classes #Distinct items #Records

Breast 12 2 737 699
German 21 2 1077 1000
Lymph 18 4 63 148

Table 3. Number of rules of each dataset

Dataset minSup (%) #Rules

Breast 0.3 13,870
German 5 19,343
Lymph 8 30,911
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Fig. 2. Mining times of insertion-based and sorting-based methods in Breast dataset

Fig. 3. Mining times of insertion-based and sorting-based methods in German dataset

Fig. 4. Mining times of insertion-based and sorting-based methods in Lymph dataset
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From these figures, we can see that the insertion-based algorithm is more efficient
than the sorting-based method in all experiments. For example, considering Lymph
dataset, for 30,911 class association rules with minSup = 8 %. The mining time for
mining Top-k rules using sorting is around 20.8 (s) for k = 200, 300, 400, and 500.
However, when we use the Insertion-based algorithm, the mining time is around 0.1 (s).
We have the same results for Breast and German datasets.

5 Conclusions and Future Work

This paper has proposed a method for mining Top-k class association rules using
Insertion-based algorithm. The contributions are as follows:

1. We define the problem of mining Top-k class association rules.
2. Our algorithm uses the idea of insertion to find Top-k class association rules but

only retain k rules.
3. We develop an algorithm for fast mining Top-k class association rules from the rule

set. The proposed algorithm has the complexity O(n*k) where n is the number of
rules. When k is smaller than n, the proposed algorithm is more efficient than
method using sorting.

In future works, we will continue to study how to prune rules that cannot belong to
Top-k to reduce the search space. Besides, we will expand our method for mining Top-
k non-redundant class association rules. For very large datasets, we are also interested
in some “anytime” algorithms such as [18–20] for further enhancing the performance
as well as providing results under some resource constraints.
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Abstract. The paper presents a cursory examination of clustering,
focusing on a rarely explored field of hierarchy of clusters. Based on
this, a short discussion of clustering quality measures is presented and
the F-score measure is examined more deeply. As there are no attempts
to assess the quality for hierarchies of clusters, three variants of the
F-Score based index are presented: classic, hierarchical and partial order.
The partial order index is the authors’ approach to the subject. Con-
ducted experiments show the properties of the considered measures. In
conclusions, the strong and weak sides of each variant are presented.

Keywords: Clustering quality measures · F-score · Hierarchies of
clusters

1 Introduction

Currently we are facing a time in which we are figuratively deluged with data.
Thanks to the development and popularity of the Internet, almost every person
can take an active part in the creation and distribution of new data. As this
mass of data contain potentially useful information, this state presents a new,
challenging tasks for scientists. It is no longer feasible to manually obtain this
information, and as a result, the development of data mining algorithms has come
into focus. Regarding the volume of the data and problems with labelling them,
a special interest has turned to unsupervised methods such as cluster analysis,
which tries to establish meaningful groups (called clusters) in a set of unlabelled
data. This approach has been successfully used in many practical applications
such as bioinformatics [1], social media [15], and audiovisual indexing [17]. In
this paper we make a distinction between three types of clustering which are
described below. For the purpose of this paper we only consider situations where
a single data point belongs to only one cluster (hard clustering).

The first type is flat clustering, in which data are assigned to indepen-
dent clusters. This type of clustering does not include relationships between
groups. The primary goal of flat clustering is to build a model where data points
within any given group are similar between themselves and dissimilar to data
c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 654–664, 2016.
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points of other groups. In this group two approaches should be mentioned: clus-
ters are generated by iteratively relocating points between subsets, e.g., the
k-means algorithm [7,8] or they are identified as areas of high density of data,
e.g., DBSCAN [9]. Most flat clustering methods require to point the number of
groups beforehand. The flat clustering methods are not considered in this paper.

Secondly, we consider hierarchical clustering methods. In contrast to flat
clustering, they produce a hierarchy of partitions instead of one partition. Each
partition differs in the number of clusters. Generally, there are two approaches
to hierarchical clustering [3]: agglomerative and divisive. The agglomerative
(bottom-up hierarhical clustering) approach starts with each data point in its
own cluster and then, iteratively merges two clusters according to a distance
function. It ends with all the points in a single cluster, having constructed a
hierarchy in the process. The counterpart to the agglomerative approach is the
divisive approach, also called deagglomerative (top-down hierarchical clustering).
The key point in the divisive approach is a function indicating which cluster to
split.

The results of hierarchical clustering methods are tree-like structures called
dendrograms [5], where nodes represent clusters and the underlying hierarchy
shows how the clustering process was performed. As data belong not only to
the node it is assigned to, but also to its parents, a dendrogram represents a
spectrum of possible clustering results – from one cluster containing all data
to a number of clusters, each containing only one data point. In order to get a
specific (flat) partition the dendrogram must be cut.

In this case the clusters are in a hierarchical relation (partial order), but the
data is not. It is because the objects are only assigned to leaves. It remains true
that data in a cluster should be maximally similar and that different clusters (at
least those containing data) should be maximally dissimilar. Quality measures
designed for flat clustering can be successfully applied to hierarchical clustering.

Finally we can consider cluster hierarchies [6,18]. In this class data can be
assigned to any node in the hierarchy of clusters. As in hierarchical clustering
there is a relation between groups. Additionally, as the data points can be not
only in the leaves [14], there is also a hierarchical relation (partial order) between
the objects assigned to the clusters. In this case maximum separation between
clusters is not always desirable as clusters that are in relation to each other
(and thus hold data that is in relations) should be less separated than unrelated
clusters.

Methods generating cluster hierarchies include the Tree Structured Stick
Breaking Process [6], which uses a Markov Chain to explore the space of pos-
sible partitions of data or the Bayesian Rose Tree [2] approach, which relies on
a deterministic statistical process in order to build the tree. The properties of
these clustering approaches appear useful in many fields of information retrieval
and processing, especially in documents and images analysis. It is however not
thoroughly researched if models generated by these methods can be validated in
the same way as for more fully explored clustering analysis approaches.
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An exhaustive information about clustering can be found in the available
literature, for example, in [9,11,13,19]. From the perspective of this paper it is
viable to divide existing clusterization techniques based on the characteristics
of the result they produce i.e., whether it is a flat or hierarchical structure of
clusters. This characteristic underlies our research.

The contribution of this paper is two-fold. Firstly, due to different paradigm
of the methods able to build full hierarchies of clusters, we propose to use the
name generation of hierarchies of clusters (groups) instead of hierarchical
clustering. In our opinion, such distinction facilitates researchers to note that
some new features of hierarchies of clusters are very important from practical
point of view [18]. The second issue is connected with the evaluation process.
The measures useful for evaluation of flat clustering may not be suitable for
hierarchies of clusters. In order to at least partially fill this gap, we propose one
new external measure, Partial Order F-Score . The additional two measures
are also studied in experiments. The goal of experiments is to discover suitability
of tested measures as well as their advantages and disadvantages.

The paper is organized as follows. Next section briefly describes problems
with quality evaluation of hierarchies of clusters. Third section presents used
F-Score based measures. Experiments and their results are described in Sect. 4.
Section 5 concludes the paper.

2 Measuring Quality of Hierarchies of Clusters

The above presented problem raises the question if currently used clustering
quality measures remain relevant for evaluating hierarchies of groups, and, if
not, how can such structures be verified? In the case of traditional clustering the
core principles [4] of quality verification can be summarized as data separation
between clusters (for internal verification) and data purity within clusters (for
external verification). These two approaches can be found at the root of all
external and internal clustering measures. These principles fully translate into
hierarchical clustering. For internal verification the separation between clusters
is still paramount and can be applied on each level at which the hierarchy can be
cut. For external verification the lack of data within intermediate clusters means
that examining the leaf clusters for purity is all that is left. The data, which is
stored in the leaves is not in relation to any data stored in different leaves unless
examined level by level.

The perspective changes when we take into account hierarchies of clusters.
When every cluster may contain elements the previously defined principles are no
longer valid. Data separation becomes problematic as now relationships within
clusters need to be considered. While both leaf and sibling clusters should remain
maximally separated, the best case scenario for other clusters is not that obvious.
As an example, a cluster should be less separated from its descendants and
ancestors than it is from completely unrelated clusters. Moreover, for the purity
principle, the relations between clusters also come into play. Taken in their classic
form, these external measures are completely blind to clusters changing position
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within the hierarchy. As the classic measures used in cluster analysis no longer
function as intended, the introduction of new measures, or adaptation of existing
ones is an explorable field of research.

3 F-Score Based Measures

F-Score (also called as F-measure) is commonly used in the field of information
retrieval [16]. It is the harmonic mean of the precision and recall measures. F-
measure was also adapted for hierarchical clustering [12,14]. In this paper three
different versions of the F-score quality measure are compared to each other. To
describe these measures in a clear fashion a number of symbols are introduced:

X – set of all data points, or objects;
xi – i-th data point;
C – set of all classes c;
cxi

– class of object xi;

Xc – set of all objects of class c;
ε – specific cluster;
εxi

– cluster of object xi;
εεi – i-th child of cluster ε (if exists);
Xε – set of all objects in cluster ε;

To define the hierarchy of groups a relationship between the ground truth
classes must be established: Cc = {c} ∪ ⋃n

i=1 Ccci
, where: Cc – set containing

class c and all its descendant classes; Ccci
– set containing class cci and all its

descendant classes; n – number of children for class c.
A relationship between groups in the hierarchy must also be defined: Eε =

{ε} ∪ ⋃m
i=1 Eεεi

, where: Eε – set containing node ε and all its descendant nodes;
Eεεi

– set containing node εεi and all its descendant nodes; m – number of
children for node ε.

Using the above defined symbols the set of points belonging to a class (or
cluster) and its descendants can be written:

XCc
=

⋃

c′∈Cc

Xc′ , XEε
=

⋃

ε′∈Eε

Xε′ . (1)

F-Score can be viewed as a statistical hypothesis. Thus, it is helpful to define
a pair of relations based on pairs of points. In the classic and the partial order
approach to F-Score, the statistical hypothesis is calculated based on the total
of all possible pairs of different points. Here, the order of the points matters. In
this way the condition is based only on the relationship of data points in the
ground truth hierarchy of clusters, while the test is based only on the relationship
of data points in the tested model. By taking pairs of points and keeping the
relationships isolated there is no need to find a correlation between the classes
and clusters:

G ⊆ X × X, M ⊆ X × X, (2)

where: G – ground truth relation (condition); M – model relation (test outcome).
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Given this, the four crucial statistical hypothesis values are as follows:

pt = |{xi, xj ∈ X : i �= j ∧ xiGxj ∧ xiMxj}|,
pf = |{xi, xj ∈ X : i �= j ∧ ¬xiGxj ∧ xiMxj}|,
nt = |{xi, xj ∈ X : i �= j ∧ ¬xiGxj ∧ ¬xiMxj}|,
nf = |{xi, xj ∈ X : i �= j ∧ xiGxj ∧ ¬xiMxj}|.

(3)

where: pt – true positive; pf – false positive; nt – true negative, nf – false
negative.

3.1 Classic Clustering F-Score

In the classic F-Score measure for clustering, we rely on the principle of purity.
The perfect clustering result has all of the points in any given cluster belonging
to only one class and all of the points within a class belonging to only one
cluster. This can be related to the above relations as class and cluster equality:
xiGxj ⇔ cxi

= cxj
, xiMxj ⇔ εxi

= εxj
. Once these relations are defined the

classic F-score measure can be calculated as:

F1 = 2pt/(2pt + nf + pf ). (4)

3.2 Hierarchical F-Score

This measure is an adaptation of F-Score aimed at hierarchical clustering. Ini-
tially it was used to measure the quality of clustering in [10], where the authors
tried to create a topic hierarchy with related text documents. The proposed
F-measure was used to validate the generated hierarchy as a whole, instead of
finding and evaluating a single cut of the dendrogram. Because of this, hierar-
chical F-Score in its original form can be used in the field of hierarchy of groups.

For each class c it finds a cluster ε in the hierarchy with the maximal F-
measure value:

Fc = max
ε∈Θ

2|XEε
∩ CCc

|
|XEε

| + |XCc
| , (5)

where: |XEε
∩ CCc

| – the number of points belonging to cluster ε and class c as
well as their descendants.

When calculating Fc we assume that data in descendant clusters and classes
belongs to their ancestors, hence XCc

and XEε
is used. The final quality of a

hierarchy is calculated as follows:

F1 =
∑

c∈C
|XCc

|Fc
∑

c∈C
|XCc

| . (6)

Because this version of the F-measure is a weighted average over all Fc, its
value is greatly influenced by bigger classes. In [12,14] the calculation of F1 is
optimised because data points can belong to only one class. But when working
with hierarchies of clusters this is no longer applicable.
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3.3 Partial Order F-Score

The authors’ version of F-Score is a new approach using partial order relation
between points that are naturally formed in a hierarchy. This relation can be
substituted for equivalence in the G and M relation definition: xiGxj ⇔ Cxi

⊆
Cxj

, xiMxj ⇔ Exi
⊆ Exj

, or alternatively: xiGxj ⇔ Cxi
⊇ Cxj

, xiMxj ⇔
Exi

⊇ Exj
.

Both of these are correct as all possible pairs of different points are consid-
ered when evaluating a hierarchy. There is a symmetry between the two alter-
nate notations. By defining the relations between data in this way the measure
becomes sensitive to not only the assignment of data from a single class to clus-
ters, but also to the relative position of clusters in the tested model’s hierarchy.
As such, while it is calculated in the same way as the classic F-measure ( 4), this
variant fully makes use of the hierarchy of classes and of existing clusters.

4 Experiments

To verify the behaviour of the above three measures a series of experiments were
conducted on generated data with known properties. The datasets used during
verification were generated using the Tree Structured Stick Breaking Process [6]
with eight different sets of parameters, each repeated thirty times and averaged.
The data has been created by a generator which gives a points’ features and
class attribute. The values for the parameters used by the generator have been
taken from the original publication [6] to showcase a number of different types
of hierarchy structures. This selection offers hierarchies of varying width, depth
and distributions of the data points among the nodes. The eight datasets used
in experiments are as follows:

Name
α0

λ
γ

s00
1

0.5
0.2

s01
1
1

0.2

s02
1
1
1

s03
5

0.5
0.2

s04
5
1

0.2

s05
5

0.5
1

s06
25

0.5
0.2

s07
25

0.5
1

The three important parameters in the data generation model are α0, λ and γ.
These parameters have a series of intuitions about the tree structure associated
with them. The alpha function (α(ε) = α0λ

|ε|) controls the average density of
data per level. Considering four cases for the parameters of this function:

– α0 and λ values high (above 1) lead to extremely sparsely populated deep
trees, which is not recommended;

– α0 and λ values low (below 1) lead to densely populated shallow trees, data
is either evenly distributed or grouped closer to the leaves;

– α0 high, λ low leads to shallow trees, data more dense at lower levels of the
tree;

– α0 low, λ high leads to deep trees, the data generally grouped close to the top
of the tree.
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0 500 1,000
0.6

0.8

1

s00

0 500 1,000
0.55

0.78

1

s01

0 500 1,000
0.5

0.75

1

s02

0 500 1,000
0.35

0.68

1

s03

0 500 1,000
0.25

0.63

1

s04

0 500 1,000
0.25

0.63

1

s05

0 500 1,000
0.25

0.63

1

s06

0 500 1,000
0.15

0.58

1

s07

Fig. 1. Value of F-measures (vertical axis) depending on the number of random re-
insertions (horizontal axis), sampled every 100 errors, for each of used datasets: red
circles – Classic F-Score; blue triangles – Hierarchical F-Score; green squares – Partial
Order F-Score. Note different scale on vertical axes (Color figure online).

When both parameters are close to 1 the general structure of the tree is hard
to predict. The gamma (γ) parameter controls the average number of children
a node can have. Hight values (generally above 1) lead to trees with more chil-
dren per node. Lower values (below 1) lead to trees with less children per node
on average. All three parameters interact together in the way, that alpha func-
tion controls the total data density per level of the hierarchy while γ splits the
remaining density up between the children.

4.1 Random Error Introduction Tests

The first series of experiments carried out involved randomly re-inserting data
within the cluster hierarchy. The results are in Fig. 1. The probability of a point
of data being re-inserted was 1

N where N is the total number of data points. The
re-insertion probability is the same as when generating a model using the TSSB
distribution [6], the distribution parameters remain the same. The re-insertion
process ignores data feature vectors and is based only on the structure of the hier-
archy. The re-insertion results in data points changing the cluster they belong to,
without changing their class, which the measures should perceive as an error.

The results of these experiments show that all measures similarly reacts neg-
atively to the introduction of random errors. The drop rate of the measures
appears proportional to the amount of random re-insertions, and none of the
measures display any unusual behaviours during this experiment. All of the
measures behave as intended in this situation. Since the values of the measures
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cannot be compared directly to each other it does not matter which variant of
F-score achieves higher or lower results.

4.2 Reduction to a Single Cluster

In the second experiment all data points were moved into the root node. No
random errors were considered during this round of testing. The tests results
demonstrate that each of the measures reacts negatively to such extreme under-
clustering (Table 1). It is notable however, that the results are no longer as

Table 1. The average values μ and standard deviations σ, all data points are in the
root node, without errors introduced.

Set Classic F-score Partial order F-score Hierarchical F-score

μ σ μ σ μ σ

s00 0.6456 0.1616 0.8300 0.0857 0.8225 0.0719

s01 0.5973 0.2374 0.7977 0.1393 0.7501 0.0966

s02 0.5311 0.2600 0.7139 0.1854 0.6970 0.1062

s03 0.3729 0.1207 0.6891 0.0915 0.7598 0.0853

s04 0.1931 0.1389 0.5737 0.1384 0.5750 0.1089

s05 0.1952 0.0953 0.4253 0.1363 0.5680 0.0672

s06 0.2031 0.0872 0.4829 0.1368 0.6748 0.1049

s07 0.0611 0.0481 0.2528 0.0939 0.4723 0.0918

0 500 1,000
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0.8

1

s00

0 500 1,000
0.6

0.8

1

s01

0 500 1,000
0.5

0.75

1

s02

0 500 1,000
0.35

0.68

1

s03

0 500 1,000
0.2

0.6

1

s04

0 500 1,000
0.2

0.6

1

s05

0 500 1,000
0.2

0.6

1

s06

0 500 1,000
0.1

0.55

1

s07

Fig. 2. Value of F-measures (vertical axis) depending on the number of random re-
insertions (horizontal axis), sampled every 100 errors, for data with removed hierarchy:
red circles – Classic F-Score; blue triangles – Hierarchical F-Score; green squares –
Partial Order F-Score. Note different scale on vertical axes (Color figure online).
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uniform and proportional. Notably the hierarchical F-Score measure stands out
when compared with the other two, which show a correlation between their
values and descending trend as the mass of data moves generally lower in the
generated hierarchies. The value of the hierarchical F-Score however, does not
follow this trend.

4.3 Removing the Cluster Hierarchy

The considered measures were tested using data with removed hierarchy. All
clusters were rendered independently, as if the clustering was flat. This reduced
the hierarchy to one level and essentially removed the hierarchical relationship
between nodes. In these experiments errors were also introduced, but the struc-
ture of the cluster hierarchy always remained a single-level. It can be seen in
Fig. 2 that the traditional F-measure is oblivious to these changes, as it was
expected, because it only considers data points of the same class and cluster.
However, the other two measures reacted negatively to this flattening.

5 Conclusions

Based on the results of the conducted experiments it is possible to comment the
general behaviour of the three measures. Each of them possesses strengths and
weaknesses. Ultimately the choice depends on the problem being evaluated.

Classic F-Score is based strictly on hypothesis tests and reflects relations found
in the flat and hierarchical clustering. This measure can reach both the maximum
and minimum value and is simple to calculate. But the important weakness of
classic F-Score is that it does not work properly for hierarchies of clusters and
it notices fewer types of errors than the other measures.

Hierarchical F-Score reflects relations found in many types of structures (flat
clustering, hierarchies, forests of hierarchies), in some cases it can be optimised
to work more efficiently [12,14]. Because it is a weighted sum, it focuses more
on the numerous classes, which can be potentially useful. Besides the above
strengths, we should mention some weaknesses. It is not based on hypothesis
tests, cannot possibly reach its minimal value, points on lower levels of the
hierarchy contribute to the final result with a higher weight than points higher
up. Unoptimised version requires more complex calculation.

Partial Order F-Score reflects relations found in many types of structures
(including flat clustering, hierarchies, and forests of hierarchies), is capable of
reaching both the maximum and minimum value, and is based strictly on hypoth-
esis tests. With points assigned only to leaf nodes, it is indistinguishable from the
classic F-Score, therefore for flat clusters it can play the role of classic F-Score. It
can be optimised to work as fast as classic F-score. However, when unoptimised,
is more complex to calculate than classic F-Score, which should be mentioned
as its weakness.
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The paper offers some interesting insights into the adaptation of the F-Score
measure to work with hierarchies of clusters. However, there are other common
clustering measures that can be adapted in similar ways. Further research is
required in order to judge the feasibility of other quality indices. We are con-
tinuing research on the generation of hierarchies of clusters as well as on the
external and internal measures suitable to validate and compare their results.
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Abstract. Biclustering is an important method of processing a big
amount of data. In this paper, hierarchical structures of biclusters and
their advantages are discussed. We propose the author’s method called
HEMBI (Hierarchical Evolutionary Multi-Biclustering) which creates
this kind of structures. The HEMBI uses an Evolutionary Algorithm
to split a data space into a restricted number of regions. The impor-
tant feature of the method is ability to choice the optimal number of
biclusters, which is restricted only to a maximum value. The conducted
experiments and their results are presented and discussed.

Keywords: Bilustering · Hierarchical structures · Evolutionary
algorithms

1 Biclustering – A Short Introduction

Clustering is an unsupervised learning, widely used for grouping observed data
into such groups (clusters) that the data points within the group are more simi-
lar in a given sense than between groups. Each data is represented by the vector
of its features. Clustering means a division of the data into a number of separate
groups, and it is useful in many areas, e.g. pattern recognition [1], image analy-
sis, information retrieval, statistics [2]. Increasing amount of data, as well as the
demand for effective grouping it, cause that clustering remains growing area of
interest. The Machine Learning methods have problem with high dimensional
data – the problem is known as the curse of dimensionality. A subspace clus-
tering , i.e., searching clusters of data points similar in some subspace instead
of in full space of the data, is a possible remedy for the curse of dimensionality.
There is three categories of subspace clustering [3]:

1. Axis parallel : the clustering is carried out in subspaces parallel to the axis of
the feature vector.

2. Pattern based, called also biclustering or co-clustering : this approach uses the
properties of the matrix, and searches in them certain specific patterns. It is
focused on the search for areas with specific characteristics.

c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 665–676, 2016.
DOI: 10.1007/978-3-662-49381-6 64
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3. Correlation clustering, called also clustering in arbitrary oriented subspaces:
the search for such a subspace where the data points are correlated and in
multidimensional space clearly create separate structures, e.g., a plane in the
3-dimensional space, or they come from a variety of the same distributions.

Subspace clustering is useful in many fields, e.g., gene expression analysis, [4–9],
image analysis [10,11], Information Integration Systems [12], text mining [13],
recommended systems [14]. The first definition of biclustering comes from [16],
where this concept is defined as “interconnected cluster structures on both rows
and columns as represented by their index sets I and J , respectively”. The
current meaning of biclustering was introduced by Cheng and Church in [15], it
is perceived as a novel data mining technique useful in pattern recognition tasks.

Definition 1. Biclustering is a division of data into groups of objects similar
concurrently in rows and columns. Let A be a matrix A = [ai,j ], consisting of
R rows and C columns. Bicluster B is defined as a matrix B(I, J) consisting of
I ⊆ R rows and J ⊆ C columns: B(I, J) : I ⊆ R, J ⊆ C such that ∀i ∈ I and
∀j ∈ J : ai,j ∈ B(I, J).

Thus, we are looking for data coherent with each other in terms of a given quality
metrics, in a subset of objects and within a subset of their attributes.

Depending on the application, we can expect other properties of generated
biclusters. This means that the quality of bicluster is closely related to its use.
In this context, we distinguish four basic types of biclusters [17]:

1. constant biclusters;
2. constant rows or constant columns;
3. coherent values – additive or multiplicative model;
4. coherent evolution (trends) – on the rows or on the columns.

Constant biclusters means that each cluster’s content must have the same value:
aij = const ∀i, j. In reality we do not have perfect biclusters, so the variance
of data belonging to biclusters is used as a quality measure of such biclusters.
In constant rows (or columns) biclusters we expect constant values only in one
dimension: aij = ai in i-th row (or aij = aj in j-th column). It is difficult to
evaluate such biclusters, one can use the above measure by normalizing rows
or columns, respectively. Coherent values present a regular change between the
values of the respective rows or columns. The base value may be different, but
the relationship between successive elements are fixed. Most often a combination
of two conditions: MSR (Mean Squared Residue) (Eq. 1) and variance of rows
(Eq. 2) is used in searching of this type of biclusters.

MSR(I, J) = 1
|I||J|

∑
i∈I,j∈J (aij − aiJ − aIj + aIJ )2, aiJ = 1

|J|
∑

j∈J aij ,

aIj = 1
|I|

∑
i∈I aij , aIJ = 1

|J|
∑

i∈I,j∈J , aij = 1
|I|

∑
i∈I , aij = 1

|J|
∑

j∈J aij .
(1)

Since the coherent values are a general case of the two previous, the variance of
the rows is used as the support metrics to eliminate trivial biclusters (with the
same values or consisting of the same rows). It is given by Eq. 2:

V (I, J) = 1
|J|

∑
j∈J (aij − aIj)2 (2)
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Presented above MSR is quite universal; MSR = 0 for constant biclusters or
containng constant rows or columns, or coherent values. However MSR is not
resistant to outliers. Value of MSR of bicluster with one outlier can be lower than
a bicluster containing noised values. Wang and Yang [18] proposed alternative
measure, pScore: pScore = |(aij − ail) − (akj − akl)|, pScore is checked for each
2 × 2 sub-array and the decision to accept or reject the bicluster is taken.

Other measure, ACV (Average Correlation Value) is proposed in [8]. It is
assumed that a bicluster should be a subset of attributes from two dimensions
that are strongly correlated. In opposite to the previous measures, the AV C is
maximised – higher value is for the more correlated elements of the bicluster.
Similar idea is presented in [19] – ASR (Average Spearman’s rho) in which a
correlation between two vectors: i-th and j-th rows, or columns, called Spear-
man’s rank correlation is considered. ASR is in the range of [−1, 1], the higher
value indicates more correlated items.

Coherent evolution (trends) biclusters indicate the same relationship between
the values in rows, or more frequently, in columns. There is no one universal
measure to find this type of biclusters, therefore other methods are used which
are not based on optimization of a specific measure.

In addition to the criterion of the relationship between the values of the clus-
ter, we can consider the structure of biclusters [17]: Single bicluster : we have only
one bicluster in the data matrix. Exclusive row and column biclusters: several
biclusters are defined, but no row and column exists that is covered by more than
one bicluster. Checkerboard structure: whole input matrix is covered by biclus-
ters as a chess board. Exclusive-rows (column) biclusters: all rows (columns) are
covered by not more than single bilcuster. Tree structure biclusters: is a results
of application of hierarchical clustering for each dimension separately, it is the
oldest ([20]). Overlapping biclusters with hierarchy structure: the biclusters are
disjoint or one embraces the other.

2 Some Approaches to Biclustering

Historically, there are three important approaches to biclustering, they are con-
nected with the authors’ approach. A significant basis for the biclustering gave
Cheng and Church [15]. DBF – Deterministic Biclustering with Frequent pattern
mining algorithm [21], as one of the first introduces simultaneous search for mul-
tiple biclusters. Its idea coincides with QHB (Quick Hierarchical Biclustering)
algorithm [9]. The last important approach is using a Genetic Algorithm as an
engine of searching for biclusters.

Cheng and Church in [15] introduced the metric capable identify clusters
of coherent values, namely MSR, (Mean Squared Residue), end the concept of
σ-biclusters: Given a matrix A, a sub-matrix AIJ (where I is a subset of rows,
and J is a subset of columns) is called the σ-bicluster if the MSRI,J ≤ σ for
assumed value of σ ≤ 0.

Their method relays on the searching for the largest σ-clusters, the start-
ing point was a greedy algorithm using adding or deleting rows and columns.
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More details one can find in [15]. The method was tested on real datasets Yeast
and Human, the results have become a point of reference for many subsequent
algorithms (http://arep.med.harvard.edu/biclustering).

DBF [21] consists of two phases: the generation of initial biclusters, and their
extension in order to obtain the largest possible clusters. It uses the definition
of MSR and σ-biclusters [15], and works in three phases. First phase is the
generation of Good Seeds of possible biclusters, it consist of three steps: 1. the
matrix data is transformed to the matrix of relationship between the values of
successive columns; 2. the frequent pattern mining is applied on the transformed
data with pre-determined minimum support count; 3. extraction of good seeds
from the patterns. We assume that good seeds are these of frequent patterns,
of which MSR is less then assumed σ value. Because a lot of frequent patterns
can meet this assumption, the selection of best seeds is based on value of ratio
of MSR to the size of the bicluster. BDF produces good biclusters taking into
account their size and MSR.

SEBI (Sequential Evolutionary BIclustering), presented in [5], is an interest-
ing evolutionary approach. It works in sequential way, similarly as that proposed
by Cheng and Church. The aim of EBI was to find σ-biclusters with maximal
size, relatively high row variance, and minimal overlapping among biclusters. In
SEBI this procedure is repeated sequentially. As a fitness function the authors
use a linear combination of four elements [5]: MSR normalized by σ; the inverse
of the row variance; empirically determined parameter aiming to balance the
number of rows and columns in the bicluster; penalty for generation two identi-
cal or similar biclusters. The most important advantage of the genetic approach
is a lack of hard threshold associated with σ.

3 Hierarchical Structures of Biclusters

Biclusters can be organized into hierarchical structures, but it is not frequent
area of research, it has not yet been fully exploited. However it gives a broad
spectrum of use in ontologies, analysis of social networks or biology.

QHB – Quick Hierarchical Biclustering was introduced in 2006 [9]. It searches
biclusters using top-down approach, automatically generates a hierarchical struc-
ture. The idea of this algorithm is similar to the DBF , but in the third phase
it uses a new measure of trend consistency of biclusters, namely MFD – Mean
Fluctuating Degree. It informs how similar trends are. If the changes of sequential
conditions are the same the MFD = 0, and for similar changes MFD is small.
The resulting hierarchy is understood intuitively – child biclusters are included
in the parent bicluster. The main advantage of QHB comparing with DBF is
taking care about the cohesion of trends. For DBF , seeds are expanded while
for QHB are reduced and clarified. DBF is based on the MSR what does not
guarantee cohesion of trends. QHB guarantees compliance of trends, more, their
similar value at a given level.

TreeBic Algorithm. Another interpretation of hierarchy is in [7], where TreeBic
algorithm is presented. The method searches objects similar to each other for

http://arep.med.harvard.edu/biclustering
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a some subset of conditions. The idea of TreeBic differs from others. It produces
a probabilistic model, and then adjusts the bilcustered data. Integration of the
model with data lies on the calculation of cumulative a posterior probability
(data distribution). The advantage of the TreeBic method is the possibility of
biological interpretation.

4 HEMBI – Hierarchical Evolutionary
Multi-biclustering

HEMBI is an authors’ method of generation of hierarchical structures of biclus-
ters, based on a Genetic Algorithm (GA). GA is derived from the Darwinian the-
ory of evolution, it uses the concept of survival of the fittest and real processes
occurring in biological populations, such as the exchange of genes (crossover) or
random changes of genes (mutations) [5]. In this paper we focus only on how we
use GA in the HEMBI method for searching hierarchical structures of biclusters.

A chromosome. Chromosome consists of N rows (N is the maximal number
of biclusters) and |R| + |C| columns. Every row represents one bicluster. First
R columns correspond to the indexes of rows of the input matrix, the next C
columns correspond to the indexes of its columns. Value 1 on ij position of the
chromosome means that i-th bicluster contains j-th rows of the input matrix if
j ≤ |R| or j − |R|-th column of input matrix if j ≥ |R|; 0 means opposite. Each
bicluster can be visible or hidden, the size of the bicluster defines its state: a
bicluster is hidden if its size is < 4.

Fitness function. Fitness function F (X) of the chromosome X evaluates its qual-
ity, it determines which chromosomes in the population are the most promising
and better meet the specified criteria. F (X) consists of four components (Eq. 3),
it uses MSR and it has to be minimised.

F (X) = wMSR ×MSR(X)+wcov ×Cov(X)+wmcov ×mcov(X)+wcnt ×cnt(X)
(3)

where X is a chromosome consisting of M ≤ N visible biclusters, wk is a weight
assigned with k-th component, (MSR(X)) – Mean Squared Residue of the chro-
mosome X, is an arithmetic average of MSR of biclusters present in the chro-
mosome X and normalized with respect to the MSR of the parent bicluster.
The first element of F (X) is defined by Eq. 4.

MSR(X) =
∑M

m MSR(xm)/M

MSR(XRC)
(4)

where M is a number of visible biclusters, MSR(XRC) – MSR of the parent
bicluster, MSR(xm) – MSR of m-th visual bicluster.

The total cover Cov(X) is given as: Cov(X) = 1 − cov(X), where cov(X) is
a fractional coverage of the matrix by biclusters. It is in range of [0, 1].
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Multiple coverage mcov(X) refers to the situation when more than one biclus-
ter covers a given data point in the matrix, i.e., the same pair row-column is
defined in more than in one bicluster.

mcov(X) = 1
|I|×|J|

∑M−1
m=0

∑M
l=m+1 dubCov(xm, xl) (5)

where dubCov(xm, xl) is a shared part of biclusters xm and xl.
A number of biclusters cnt(X) is calculated as: cnt(X) = 1/M what reflects

that more important is to add a new bicluster if there exists small number of
biclusters than if this number is bigger. Initially each weight was set to 1.

Genetic operators. We apply the tournament selection of size 5. The best indi-
vidual from 5 randomly chosen is selected. Crossover lies on the exchanging
biclusters between two parent chromosomes. It is performed within the parts
of chromosomes representing the indexes of rows and columns separately, with
a given probability pcr. Two children chromosomes are created by exchanging
parts of parents’ chromosomes. We apply classical mutation understood as a
random change of single bit with assumed probability pm.

The applied procedure uses a simple and intuitive method for iterative top-
down depth-first search. The Genetic Algorithm running on a matrix generates
a set of child biclusters. Next, on each of the resulting biclusters the procedure is
repeated. The final result is a hierarchical structure arranged in a tree. Each node
contains indexes of rows and columns belonging to the bicluster. The procedure
ends according to the stop criterion, namely one of three conditions:

1. MSR of the bicluster is equal to 0 (the bicluster is fully coherent). In practice
we assume maximal value of σ (we generate σ-biclusters).

2. Size of the bicluster is too small – we assume at least 2 rows and 2 columns.
3. Only one child bicluster is found.

A bicluster on which GA performs biclustarization is called a parent bilcluster.
At the first iteration of the GA whole initial dataset (input matrix) is a parent
bicluster. In each subsequent passing in depth, one of biclusters generated in
previous iteration becomes a parent bicluster. Each node of the tree stores only
a mask of the bicluster, i.e., indexes of rows and columns belonging to that
bicluster.

5 Experiments with the HEMBI Methods

The aim of this research is to verify the HEMBI method in terms of existing
solutions related to flat structures, and the correctness of generated hierarchical
structures. This section presents the description of performed experiments and
their results.
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5.1 Planning of the Experiments

Research protocol. The main problem is the difficulty of comparison of the
designed solution with existing ones, due to the different purposes and nature.
However, we can explore some partial results and investigate their similarity
to other in the literature. Therefore, firstly we have studied characteristics of
flat biclustering obtained just after one iteration of the Genetic Algorithm, i.e.,
division on biclusters in a root of the tree. It is important because for the real-
life data it allows for initial verification of the quality of generated biclusters,
comparing with other methods of flat biclustering. This verification is done by
examining coverage of data, rows, and columns, also the size of biclusters and
their MSR. Examination of flat structures is also made on artificial data to ver-
ify whether the designed clusters are found. Remembering that the aim of the
HEMBI is to achieve a hierarchical structure of biclusters, the main focal point
of these experiments is a character of the structures: a depth of the tree, a num-
ber of nodes, and the structure itself. For real-life data, only expected lowering of
the value of MSR of child biclusters comparing to the MSR of parent’s biclus-
ter indicates the correctness of the method. For artificial data it is possible to
compare obtained results to structures that has been designed.

Used datasets. In experiments we have used three real datasets accessible in the
Internet and popularly used by researchers, and five artificial datasets, generated
especially for this study. Their characteristics are given below.

Yeast expression matrix [15] – the matrix consist of 2882 rows and 17 columns,
available at arep.med.harvard.edu/biclustering.
Human B-cells expression data [15] – is based on real data [22], it contains 4026
rows and 96 columns, and is available at arep.med.harvard.edu/biclustering.
Arabidopsis thaliana [23] – this real dataset consists of 734 rows and 69 columns,
is available at www.eie.polyu.edu.hk/ nflaw/Biclustering.
110×10 – 10 × 10 artificial datadset, it is a small control matrix with very simple
structure, it contains two biclusters, their MSR = 0. One bicluster is located in
the left-top corner, the second in the right-bottom part, Fig. 1(a).
2100×100 – it is 100 × 100 artificial dataset, it does not contain a hierarchy. It
was designed to test the ability of developed Genetic Algorithm generating flat
biclusters. Biclusters partially overlap, Fig. 1(b).
36×6 – 6×6 artificial hierarchical dataset, a small array with simple hierarchical
structure with a depth equal to 2. Biclusters and their MSR are shown in
Fig. 1(c).
4100×100 – 100× 100 artificial hierarchical dataset, a test case of the hierarchical
structure of a depth of 2 and of greater dimensions, Fig. 1(d)
5300×300 – 300 × 300 artificial hierarchical dataset, a more complicated test case
with a hierarchical structure. The structure has a depth of 3 and biclusters at
the lowest level have MSR = 0. Coverage on the first level of the hierarchy is
0.83, Fig. 1(e).
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Creating test data with hierarchical structure requires a specific app-
roach [15]. The expected value of the MSR of the matrix filled by uniformly
generated random elements of range [a, b] is equal to (b−a)2/12 and is indepen-
dent of its size. The biclusters were created top-down, their areas were possibly
disjoint, however some of them overlap in small part. Only the biclusters of the
lowest level have not random values – their MSR = 0.

Parameters setting. Parameters of the Genetic Algorithm were chosen on the
basis of a number of initial experiments, these parameters are: size of tournament
nt (from 2 to 8), population size NΣ (from 60 to 140), crossover probability pcr

(from 0.3 to 0.8), and mutation probability pm (from 0.0005 to 0.004). The
method is more sensitive for the mutation probability and quite resistant for
other parameters. Finally the following values of genetic parameters were chosen:
nt = 5, NΣ = 100, pcr = 0.5, pm = 0.002.

For particular datasets it was necessary to chose maximal number of biclus-
ters NB , and weights present in the fitness function (Eq. 3). Parameters of exper-
iments are collected in Table 1, other weights were set to 1.

Table 1. Summary of parameter values used in experiments for particular dataset

Data: Yeast Human Arabid. thaliana 110×10 2100×100 36×6 4100×100 5300×300

NB : 3,5,7 5,7 5,7 2,3,5,7 5,7 2 3,5 5,7

wMSR: 1,2,3 1,2,3 1,2,3 1,2,5 1,2,5,10 1,2,3 1,2,3 1,2,3

wcov: 1,2,3 1,2,3 1,2,3 1 1,2,3 1 2 1,2

5.2 Obtained Results

General observations. In the series of experiments one can notice some tenden-
cies independently from a dataset used. The main assumption of a hierarchical
structure of such biclusters is to get the child biclusters more precise than the par-
ent bicluster. This means that the MSR of child biclusters should be lower than
that of the parent bicluster. The main problem that arose during the study was
to get the hierarchy of biclusters satisfying the above assumption. The problem
is with arithmetic average of MSR in the finess function Eq. 4. The arithmetic
average does not provide a better quality of all child biclusters. It is possible

Fig. 1. Visual illustration of designed biclusters: (a) simple flat two biclusters; (b) flat
biclusters partially overlapped; (c) simple hierarchical structures, MSR of the whole
data is 0.92; (d) hierarchical structure of a depth of 2 and of greater dimensions;
(e) hierarchical structure of a depth of 3 (rotated by 90o in a clockwise direction).



Hierarchical Evolutionary Multi-biclustering 673

to obtain biclusters with significantly lower values of MSR and, at the same
time, biclusters with MSR even higher than that of parent, however, due to the
use of the arithmetic mean, this component of fitness value still achieves seem-
ingly satisfactory value. Additionally, the results revealed good repeatability
taking into account fitness value, data coverage, and MSR. Undesired behav-
iour is that in general, the created structures are not very deep and often highly
unbalanced. It means that a tree is expanded only in a very few nodes, these
with high values of MSR. Often a small bicluster with low MSR is achieved at
the first level and such bicluster is not expanded further. To investigate different
configurations of weights of the fitness function components, impact of enhancing
of MSR component on general quality of the results was tested. Dramatic fall in
the size of the clusters and thus little complete coverage of the data was the main
observation. Increase the weight of the coverage component caused increase of
coverage of the data, but the average arithmetic also increased. Thus, the depth
of the structure and the number of its nodes have clearly increased. For example,
for dataset Yeast, for weights of all components equal to 1, the MSR = 451±92
and depth of tree is 3, for wcov = 3 a depth of tree is 12, but for wMSR = 3 a
depth of tree is 1.

Real datasets. In order to compare our results with those known from the liter-
ature, we focus on data coverage. Average coverage obtained by the best biclus-
ters, in the nodes close to the root, fluctuated around 50 − 70%. On the deeper
level of the structure these values were closer to 100%. It is because biclusters
at lower levels of the tree are smaller, have lower value of MSR, and the search
space for the Genetic Algorithm is smaller.

For Yeast dataset our method was able to reach the coverage of 75%. In
relation to other methods, where biclusters covered more than 80% of the input
matrix, our result is not satisfactory, especially in the context of an additional
degree of generality – a hierarchical structure.

Coverage of Human dataset was similar to that obtained by other methods,
it ranged around 35 − 40% while original value is 36.4%. The method does
not work fully satisfactorily, the problem was at the lowest levels of tree where
coverage was far from the expected.

Concerning coverage of rows and coverage of columns, the method produces
similar results as presented in [15]. Regarding the influence of NB on the tree
structure, we have observed a tendency to maximize the number of biclusters. In
all runs the method created maximal number of biclusters NB . In the nodes at
the lower levels of tree a smaller number of biclusters were generated. Maximizing
the number of biclusters at high levels is a simple way to reduce the value of the
fitness function, and a greater number of biclusters helps to reduce the value of
MSR. At the lower levels, if a parent bicluster is small, the visibility requirement
can automatically enforce the formation of partially overlapping biclusters, what
reduces the quality of the bicluster, although the coverage increases. The profit
of MSR must be quite small, therefore even increase of the total quality of all
other 3 components does not result in increase of the number of biclusters in the
chromosome.
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Artificial datasets. For 110×10 dataset all the obtained results have final value of
the fitness function much lower than the expected 0.5. This means that in terms
of the such defined fitness function the better solutions were found, but this
solution is not the expected one. Detailed analysis shows that the normalization
of MSR in relation to parent bicluster was a reason of that. The benefit from
increased coverage was greater than relatively small loss on quality of MSR. It
should be noted that the real datasets rarely contain biclusters with MSR = 0.
Value of σ for Human and Yeast datasets was fixed respectively to 0.5% and
2% of MSR of the input matrices. Strengthening the MSR component in the
fitness function caused that the proper solution was found almost in all runs.

For the 2100×100 dataset the HEMBI method was not able to produce the
expected solution. HEMBI found relatively easy biclusters with MSR = 0 but
not all existing, in effect there was low coverage of the matrix, about 20 − 25%
to the real value of 44%.

For simple hierarchical structure, 36×6 dataset, after tuning parameters of the
Genetic Algorithm (pm = 0.01, it was increased due to the small number of genes
in the population), the method found two designed biclusters at the first level,
and next, they were properly divided on biclusters with MSR = 0. For 4100×100

hierarchical dataset the results are far from the designed, however some of their
elements were present. Increasing the weight wMSR in the fitness function caused
that the produced structures were close to the expected one. The coverage was
about 90%. For 5300×300 dataset the similar problems to those for flat structure
were observed. During the first pass of the algorithm (on the full input matrix),
the results were far from the designed top level biclusters. With each successive
level of the hierarchy, generated biclusters are getting closer to the designed.
Even biclusters with MSR = 0 were found. The generated structures were very
broad and deep. In relation to broadness it partially corresponds to the designed
structure, but the trees were too deep, what does not agree with the original.

Summing up the results of above experiments we can say that they were
promising, but did not meet all our expectations. The main issue has proved to
be a high value of MSR of some of the found biclusters, even higher than the
value of their parent bicluster. This is due to the use of the arithmetic mean of
a set of biclusters of the chromosome, where the rest of the biclusters clearly
diminish the value of that component. Therefore, it is difficult to consider the
results of experiments to be fully satisfactory, but it opened the way to further
research that may improve the quality of the method.

6 Summary

The hierarchical biclustering is not a simple problem. A particular problem is
connected with the multitude of its interpretation. Different types of biclusters
are based on different assumptions, it depends of the goal of clustering. This
means that depending on the goal, clustering methods can produce different
clusters. Thus the comparison of results of hierarchical clustering is difficult and
not clear. In addition, there is no accessible reference methods. The HEMBI
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method, thanks to changes of weights in the fitness function, allows to tune the
method and focus on the better biclusters according to MSR or more on better
generalization and data coverage. The proposed method iteratively divides the
flat space of the data on the predefined number of areas, but chooses the most
advantageous, which could not be found in the accessible literature. HEMBI
in general works properly, but examining the results one can see undesirable
behaviour of MSR of the child biclusters. The problem lies in a definition of
fitness function, especially its MSR component.

Experiments with HEMBI allow us to formulate some improvements. The
serious problem lies in using the average of MSR of all child biclusters. The
proposed solution to this problem is the introduction of the penalty function
into the fitness function. This penalty should depend on the number of biclus-
ters with value of MSR greater than the parent bicluster and on the value of
sum of these differences. Additional possible modification of the fitness function
is removing its component connected with the number of biclusters. It is due
to observed behaviour that the method tried to generate maximal allowed num-
ber of biclusters. The above proposed modifications should at least reduce the
adverse effects of higher values of MSR of child biclusters than MSR of the
parent bicluster. It seems that the above modifications will not help in receiving
better balanced trees. The remedy for this problem could be a variance of child
biclusters. Clusters with similar MSR values should potentially give a similar
hierarchy structures during further processing. MSR tells us how divergent from
each other are values inside a cluster. So if the level of coherence of results is
similar, there is a greater chance of getting a similar structure of child biclusters.
A variance of visible biclusters in the chromosome should provide a level of sim-
ilarity of their MSR. In subsequent iterations of the Genetic Algorithm, at the
lower levels of tree, the mutation operator can produce too small changes in the
population, because the size of chromosomes becomes smaller. Therefore it might
be advisable to apply an adaptive probability of mutation, e.g., proportional to
the size of the chromosome in the process of generation the hierarchy.
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Abstract. Functional magnetic resonance imaging (fMRI) can be used to
predict the states of the human brain. However, solving the learning problem in
multi-subjects is difficult, because of the inter-subject variability. In this paper,
we use the synchronization of fMRI voxels when the brain responds to a
stimulus in order to construct features for achieving better data representation
and more efficient classification. With a simple definition of synchronization, the
proposed method is insensitive to the reasonable choices over a broad range of
thresholds. We also demonstrate a new unbiased method to compare multiple
subjects by applying the singular value decomposition (SVD) to the discrimi-
nation matrix, which enumerates the different patterns. The method for ana-
lyzing the fMRI data works well for identifying the meaningful functional
differences between subjects.

Keywords: fMRI � Synchronization � SVD

1 Introduction

Functional magnetic resonance imaging (fMRI) is a powerful tool to study the brain
activity. The common method to analyze fMRI data is to find non-zero blood oxygen
level dependent (BOLD) signal in a large cross section of voxels and apply statistical
parametric models to create images of brain activation [1]. Recently, using patterns of
the brain activity measured by fMRI data to predict the cognitive states of the subject
have been receiving much attention of the neuroscience community [2, 3]. In this
approach, one expects brain activation patterns to largely similar for lower-level brain
functions, such as vision or motor responses in order to find a common activity model.
Thereafter, all subjects are spatially normalized to a common template for creating the
voxel correspondence [4]. However, empirical evidence reveals that the activation
varies strongly from subject to subject [5, 6] and from group to group [7]. Therefore,
simply normalizing data across subjects and pooling the normalized data into region of
interest (ROI) super-voxels might not be the best option [8]. We believe that averaging
multiple fMRI time series should only be performed after we understand the sources of
variations in the data.
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When analyzing multiple subjects, a widely used method is to average data across
subjects in the same task [8, 9]. However, for an inhomogeneous group of subjects, this
method gives incorrect description of subject-to-subject variation. Most fMRI studies
do not concentrate on diagnostic classification and utilize group averaging in order to
differentiate subject classes, such as age or clinical conditions. Moreover, since the
group-averaged activation profiles cannot be used for a high demanding problem of
classification, there is simply no prediction accuracy. When a fMRI dataset becomes
larger, the classification will be more severe, because some manually curated classifiers
can be statistically meaningful, but other classifiers cannot. In general, these mean-
ingful classifiers are not known beforehand. Thus, there is a need to develop automatic
classification algorithms that can exploit the ever-growing of fMRI dataset for
knowledge discovery.

The structure of the rest of this paper is as follows. In Sect. 2, we describe the
synchronization method for analysis of the fMRI data and show how the synchro-
nization patterns were constructed. Section 3 presents experimental results of the
proposed method. Finally, we conclude the paper in Sect. 4.

2 Proposed Method

2.1 Synchronization Approach

An fMRI signal consists of activated signals and uninterested signals, such as
physiology-related or motion-related signals. To extract the activation areas, we
employ the independent component analysis (ICA) [10] to a group of Alzheimer’s
disease and normal subjects which we described in Sect. 3. The sensory-motor
experiment suggests that the ROIs are those associated with visual processing and
motor response. Next, we created a brain mask consisting of the regions using the
Brodmann template. After applying the ICA, an activation map consisting of voxels,
whose spatial map of highest correlation was selected. The ROIs which can be iden-
tified are the primary motor cortex (PMC), the supplementary motor area (SMA), the
primary visual cortex (PVC), and the extrastriate visual cortical areas (EVC) (Fig. 1).

For a particular active region, many voxels must be activated simultaneously in
order to make a strong response. This implies that a large cross section of voxels should
be synchronized for reaction to a stimulus. These cross sections of voxels can be
discovered through statistical clustering that is based on the magnitude of their
responses to the experiments [11]. The similarity between voxel time series are com-
monly measured with linear techniques, such as the coherence [12] and the duration of
coupling between a pair of neurophysiological processes [13].

Coherence measures the synchronization in the frequency domain, by comparing
the average cross and power spectra of the two time series across the low-frequency
band. At the same time, the duration of coupling between a pair of neurophysiological
processes is the length of time that their band-pass filtered signals are in phase syn-
chronization with each other. The color maps of the coherence and the duration of
coupling between a pair of neurophysiological processes of four Brodmann areas are
shown in Fig. 2.
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Although these approaches can measure the synchronization, they have some
limitations. First, we have to choose a time window for measuring frequency spec-
trums. Moreover, no assumption is made for the synchronized cross section, i.e. as long
as the synchronization is persistent in time, it can be detected even if only two of
K voxels are synchronized. Another method, which applies a grapth theory on resting
state fMRI and uses graph measured as features for classification [14]. However, as we
mentioned, physiologically meaningful synchronizations present large spatial cross
sections. In this paper, we show how one can take advantage of this large spatial cross
section of synchronized voxels in order to detect brief synchronizations.

Consider xi(t) and xj(t) are the BOLD signals from two voxels i and j. Their
standardized fMRI activities can be defined as follows:

Fig. 1. Slices of the standardized anatomical brain showing the most strongly activated voxels
obtained by ICA on the group of 27 subjects, over a brain mask comprising the visual processing
and motor response Brodmann areas.

Fig. 2. Color maps of the (a) coherence matrices and (b) phase difference matrices between
voxels within (left to right) the primary motor cortex (PMC, 1267 voxels), the supplementary
motor area (SMA, 3601 voxels), the primary visual cortex (PVC, 1137 voxels), and the
extrastriate visual cortical areas (EVC, 5949 voxels) of Alzheimer subject 2. The average
coherences over all voxels over all times are 0.35 ± 0.29 (PMC), 0.32 ± 0.27 (SMA), 0.48 ± 0.31
(PVC), and 0.33 ± 0.29 (EVC). The average phase differences between all voxel pairs over all
times are −0.06 ± 0.74 (PMC), 1.3 ± 1.5 (SMA), 0.02 ± 0.55 (PVC), and 0.01 ± 0.52 (EVC).
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The two voxels i and j are instantaneously synchronized if both of the standardized
fMRI activities fi tð Þ and fj tð Þ achieve a given threshold at the same time t. In exper-
iments, this synchronization is robust because it does not depend on a particular
selected threshold.

From the standardized fMRI activities, we can calculate the dynamic standard
deviation as below:

rðtÞ ¼ 1
N

XN
i¼1

ðfiðtÞ � lðtÞÞ2:

This equation gives us a sense of the varying of the BOLD signals across voxels at
any given point of time. The dynamic standard deviation is mostly constant except
when the episodes of activation are very differential.

To ensure that only stimulation signals were picked up, we considered two voxels
as being instantaneously synchronized only if they emerge together from a rejection
band. The rejection band in ð�r; þ rÞ for the rest of the paper is the time average of
the dynamic standard deviation. It can be computed as follows:

r ¼ 1
T

XT
t¼1

rðtÞ

Next, we define the positive synchronization and negative synchronization fractions
at time t:

qþ ðtÞ ¼
1
N

XN
i¼1

hðfiðtÞ � rÞ;

q�ðtÞ ¼
1
N

XN
i¼1

hð�fiðtÞ � rÞ

where the fractions of voxels whose standardized fMRI signals rise above or fall below
þ r ð�rÞ and the unit step function can be computed as follows.
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h xð Þ ¼ 1; x[ 0;
0; otherwise

�
:

It is noted that qþ ðtÞ and q�ðtÞ represent the spatial cross sections of positive and
negative synchronizations.

In Fig. 3, the positive and negative synchronization fractions can be seen on the top
and in the middle row. The relative strengths of the positive synchronization peaks
coincide with troughs of the negative synchronization. It ensures the synchronization
patterns observed are functionally meaningful, or at least as meaningful as the mean
time course in measuring cognitive functions. These synchronization patterns in the
four ROIs can be better visualized in a single color map (bottom row), where the blue
area indicates strong negative synchronization and the red area indicates strong positive
synchronization. In this color map, the green area indicates the absence of strong
positive or negative synchronizations.

2.2 Feature Selection

We look for the described above differentiated responses in different ROIs in the brain.
There are two ways for the responses of different ROIs to be discriminated: (1) syn-
chronizing a ROI before synchronizing another ROI, (2) synchronizing a ROI is
stronger than another ROI. In fMRI experiments, it may be difficult to see the first type
of differentiation because of low time resolution, so we concentrate on looking for the
second type of differentiated response, as shown in Fig. 3.

Fig. 3. Positive and negative synchronization patterns of four Brodmann areas: primary motor
cortex (PMC) (red), supplementary motor area (SMA) (green), primary visual cortex
(PVC) (blue), and extrastriate visual cortical areas (EVC) (cyan) in Alzheimer subject 2 (Color
figure online).
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In Fig. 4, we show the synchronization fractions of all ROIs in 13 Alzheimer and 14
normal subjects. If the subjects were given the same task sequence, we would be able to
directly compare functional differences in their responses to the tasks. In this figure, the
task sequence varies from subject to subject. Therefore, though the synchronization
patterns are interesting, the functional responses of different subjects can not be directly
compared. For such fMRI data, we must perform functional comparison indirectly
between different subjects. To this end, a discrimination matrix has been constructive.

Firstly, we go through the synchronization pattern of an individual subject and find
an instance of a particular ordering of synchronization fractions. For example, the
strongest synchronization can be found in the PMC, the next strongest synchronization
in the SMA, followed by the PVC, and then the EVC areas for a particular stimulation
episode. This is a functional pattern we may find in other subjects as well. Thus we
search exhausting functional patterns and list the subjects we find these patterns in the
form of a non-square matrix. In this discrimination matrix, called D the rows represent
different subjects while the columns represent different functional patterns, such that
Dij ¼ 1 if functional pattern j is found in subject i, and Dij ¼ 0 otherwise. After that, we
utilize SVD analysis for the matrix D ðD ¼ URVTÞ, where the columns of U are
eigenvectors of subjects and the columns of V are eigenvectors of functional patterns.

3 Experimental Results

3.1 Data Preparation

We used the publicly-known data of Washington University [15]: 13 subjects (six
males with the mean age of 77.2 years) with very mild to Alzheimer’s Disease con-
ditions and 14 normal subjects (five males with the mean age of 74.9 years) were
scanned in a simple sensory-motor experiment. The functional images were obtained
using asymmetric spin-echo sequence sensitive to BOLD contrast with following
parameters: TR = 2.68 s; 3.75 × 3.75 mm in-plane resolution; T2* evolution
time = 50 ms (ms); alpha = 90°. Whole brain volumes were obtained using 16 con-
tiguous 8-mm think slices with parallel to the plane of the anterior-posterior com-
missure. The raw data were received from the fMRI Data Center at Dartmouth College

Fig. 4. Synchronization color maps of all ROIs in all 13 Alzheimer and 14 normal subjects

684 N.D. Bui et al.



and preprocessed using SPM8 [16]. The images were motion corrected and normalized
to coordinates of Talairach and Tournoux [17]. They were also smoothed with a 4 mm
Gaussian kernel to decrease spatial noise.

3.2 Results

Referring to Fig. 4, we recognized that there is no easy way to directly compare the
synchronization patterns of different subjects since the sequences of tasks that given to
the subjects are different. Therefore, we constructed a discrimination matrix to look for
hidden functional differences between subjects. As we are interested in the functional
classification of subjects, we plot the weights of each subject along the first and second
principal components of U. Clusters that appear in such a plot give a natural classifi-
cation scheme (Fig. 5).

Alternatively, if we are interested in a natural classification scheme for the func-
tional patterns, we can plot the weights of each functional pattern along the first and
second principal components of V. Again clusters that might appear in such a plot
would allow us to naturally classify functional patterns. We found that the Alzheimer
and normal subjects are not differentiated, during positive or negative synchronizations.
Thus, these two pieces of information in the form of a reordered version of the dis-
crimination matrix can be combined. To reorder the discrimination matrix, we make
use of the fact that the second principal component is generally associated with the
greatest difference between subjects. In this second principal component, a subject with
positive weight has similar functional patterns compared to another subject with pos-
itive weight, but dissimilar functional patterns from a subject with negative weight.
Therefore, we reordered the subjects, so that those with positive weights come first,
followed by those with negative weights.

We combined two pieces of information in the form of the reordered version of the
discrimination matrix. In the second principal component, a subject with positive weight
has similar functional patterns compared to another subject with positive weight, but

Fig. 5. Plots of weights of individual subjects (27 subjects, including 13 Alzheimer and 14
normal) of the first and second principal components of the discrimination matrices obtained
from positive synchronization (left) and negative synchronization (right).
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dissimilar functional patterns from a subject with negative weight. From reordered
discrimination matrix, we found mostly nondiscriminatory patterns that appear in all
subjects. However, we recognized discriminatory patterns and the two clusters of
subjects are primarily discriminated by the positive synchronization patterns:

From negative reordered matrix, it is shown that the two clusters of subjects are
primarily discriminated by the negative synchronization patterns:

Here we found the primary motor cortex (BA4) being most frequently the most
negatively synchronized, followed by the primary visual cortex (BA17) and the
extrastriate visual cortical area (BA18/BA19).

4 Conclusion

In this paper, we have presented a new and effective feature selection method for
analyzing fMRI data to find the meaningful functional differences between subjects.
Instead of looking for average activation profiles, we examined synchronization pat-
terns in different parts of the human brain. Based on these patterns we constructed a
discrimination matrix between subjects and between synchronization patterns, whose
matrix elements tell us whether a given pair of subjects can be discriminated by a given
positive or negative synchronization pattern. When subjects can be classified into
natural clusters, we showed that it is possible to identify the most important functional
differences between these subject clusters.
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Abstract. Fingerprints are the most used biometrics features for identification.
Although state-of-the-art algorithms are very accurate, but the need for fast
processing speed for databases containing millions fingerprints is highly
demanding. GPU devices are widely used in parallel computing tasks for its
efficiency and low-cost. In this paper, we propose to adapt minutia cylinder-code
(MCC) matching algorithm, an efficient algorithm in term of accuracy to GPU.
The proposed method fits well with the architecture of the GPU that makes it
easy to implement. The results of our experiments with a GTX- 680 device show
that the proposed algorithm can perform 8.5 millions matches in a second that is
suitable for real time identification systems having databases containing millions
of fingerprints.

Keywords: Fingerprint identification � Matching � Minutiae � MCC � GPU �
CUDA

1 Introduction

The fingerprint matching algorithms which compare two given fingerprints and return a
degree of similarity are often classified into three types: correlation-based,
minutiae-based, and ridge feature-based matching. The Fingerprint Verification Com-
petitions (FVC) [2] shows that the minutiae-based matching is the most popular
approach. Minutiae are the points where a ridge continuity breaks and it is typically
represented as a triplet (x, y, θ); where x and y represent the point coordinates and θ is
the ridge direction at that point. The task of the minutiae-based matching approach is to
find the maximum number of matching minutiae pairs in the two given fingerprints.
Figure 1 shows the matches between two fingerprints based on minutiae.

Minutia Cylinder-Code (MCC), a state-of-the-art matching algorithm in term of
accuracy, takes 3 ms to perform a matching. So it takes 3 s to identify a fingerprint in a
database of 1000 fingerprints. With a large database containing millions of fingerprints,
the identification process will take a long time. This is the case of the huge civil
identification systems being deployed [20].

There are two popular methods to increase the speed of fingerprint identification:
reducing the total number of fingerprint comparisons (through fingerprint classifica-
tion [16, 17], pre-filtering using indexing techniques [18, 19]), or using parallel
architectures [14]).
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Graphics Processing Units (GPUs) have been proven to be very useful for accel-
erating the processing speed of computationally intensive algorithms. These devices
introduce massive parallelism in the calculations and have been applied successfully in
many fields such as artificial intelligence [21, 22], simulation [23] and bioinformatics
[24]. Recently, a number of studies suggest using GPU in MCC fingerprint matching
like the works of Gutierrez et al. [12], Capelli et al. [13]. In this paper, we propose a
different approach to adapt MCC algorithm to GPU, the proposal fits well with GPU
computing architecture, make it easy to be implemented.

The rest of the paper is organized as follows. First, we review the MCC fingerprint
matching algorithm in Sect. 2. GPU programming model is briefly described in Sect. 3.
Section 4 describes our adaption MCC to GPU. Finally, Sect. 5 details the experimental
results over FVC 2002 DB database.

2 MCC Matching Algorithm

2.1 MCC Representation

Most minutiae-based matching algorithms consist of two steps: the first step performs a
local structure matching, following by a consolidation step. The local structure
matching allows quickly to find pairs of minutiae that can be matched locally and can
be the candidate for aligning between the two fingerprints. The local structures are
normally invariant to the fingerprint rotation and translation. Local structures of
minutiae are typically represented by neighboring minutiae [3, 11], ridge [7, 8], ori-
entation [9, 10], or combination of these [6]. Recently, Minutia Cylinder-Code
(MCC) representation [4] shows a good performance in term of both accuracy and
speed. In MCC presentation, each minutia is represented by a cylinder feature. This
cylinder is centered at the minutia, has a fixed radius R, and a height of 2p. Each
cylinder is divided into Ns � Ns � Nd cells as shown in Fig. 2. Ns defines the resolution
of the discretized 2D space around minutia m ðNs � NsÞ and Nd represents the number
divisions applied to the height of the cylinder (2p) which represents angular distance.

The contribution of each minutia mt to a cell (of the cylinder corresponding to a
given minutia mi), depends both on: spatial information (how much mt is close to the

Fig. 1. Fingerprint matching based on minutiae.
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center of the cell), and directional information (how much the directional difference
between mt and mi), is similar to the directional difference associated to the section
where the cell lies). In other words, the value of a cell represents the likelihood offinding
minutiae that are close to the cell and whose directional difference with respect to mi.

Once a cylinder ci is built for minutia mi, it can be simply treated as a single feature
vector. With a negligible loss of accuracy [4], each element of the feature vector can be
stored as a bit.

2.2 Similarity Score

A simple but effective similarity measure between two bit vectors of cylinders ci and cj
is described in Formula 1 [4]

sim ci; cj
� � ¼ 1� jjvi�vjjj

jjvijj þ jjvjjj if d hi; hj
� �� dh

0 otherwise

(
ð1Þ

Where

• � represents the bitwise XOR operator;
• jj:jj represents the Euclidean distance;
• dðhi; hjÞ is the difference between the two angles of two minutiae mi and mj;
• dh is the maximum rotation threshold allowed between two fingerprints.

With the cylinder set of the two fingerprints (T and Tq) to be matched, a local
matching process is started. This computation is performed on every pair of cylinders
and the results are stored in a matrix. In order to compare the similarity score s of two
fingerprints T and Tq, there are two strategies: Local Similarity Sort (LSS) technique
sorts all values of the matrix and computes the average of the top nP values. A more
accurate, but less efficient similarity measure is the Local Similarity Sort with
Distortion-Tolerant Relaxation (LSS-DTR). LSS-DTR adds a consolidation step to

Fig. 2. Structure of a cylinder [12].
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LSS, in order to obtain a score that modifies the local similarities to hold at global level.
Figure 3 shows steps to calculate similarity score s using LSS, s is the average of the
top nP values chosen from the similarity matrix.

3 Graphics Processing Units

The Compute Unified Device Architecture (CUDA) is one of the most widely-adopted
frameworks for GPGPU. CUDA is a hardware and software architecture that enables
NVIDIA GPUs to execute parallel kernels written in C/C ++. The physical architecture
of CUDA-enabled GPUs consists of a set of Streaming Multiprocessors (SM), each
containing 32 cores following SIMD (Single Instruction Multi Data) scheme. Threads
are instances of a kernel and share the same code but each thread works on a different
dataset. Threads are grouped into blocks. All threads of the same block are executed on
the same SM and share the limited memory resources of that multiprocessor. The
maximum number of threads in a block cannot be too large (1024 for the GPU device
used in this work). However a kernel can be executed by multiple, equally-sized
blocks, forming a grid: the total number of threads is then equal to the number of
blocks times the number of threads per block (Fig. 4). Each SM schedules and executes
threads in groups of 32 parallel threads (being 32 the number of cores in a SM) called
warps. A warp executes one common instruction at a time, so full efficiency is realized
when all 32 threads of a warp synchronize their execution path. If threads of the same
warp take different paths (due to flow control instructions), they have to wait for each
other. It is important to make GPU threads extremely lightweight.

CUDA threads have access to various memory types (Fig. 4): each thread has its
registers, which are the fastest memory, and its private local memory (which is slower);

Fig. 3. Similarity score computing process using LSS [13].
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each block has a small shared memory, accessible to all threads of the block and with
the same lifetime of the block; all threads have access to the global memory: the largest
memory and slowest memory type, which is accessible by all threads of all blocks, so it
is used for communication between different blocks and with the host (the program
running on CPU). When a warp executes an instruction that accesses global memory, it
coalesces the memory accesses of the threads within the warp into one or more of these
memory transactions. Therefore a very important optimization in CUDA is ensuring
that global memory accesses are as much coalesced as possible.

4 Adapting MCC Algorithm to GPU

For identifying a query fingerprint Tq in a database of N template fingerprints
fT1; . . .; TNg using MCC matching algorithm, the first step is to calculate similarity
matrices, after that similarity score set S ¼ fS1; S2; ::; SNg is calculated from the
average of top nP values of the similarity matrices (LSS approach). Figure 5 demon-
strates the calculating steps of the MCC algorithm.

When adapting the algorithm to GPU, the aim is to maximize active threads.
Threads are grouped by wraps, each of which contains 32 threads. Due to the varying
minutiae number of fingerprints, to avoid divergence between threads in the warps,
several approaches [12, 13] suggest to mainly divide the MCC matching algorithm into
two separate kernel GPU calls. The first kernel GPU call is to calculate all similarity
matrices. The second call is to calculate the match scores from similarity matrices.

Fig. 4. CUDA: grid, blocks, threads, and the various memory spaces [13].
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When dividing the algorithm into separating calls, it is necessary to transfer data
between kernel calls. Meanwhile, some advantages of the GPU architecture like share
memory are not utilized. [13] uses a very careful design to adapt the algorithm and ad
hoc technique to translate the similarity matrix to a fix size one.

Our approach is based on the fact that using 32 minutiae for each fingerprint is
enough for the matching process. From statistics on FVC 2002 fingerprint databases,
the average number of minutiae of each fingerprint is 30, and the average number of
matches for a genuine matching is only 6. In our algorithm, we use all minutiae for
calculating cylinders of the fingerprint, after that, we choose 32 minutiae with cylinder
having maximum number of 1 value. Minutiae with cylinder having small number of 1
value tend to be the outlines of a fingerprint. All minutiae are used to calculate
cylinders so the bit vectors of cylinders are not affected.

By following our approach, all the similarity matrices in Fig. 5 have the same size
32 × 32. We use one GPU block for each matching between template fingerprint Tk and
query fingerprint Tq, each block has 32 threads. The algorithm uses LSS technique to
find the similarity score. Each thread of the block is used for calculating a column in the
similarity matrix, and finding the maximum value in that column. The first thread of the
block is used to calculate the similarity score from the average of maximum values
found from 32 threads of the block. The detail algorithm is described in the Fig. 6,
where:

• The GPU block with the index of bidx is used to calculate the similarity score Sbidx
between fingerprint template Tbidx of the fingerprint database with the query fin-
gerprint Tq. Each thread with the index of tidx of the block is used to calculate the
maximum value of the matrix column and store found value into the array
maxValue.

• All cylinders of the templates of the databases are loaded into the global memory of
GPU before steps 1, 2 of the algorithm.

Fig. 5. Calculating steps for fingerprint identification process using MCC [13].
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• Similarity value sim ci; ctidxð Þ in line 7 is calculated by using Formula 1 (in Sect. 2.1).
• syncthreadsðÞ function in line 11 is a barrier for all the threads of the block, after

that all the results of the threads of the block are available for calculating.
• The similarity score Sbidx is calculated in line 13 by the first thread of the block using

maximum values found by 32 threads of the block.

The proposed algorithm fits well with GPU computing architecture in which blocks
contains the same number of threads, thus make it very easy to implement.

5 Experimental Results

In order to evaluate our proposed approaches, we used FVC 2002 DB fingerprint
database to perform the experiments. In the minutiae extraction and MCC cylinders
creation process, we used tools from Pérez et al. [25]. The generated MCC templates of
fingerprints were stored on disk for the experiments.

Fig. 6. Proposal adapting MCC algorithm for GPU.
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For evaluating the accuracy of the proposed algorithm, the result of the proposed
algorithm is compared with the result of the MCC baseline algorithm in which all
minutiae are used for the matching process. Table 1 shows the results of the
experiments.

We have achieved an EER of 1.76 % against a 1.64 % of MCC-baseline. These are
certainly minor differences and can be accepted in real world applications.

For evaluating the speed of the proposed algorithm, we carried out all the exper-
iments on an NVIDIA GeForce GTX 680 with 1536 CUDA cores, Kepler Architecture
and 2 GB of memory. FVC 2002 DB was scaled to different database sizes (ranging
from 10000 to 200 000) to study how the GPU based algorithm scaled with the
database size. 10 input fingerprints were randomly selected to be identified. Table 2
shows the results of experiments with different database sizes.

At larger DB sizes, the throughput of the proposed algorithm is stable at 8.5
millions matches per second, no scalability issues were found. The result is higher than
the result reported in [12], which gains 55.7 thousand matches per second using the
same GeForce GTX 680 device, and comparable to state-of-the-art result [13] which
gains 9 millions matches per second using Tesla C2075 GPU.

6 Conclusions

This paper proposed a simple approach of adapting MCC to GPU. Using all minutiae
for calculating cylinders, then choosing 32 minutiae for matching, the approach
actually fits well with the GPU computing architecture and can be easily implemented.
The proposed method does not affect to the accuracy of the original algorithm. The
speed of the adapting algorithm is comparable with the results of the state-of-the-art
published algorithm. The proposed approach can be easily scaled-up. Thus, it is pos-
sible to implement a large-scale fingerprint identification system on inexpensive
hardware.

Table 1. Experimental results on DB1 of FVC 2002

Algorithm EER FMR 100 FMR 1000 FMR Zero

MCC baseline 1.64 % 2.10 % 3.89 % 4.85 %
Our algorithm 1.76 % 2.29 % 4.32 % 5.46 %

Table 2. Execution time of the first ten queriess with different size databases

DB size Time (ms) Throughput (KMPS)

10000 14 7142
50000 61 8196
100000 119 8403
150000 850 8474
200000 1105 8510

Exploiting GPU for Large Scale Fingerprint Identification 695



In the future, we are planning to integrate this work with other modules: Query
Module which maintains a queue of the queries received from the clients and sends the
query to GPU, RefinementModule (RM) which gets score set S from GPU, considers top
scores and compares them to Tq using MCC with LSS-DTR to provide the final result.
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Abstract. The article deals with complex analysis of myocardial fibrosis. In
clinical practice, myocardial fibrosis is commonly examined by MRI. This kind
of disease is commonly assessed by human eyes. There isn’t any diagnostic
software alternative for evaluation of myocardial fibrosis features. The proposed
method partially solves this problem. The main intention is automatic extraction
of fibrosis area. This area is represented by closed curve which reflects shape of
analyzed object. At the beginning of algorithm, initial circle is set on the fibrosis
area. In iterative steps, this circle adopts shape of pathologic lesion. Before
execution of segmentation process it is needed to specify region of interest
(RoI) and image preprocessing which comprises especially low pass filtration.
Filtration process suppresses unwanted adjacent objects. This step is quite
important because active shape method could spread out of fibrosis borders and
resulting curve has wouldn’t reflect real shape of myocardial fibrosis.

Keywords: Magnetic resonance imagining � Cardiomyopathy � Myocardial
fibrosis � Active shape method � Image segmentation

1 Introduction to Myocardial Fibrosis

Myocardial fibrosis is one of the most severe causes of cardiac insufficiency.
Myocardial fibrosis which is caused by heart-attack takes the main cause of death
worldwide. Heart-attack is common and frequent manifestation of ischemic heart
diseases. During the heart-attack it goes to myocyte apoptosis with consequent
ischemia which is result of unbalancing between delivery and demand of blood (blood
supply). Myocardial fibrosis is defined as increased volume fraction of collagen in
myocardium. In the dependence of pathological kind, saving of collagen is different.
Therefore, it leads to deterioration of systolic and diastolic function of heart’s chamber
and to deterioration of myocardium elasticity. In severely affected myocardium, fibrosis
may take up to 40 % myocardial space. Expect of ischemic diseases, myocardial
fibrosis can manifest on rheumatic diseases as well [1–3]
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2 Myocardial Fibrosis Definition

According to etiology, we recognize three types of myocardial fibrosis:

1. Reactive interstitial fibrosis (RIF) is caused by diffusion of fibrosis distribution in
interstitium with progressive beginning. Due of many facts, collagen is synthesized.

2. Infiltrative interstitial fibrosis (IIF) is caused by progressive saving of amyloid or
glycosphingolipid in interstitium.

3. Substitution fibrosis (SF) is presented in the case of damaging or necrosis of
myocytes. It leads to substitution of collagen I. degree, consequently scar is created.
This type can be manifested locally (ischemic and hypertrophic cardiomyopathy,
myocarditis, sarcoidosis) or it can goes to diffusion saving (Chronical renal insuf-
ficiency, toxic cardiomyopathy, inflammatory diseases). RIF and IIF in late stages
come to SF [4, 5] (Fig. 1).

3 Myocardial Fibrosis Diagnosis

During the diagnosis of myocardial fibrosis (presence, scale, prediction of further disease
development) is indispensable examination on MRI. Local changes of myocardium are
possible to detect and represent with imagining of late myocardium saturation by contrast
agent. This imagining is based on the difference in signal intensity between fibrosis
myocardium and normal myocardium after giving contrast agent. T1, T2 and T2*

mapping techniques are used for imagining of myocardial fibrosis. By using sequence
MOLLI (T1 mapping technique represents relaxation of myocardium) and shorten ver-
sion shMOLLI, it is possible to set accurate values of T1 relaxing time. Those sequences

Fig. 1 Etiophysiopathology of myocardial fibrosis
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are not commonly implemented to proprietary software on most MRI devices. The
behaving of myocardial fibrosis is different on ischemic affection, where is typical
subendocardial or holomyocardial fibrosis with pathological perfusion of this myocardial
tissue. Contrarily, myocardial fibrosis is mainly appeared in central or subepicardial part
of myocardium and doesn’t exhibit change inmyocardial perfusion studies [6, 7] (Fig. 2).

3.1 The Process of Myocardial Fibrosis Examination

The performed examinations are mainly quantitative. Twenty minutes after application
of double dose contrast agent (mainly Gadovist) on sequence PSIR, myocardial fibrosis
quantity is assessed. On sequence PSIR, we try to choose inversion time same as
inversion time of physiological myocardium. Signal of physiological myocardium is
suppressed and contrarily signal of myocardial fibrosis is highlighted. In the case of
inhomogeneous or global myocardium fibrotisation, it goes to repeated artifacts which
don’t allow accurate assessment of inversion time of myocardium. Sequence for
assessment of inversion time physiological myocardium is closely related to sequences
MOLLI and shMOLLI [1, 2, 6, 7].

4 The Proposed Methodology for Extraction
of Myocardial Fibrosis

The main intention of proposed solution is automatic extraction of area myocardial
fibrosis. This task is especially important in the field of clinical practice. Myocardial
fibrosis is frequently solved task in the field of heart diseases. In the clinical practice,

Fig. 2 Myocardial fibrosis gained by MOLLI sequence
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there is a significant problem with recognition area of myocardial fibrosis and quan-
tifying geometrical parameters such fibrosis symmetry, perimeter and lesion area. The
key benefit of proposed method is the fact that method approximates myocardial
fibrosis by smooth curve. Consequently it is allowed to compute geometrical param-
eters which reflect clinical state of macular lesion. Currently, there is no any other
suitable alternative for assessing myocardial fibrosis. Whole segmentation process is
divided into three major parts. Firstly, it is necessary to specify region of interest
(RoI) with interpolation. The problem is that myocardial fibrosis takes small part of
input image area, myocardial fibrosis is extended by ROI. Another benefit is resizing of
relatively small image part to larger area. If we performed only RoI, we would obtain
image which is affected by worse contrast. Therefore, interpolation technique has been
used. Interpolation procedure increases number of pixel and gives detailed image’s
information. Second step deals with filtration of RoI. For this task, low-pass filter has
been used. Filtration partially suppresses adjacent structures. In the output of this
procedure we obtain image, where higher frequencies are suppressed. This step is
especially important for ensuring that active shape won’t spread out of analyzed
contour. After taking mentioned procedures segmentation is performed. The core of
segmentation consist active geometrical model which iteratively adopts shape of
myocardial fibrosis. It is necessary to set initial contour which is placed inside the
object. Contour is consequently formed up to borders of fibrosis. Algorithm output
gives continues and closed curve which should reflect area of myocardial fibrosis.
Whole process of segmentation is illustrated on Fig. 3.

4.1 Defining Active Geometrical Model

The active geometrical model is based on the level set method. Analyzed images are
generated in two dimensional spaces. Therefore, following derivations are proposed in
dimension Ω2. Active model is given as: ϕx,t, where x = (x,y) are coordinates of points
and t denotes time. In given time, curve ϕx,t divides space into two parts. The devel-
opment of active contour is show on Fig. 4.

Fig. 3 The block diagram of myocardial fibrosis segmentation
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For simplification, it is reasoning initial curve as unit circle K with center (0,0).
This circle divides space into inner and outer area:

in K ¼ X� ¼ fx xj j\1g ð1Þ

out K ¼ Xþ ¼ fx xj j[ 1g ð2Þ

With border:

dX ¼ fx xj j ¼ 1g ð3Þ

Implicit expression such function is following:

/x;y ¼ x2 þ y2 � 1 ð4Þ

The circle which separates inner and outer area is defined as:

/x;y ¼ 0 ð5Þ

Inner area X� is defined as:

/x;y\0 ð6Þ

Outer area Xþ is defined as:

/x;y [ 0 ð7Þ

The Fig. 5 shows specification of initial contour. For our purposes circle with zero
shift has been used.

Generally, active geometrical model is described as:

Ct ¼ fxj/x;t ¼ 0g ð8Þ

Fig. 4 The development of active geometrical model
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For each point x = (x,y) in inner and outer area, distance is calculated by distance
function dx from nearest point xc = (x,y)c which is placed on boarder dX.

dx ¼ minxc2dXðjx� xcjÞ ð9Þ

Value of each point x is given by sign distance function:

/x ¼
�dx; x 2 X�

0; x 2 dX
þ dx; x 2 Xþ

8<
: ð10Þ

Points which are placed in inner subspace have negative value of distance. Con-
trarily, points which are placed in outer subspace have positive values. Segmentation
foreground from background is given on the base of minimization following functional:

E c1; c2;Cð Þ ¼ a
Z ðnx;y � c1Þ2dxdyþ b

Z ðnx;y � c2Þ2dxdyþ c
Z jCpjdp ð11Þ

First and second part of integral equation describe deviation points intensities nx;y in
inner space Xþ respectively in outer space X� from middle point in these spaces c1; c2.
The last part ensures smoothness of boarder Γ, where p denotes points which belong to
boarder, α, β, γ are weighted coefficients.

These average values of foreground and background are represented by coefficients
c1; c2.

c1 ¼
R nx;y:ð1� Hð/x;yÞÞdxdy

Rð1� Hð/x;yÞÞdxdy
ð12Þ

c2 ¼
R nx;y:Hð/x;yÞdxdy

R Hð/x;yÞdxdy
ð13Þ

H(ϕx,y) denotes to Heaviside function, which is described follows: [8]

Fig. 5 The implicit circle representation with radius 1 and center (0,0)
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H /x;y

� � ¼ 1;/x;y � 0
0;/x;y\0

�
ð14Þ

5 Data Analysis and Segmentation Results

The myocardial fibrosis is standardly exanimated by MRI because of higher resolution
and recognition of physiological part of myocardium and manifestation of myocardial
lesions. Analyzed records have been acquired by MRI device. Twelve patient’s records
have been used for purposes of our analysis. The important requirement of segmen-
tation process is separation foreground from background. Before taking segmentation
process, it is needed to perform interpolation and filtering of selected RoI area. By
those procedures we achieve smooth image and adjacent object should be suppressed.
Segmentation procedure goes in iterative steps. Number of iterations is key parameter
of segmentation procedure. If we choose smaller number of iterations, we would obtain
resulting curve which doesn’t reflect myocardial fibrosis shape. On the other hand
computed time would have been reduced. For our purposes, we used 100 iterations. It
increases computed time, but resulting curve relevantly reflects analyzed object.
Experimental results of segmentation process are shown on Figs. 6 and 7 below.

After performing analysis, it is necessary to evaluate validation of proposed solu-
tion. Two alternatives have been used. We performed comparison with commercial
software ImageJ. Software allows manually set reference points along the analyzed
object. Consequently, individual points are fitted into continues curve. On the output,
area of curve is calculated. Second alternative way deals with estimated results of
curve’s areas, calculated theoretically by MRI physicians.

Fig. 6 Original MRI data with RoI (left), sequence of evolution active geometrical model (right)
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The last part of analysis deals with comparison of proposed method with clinical
results and manual fitting by software ImageJ. There is a statistical comparison, on the
Fig. 8. Twelve patient’s samples have been tested for this purpose. Mentioned methods
exhibit identic results as used active geometrical model. This fact has been proofed by
clinical experts from Department of Radiology. On the one hand software ImageJ gives
nearly identic results as active shape method with minor observable differences, but on
the other hand this software does not allow to automatic segmentation. It is significant
problem because we are allowed set system of reference points around the object and
those points are consequently fitted by smooth curve. It is obvious that this semi
manual method is influenced by subjective error. Contrarily proposed active shape
method adopts shape of macular fibrosis automatically. The significant benefit is that
method is robust and reliable even in noisy environment.

Fig. 7 Original MRI data with RoI (left), sequence of evolution active geometrical model (right)

Fig. 8 Comparison of myocardial fibrosis area

Extraction of Myocardial Fibrosis Using Iterative Active Shape Method 705



6 Conclusion

The main intention of paper is design and implementation of complex methodology for
analysis of myocardial fibrosis and evaluation of fibrotic area. The segmentation pro-
cess is given by three essential steps: data analysis, image preprocessing and compu-
tation of segmentation model. After taking mentioned procedures, myocardial fibrosis
is represented by closed smooth shape which reflects their geometrical features. There
is a possible alternative for analysis of myocardial fibrosis by segmentation approach
which uses color mapping of individual structures. This method allows clear separation
of myocardial fibrosis from other structures. In result we would obtain area of object
which is clearly observable but this method does not allow evaluation of geometrical
parameters which are for clinical purposes crucial. Currently, there isn’t any proprietary
software for assessment of myocardial fibrosis. Fibrosis assessment is standardly
performed by physicians and their results are affected by subjective mistake. The
proposed way offers objective analysis and it is being currently tested in clinical
practice.
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Abstract. Object detection systems which operate on large data
streams require an efficient scaling with available computation power.
We analyze how the use of tile-images can increase the efficiency (i.e. exe-
cution speed) of distributed HOG-based object detectors. Furthermore
we discuss the challenges of using our developed algorithms in practi-
cal large scale scenarios. We show with a structured evaluation that our
approach can provide a speed-up of 30-180 % for existing architectures.
Due to the its generic formulation it can be applied to a wide range of
HOG-based (or similar) algorithms. In this context we also study the
effects of applying our method to an existing detector and discuss a scal-
able strategy for distributing the computation among nodes in a cluster
system.

Keywords: Image · Composed image · gpgpu · High performance com-
puting · Histogram of oriented gradients · HOG · opencl · Cuda

1 Introduction and Previous Work

Since the pioneering work of [2] many architectures for object detection started
to utilize histograms of oriented gradients (HOGs) as robust feature components.
Sadly the computation of HOGs introduces a high computational complexity, yet
the involved operations are highly parallelizable. The corresponding application
of GPUs has been widely studied in e.g. [5,12] or [1], yet to our knowledge no
detailed studies exist on the efficient distribution among multiple GPUs in a sin-
gle node let alone multiple computers. In this paper we present a method which is
capable of boosting the efficiency of existing HOG detectors without structurally
modifying them. Furthermore we discuss a scalable strategy for distributing the
computation among nodes in a cluster system.

Section 2 will briefly discuss the common approach to calculate HOG features
on massively parallel architectures with a special focus on GPUs. The following
Sect. 3 introduces our framework and discusses the challenges of practical appli-
cation. We conclude this paper with Sects. 4 and 5 which present our results on
standard image databases and an outlook for additional research, respectively.

c© Springer-Verlag Berlin Heidelberg 2016
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2 Histograms of Oriented Gradients

In order to understand our motivation for the later described tile-image approach
one has to understand the general structure of a GPU implementation for HOG-
based algorithms. Thus we will briefly explain the classic algorithm and use this
description to introduce the common “tricks” of GPU-ports.

2.1 The Algorithmic Structure

The classical HOG algorithm by Dalal involves a loop which sequentially executes
1+3 major phases: shrink image, shift detection window over the image, extract a
hog descriptor for each position, classify the descriptors. Where the last 3 phases
are repeated until all possible window positions have been analyzed (depicted
in Algorithm 1 where s, winw, winh, wins represent scale factor, window width,
window height and window stride, respectively).

Algorithm 1. Classic HOG
Require: HOG parameters: s, winw, winh,

wins, ...
Ensure: l
1: Ic = I, s̃ = s, l = ∅;
2: while Detection window fits into current image

do
3: Shrink(Ic,s̃);
4: Position the windows left upper corner at

(0, 0);
5: while Ic not covered do
6: Shift Window by one quantum wins;
7: Compute gradient image IG = (IA, Iφ)

for window content;
8: Calculate histogram H = H(IG);
9: Classify H, add result to l;

10: end while
11: Ic = I, s̃ = s̃ ∗ s;
12: end while
13: Group elements from l via Mean-Shift l =

MS(l);

The scaling itself with
O(Iw · Ih) weighs heavily
on the overall complexity
let alone the histogram
calculation for each window
position. The expression
’Ic not covered’ refers to
the check if there exists an
image position which can
be covered by the detection
window if it is shifted in
multiples of wins (note
that wins = (xs, ys) is a
2-tuple which defines a
horizontal and a vertical
shift quantum, i.e. shifting
is done with two for-loops).

In order to derive an
expression for the complex-
ity of Algorithm 1 we state
several facts in following

Theorem 1. Let Se = min{Iw/winw, Ih/winh} and Ic an image on scale
level c. Furthermore let bw, bh, bx, by, cw, ch, cx, cy, n be the block width, block
height, block stride x, block stride y, cell width, cell height, cell stride x, cell
stride y and bin count respectively. The following statements are true

– The total amount of scaling steps is A := �log(Se)/ log(s) + 1.0�
– Shrinking the image has a complexity of B := O(Iw · Ih).
– There are C := Ic,w−winw+xs

xs
· Ic,h−winh+ys

ys
window positions in Ic.



710 D. Malysiak and M. Markard

– Computing IG with two 1-dim convolution masks requires O(winw · winh)
operations.

– There are D := winw−bw+bx
bx

· winh−bh+by
by

blocks in each window.

– There are E := bw−cw+cx
cx

· bh−ch+cy
cy

cells in a block.
– Computing the histogram for a single window requires O(D · E · cw · ch)

operations.
– Each histogram has F := D · E · n elements.

The total complexity of a single HOG iteration for a single image is

O(A · (B + C · (winw · winh + D · E · cw · ch + F ))) (1)

From the complexity expression is becomes clear that each HOG parameter
plays an important role for the algorithms runtime, which is anything but small.

2.2 GPU Implementation

The usual structure of a GPU implementation is depicted in Algorithm2. Since a
modern GPU features several thousand execution units one attempts to delegate
at least one operation onto each execution unit. For some algorithm steps there
are more operations than execution units, for others there may be more execu-
tion units than operations. Yet GPUs follow the SIMT approach which enforces
several restrictions onto the algorithms structure. Explaining these challenges
would be beyond this papers scope, the interested reader might refer to e.g. [11].
The parallel for-loop in Algorithm2 only works under a “trick” common to all
implementations which attempt to reach state of the art detection speed; the
block stride must equal the cell dimensions and the cells in a block must not
overlap. This allows to precompute the gradient image for all window positions
on a single scale. A complete analysis of this structure (e.g. in the PRAM [4]
model) is beyond the scope of this paper. Thus we note at this point that par-
allelization can only modify the efficiency by a factor c = c(τ,W) with τ being
the shader count and W the set of hog parameters (the O notation omits such
factors). The comments in Algorithm 2 introduce such constants, the histogram
normalization is usually achieved by an additional phase (due to the previously
mentioned architecture restrictions), yet for the sake of simplicity we will regard
it as one stage.

We point out that each constant ci in Algorithm 2 has a different optimal
shader count si for which ci would equal 1. To illustrate this; cshrink = 1 for
sshrink = Iw · Ih while cclassify = 1 for sclassify =“histogram size”. If a GPU
would provide max si shaders and ∀i, j : si = sj , the complexity of Algorithm 2
would be Θ(scaleCount), which is unfeasible as memory latencies and the SIMT
programming model must be considered as well, let alone the fact that current
GPUs provide only a relatively small amount of shaders. One implication is
that not all phases can be equally efficient on the GPU, which is an inherent
aspect of most GPU-based multi-phase algorithms (e.g. [13]). It is difficult to
counter this problem, usually it is omited for reasons of convenience or shadowed
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by arguments of a high speed up compared to a CPU implementation. Yet when
it comes to practical (industrial) applications of such algorithms, it is often
desired to save as much time as possible without overstepping a systems tolerance
boundaries.

2.3 Efficiency Factors

Algorithm 2. GPU HOG
Require: HOG parameters: s, winw,
1: winh, wins, ...
Ensure: l
2: Ic = I, s̃ = s0, l = ∅;
3: while Detection window fits into cur-

rent image do
4: ShrinkGPU (Ic,s̃); → cshrink

5: Compute gradient image
6: IG = (IA, Iφ) for IC

7: on GPU; → cgrad

8: Par.-For all Positions i in IG do
→ chist

9: Calculate histograms
10: Hi = Hi(IG);
11: endParFor
12: Par.-For all Positions i in IG do

→ cnorm

13: Normalize histograms
14: Hi = Hi(IG);
15: endParFor
16: Par.-For all Positions i in IG do

→ cclassify

17: Classify Hi, add results to l;
18: endParFor
19: Ic = I, s̃ = s̃ ∗ s;
20: end while
21: Group elements from l via
22: Mean-Shift l = MS(l); → cgroup

Notice that by Theorem 1 the com-
plexity is mainly influenced by the
image size, since A,B and C directly
depend on it. Several steps in
Algorithm 2 work on global mem-
ory which exhibits very high laten-
cies, for small amounts of schedules
threads this results in large compu-
tation delays as shader units will
have to wait for requested data.
By scheduling a large number τ ′

of threads it is possible to mask
these delays especially in combina-
tion with techniques as e.g. mem-
ory coalescing. Yet with increasing
τ ′ the efficiency increase will stag-
nate as the overhead for schedul-
ing will outweigh the gain of mask-
ing latencies. Note that due to the
parallel approach in Algorithm2 all
elements within the while-loop are
influenced by the image size. Thus
we argue that an existing HOG
implementations efficiency can be
increased by varying the image size.

3 Cluster-Based Computation

The structure of Algorithm 1 gives rise to many different distribution strategies
within computing clusters. One such method would be a strategy similar to
pipelines in microprocessors, where each phase would be executed by a dedicated
node. The state of the art total execution time for a classical HOG detection
is roughly 70ms (GPU, image size 1600x1200, [7]), whereas a multicore CPU
requires 180ms (CPU, image size 320x240, [8]). Thus, not considering inter-node
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Fig. 1. A Beowulf cluster system for han-
dling up to k parallel video streams. Each
detection request is delegated by the the
management node to the corresponding
processing node (step 1). Each processing
node contains a buffer stack whose size z1
is optimized for the node-local detector H,
each received image will be pushed onto the
stack (step 2), which is essentially a tile
image. Once the tile image has been filled it
will be processes by H which utilizes mul-
tiple node-local GPUs (step 3). Afterwards
the results for all z1 images will be returned
to the request source (step 4).

communication costs, it would require at least 10 CPUs to deliver the same
performance. Motivated by these numbers we focused entirely on nodes equipped
with multiple GPUs. This decision limits the distribution scheme to methods
which compute entire HOG runs on each node, since communication latencies
(GPU↔host and node↔node) outweigh the execution times for single phases.

3.1 Efficiency Through Tile Images

We will now introduce the concept of tile images

Definition 1. Let I be a set of arbitrary images Ij. We define a tile image IT
to be an image which contains every image of I exactly once without overlap.
The set I is called the base of IT with each element being referred to as base
image. The density δT of IT is defined as the area of IT which is covered by any
image from I

δT :=
1

|IT |
∑

I∈I
|I| (2)

Note that this definition imposes no restriction onto the maximal size of IT ,
yet since we are interested in minimizing the density δT the maximal width and
height are given by

∑
I∈I Iw and

∑
I∈I Ih, respectively. This is a classic packing

problem and corresponding strategies as well as algorithms have been studied
by e.g. [9] or [3]. Yet in our context this problem becomes much more difficult
due to time constraints.

Let us assume a HOG detector H requires n time units to process an image
I and m units for an image J . We define the I − J efficiency of H as

EI,J (H) :=
Jw

Iw
· Jh

Ih
· n − m (3)

The first product represents the amount of times that J can be fitted into I,
thus EI,J (H) states the amount of time units which are saved if one processes
one image J instead of Jw

Iw
· Jh

Ih
images I. For tile images we generalize this to
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Definition 2. Let IT be a tile image with base I, H a HOG detector and tH(I)
the processing time which H needs for I. The IT efficiency of H is defined as

EIT (H) := (
∑

I∈I
tH(I)) − tH(IT ) (4)

Remark 1. If EIT (H) = 0 then H performs equally fast as if being called with
single images, if EIT (H) > 0 then H uses less time then for all single images.
Note that the density δT has an implicit effect on EIT (H), if e.g. I contains
only one image I and |IT | = 50|I| it is very likely that EIT (H) < 0 whereas for
δT = 1 we obtain EIT (H) = 0. Thus it is desirable to aim for δT = 1.

In case of EIT (H) > 0, i.e. the tile image yielded an efficiency gain, the compu-
tation of IT should not take longer than EIT (H), otherwise the gain would be
canceled out.

3.2 Boundary Detections

A tile image will contain hard boundaries which can effect the detection results.
In order to filter these false-positives we propose the use of tile grids.

Definition 3. Let IT be a tile image with base I. The tile grid GT is a set
of |I| 4-tuples (x, y, w, h) where x, y represents the position of a base images
top-left corner within IT and w, h the base images size. Each tuple is called a
base-rectangle.

We propose the following approach to purge false-positive detections from a tile
image. Let {di} be the detections on IT and I a base image with corresponding
base-rectangle rI , we associate a detection dj with I iff |dj,A ∩ ri,A|/|dj,A| =
1.0∧|dj,A| ≤ |ri,A|, all unassociated detections are omitted (dj,A, ri,A denote the
corresponding areas).

3.3 Computing Tile Images

A restriction which was not mentioned so far is that the detector H remains
unchanged in its implementation. This reduces the strategies for computing a
tile image since the memory structure of each base image must be retained in the
tile image. A simple memory copy into the linearized tile image is impossible as
the tile images row stride differs from the base image. Thus one has to copy the
images on a pixel- or row-base. Another observation comes from Algorithm 2, it
is obvious that the image size effects the runtime, yet the algorithm does not
favor any specific image proportion. Expressed differently; only the actual image
size, i.e. Iw · Ih effects the performance. This leaves only the question of how
many lines of base images should be used in the tile image in order to maximize
its density.

In the case of identically sized base images one can sequentially enqueue
(i.e. concatenate them in one line) as many as required in order to maximize
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the efficiency (this implies δT = 1). Using this strategy for differently sized
images will a) force the image height to be equal to the largest image height
within the image base and b) result in a density of

δT =
|IT | − ∑

I∈I Iw · (IT ,h − Ih)
|IT | < 1 (5)

Each base images difference in height to IT will reduce the density. We will
not theoretically elaborate on this problem but rather discuss a solution for a
concrete scenario.

3.4 Cluster Distribution

It was shown by [6] that large surveillance systems do not only generate huge
amounts of data but also that it requires problem specific engineering in order to
manage these amounts. In order to discuss a possible solution for the computa-
tion of tile images we will assume a system similar to the one described in [6]. Let
us assume we have k videostreams where each one provides images of constant
size, additionally we assume to have k detectors each with a dedicated computa-
tion device. Having an equal amount of detectors is a realistic assumption if one
desires to perform realtime object detection, since each detection takes around
70ms (with a single GPU) one can process at most 14 frames per second. We
propose a cluster structure as depicted in Fig. 1.

The management node represents a central hub which receives detection
requests and redistributes them onto the designated nodes. A detection requests
is a 2-tuple containing an image and meta data as e.g. sender address and image
number. Since the image dimensions of each camera are known in advance it
possible to optimize each node for a single camera. One such optimization is the
size of each nodes image buffer which holds a pre-allocated tile image into which
each received image is written. Once the buffer has been filled (δT = 1) the tile
image will be send to the detector for processing.

In order to understand how the optimal buffer size is determined one has to
analyze several system attributes. Let us assume a continuous stream of images
to node ni which contains a buffer of size z1, the delay T until a client receives
the results for the first batch of z1 images is

T := (tprop,↑ + tcopy) + (z1 · ttick + tprocess,z1 + tprop,↓) (6)

tprop,↑ is the time a request needs to arrive at the designated node, tcopy the time
to copy an image into the tile image, tprocess,z1 the time to perform the detection
process and tprop,↓ the time until the nodes response reaches the recipient. The
first term is an initial latency T1 which is carried throughout the remaining
stream while the second term represents the time T2 until z1 image requests
have been issued by the sender and the detection results have been received (ttick
represents the tick rate). The delay until the client receives the second batch is
z1 · ttick + tprocess,z1 + tprop,↓ relative to the first batch. In order to harness as
much computational power as possible a larger z1 is desired, yet it will leave the



Increasing the Efficiency of GPU 715

sender waiting for T2 time units until the next batch of results arrives, this in
turn makes a smaller z1 favorable.

We point out that this equation only holds as long as T1 ≤ ttick, otherwise
each received image would be delayed by an additional amount of T1 − ttick
time units. This implies that one can process higher image frequencies if the
systems performance is large enough, i.e. one should be motivated to decrease
T1. Furthermore it holds that for larger images a smaller amount of images needs
to be buffered.

Although T2 increases with higher values for z1 the efficiency ET (H) increases
as well, thus a client may wait longer for receiving the next batch of detection
results yet this time will be smaller compared to the situation where the client
would obtain z1 detections without using the tile image. As depicted in Fig. 1
a node might contain multiple GPUs here, independent of the workload distri-
bution scheme (e.g. distributing single HOG phases or simply using multiple
stacks) the GPUs performance will be determined by the amount of data which
is available to the GPUs. In case of identical devices this might result in a linear
scaling of T2 with respect to the device count.

3.5 Algorithmic Details

In this section we explain the algorithms which determine tcopy and tprocess,z1 .
The remaining times tprop,↑ and tprop,↓ are determined mainly by the datastruc-
tures which are used in order to look up the correct node or sender, respectively.
When a node receives an request it executes the steps in Algorithm 3. Since
we assume a continuous image stream we have to ensure that any image which
might arrive during an active detection are still enqueued on the node, i.e. at
least two threads are active on Algorithm 3. This approach works of course only
if the detection and copying of z1 − 1 images from B into IT requires less than
(z1 − 1) · ttick time units, i.e. (z1 − 1) · tB + tprocess,z1 ≤ (z1 − 1) · ttick. Since
usually tB = tcopy we get the following restrictions

(tprop,↑ + tcopy) ≤ ttick (7)
(z1 − 1) · tcopy + tprocess,z1 ≤ (z1 − 1) · ttick (8)

The second restriction should be fulfilled implicitly if tprop,↑ + tprop,↓ ≤ tcopy +
tprocess,z1 . Should one be able to ensure that tcopy + tprocess ≤ ttick than the
multithreaded approach can be omitted completely.

4 Evaluation

By using the SimpleHydra framework [10] we implemented the described cluster
architecture with a total of 4 identically equipped processing nodes and a single
management node. The processing nodes were equipped with one Radeon7970
GPU, a Core-i7 3.5 GHz CPU, 16GB RAM and ran ArchLinux with a 3.16 Ker-
nel. The management node simulated the requests by using a local image data-
base of images obtained from 4 different cameras on a small airport. Each camera
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sequence consisted of 1096 single images which were streamed to the detector
in chronological order of their recording (streaming was done with a framerate
of 10fps, which is the native speed of an AVT surveillance camera). We used a
highly optimized HOG implementation which follows the original description by
[2]. We studied the following aspects: How different does an already optimized
detector H behave for a sequence of tile images? How does ET (H) develop?
What values should be expected for tcopy, tprocess,z1 , tprop,↑, tprop,↓? How low can
ttick get with respect to the latencies of our system? What is the behaviour
of an generally optimized detector H for a sequence of tile images containing
interleaved images of multiple cameras?

4.1 Results

Algorithm 3. Push on stack
Require: Request

R = (I, (senderID, imgNo))
if no detection runs then

copy I into IT ;
register I in GT ;
if stack full then

indicate running detection;
execute detection on IT ;
if B contains images then

copy all images from B into
IT and register them in GT ;

end if
indicate no running detection;

end if
else

buffer image in local buffer B;
end if

Table 1a shows the speed-up for images
of size 1600x1200, the efficiency
increases continuously yet the increase
begins to stagnate with more than 8
images (see the values of ΔET (H)).
Using our simple strategy one can
except to save ≈ 30% of computation
time. The gain becomes even more
significant for smaller images, Table 1b
shows the results for using images of
size 640x480. Using smaller images
we can expect a speed-up of up to
≈ 180%. This difference in efficiency
gain can be simply explained by the
fact that a single small image will
underutilize the large number of GPU
shaders more than a large image, thus
ET (H) increases more significantly in
relation to this time. With even more
shader units the same effect is to be
expected for larger images.

Figure 2 shows that an example tile image and the corresponding detection,
as indicated by that image there have been 0 detections on all image boundaries
across all evaluated camera streams without even using the image grid GT . This
shows that conventional grouping methods as e.g. mean-shift are likely to be
sufficient in order to prevent boundary detections. The actual amount of bound-
ary detections is depicted in Fig. 3a, one can see that such detections indeed
occur. If not filtered out before applying grouping procedures these detections
may influence the final results.

In order to study the effect of boundary detections we evaluated the amount
of additional detections with the following metric

ΔD(IT , I) := |HI(I)| − |HI(IT )|, I ∈ I (9)

with HA(I) being the set of detections using detector H on image I and restrict-
ing the obtained results onto the area of image A. A positive value means that the
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Table 1. (a) Processing times for differently sized tile images. The numbers in column
T represent the stack size in units of images (each of size 1600x1200), tsingle the time
when single images would be used and ΔET (H) the efficiency increase in relation to
the last table row. (b) Processing times for differently sized tile images. The numbers
in column T represent the stack size in units of images (each of size 640x480), tsingle

the time when single images would be used and ΔET (H) the efficiency increase in
relation to the last table row.

Fig. 2. An example tile image which contains 10 sequential images from a camera
stream. Using mean-shift grouping alone was sufficient to avoid false-positive results
on the image boundaries. Note the changing boundary values in the last five images

tile image yielded less detections than the single image, a negative value indi-
cates more results on the tile image while a 0 corresponds to an identical amount
of detections on the tile image and corresponding base image. The results for
one sequence are illustrated in Fig. 3b and c, the use of an image grid had lit-
tle to no effect onto the results. In fact there are two reasons why the amount
of detections can differ; The bilinear interpolation during the downscaling step
will yield different values beyond the first base image in IT . The other reason
is the image grid itself, as without it the amount of pre-grouping detections is
increased, which in turn will influence the grouping results. The same behaviour
was observed on the remaining 3 sequences. Finally we evaluated the same aspect
on an interleaved sequence of all 4 camera streams. Just as before there were no
boundary detections without a pre-grouping filtering. The amount of detections
differs by a at most 2 detections, the amount of identical detection counts was
nearly identical. Thus applying the image grid yielded no significant difference in
that aspect. Although our results indicate a small difference in detection count
one should see H as a different detector when using tile images. The mere val-
ues of ΔD are just an indicator for judging if the actual recognition rate will
change. As our result show one has to re-optimize the tile image detector for
the specific image stream. We optimized our system in order to minimize the
values of tcopy, tprop,↑ and tprop,↓, which were measured to be tprop,↑ ≈ 4.767ms,
tprop,↑ ≈ 4.201ms and tcopy = 14.3ms (the major part of tcopy was owed to the
high latency of host-device data transfers). The measured values might change for
larger systems (more streams or higher framerate), yet our experiment indicate
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Fig. 3. (a) Example of boundary detections on the tile images for a single camera
stream before grouping. (b) ΔD for a single sequence without filtering boundary detec-
tions before grouping, detections on I and the corresponding tile image region differ
by maximal 3 detections. 84 % of all images yielded the same detection count. (c) ΔD
for a single sequence with filtering boundary detections before grouping, detections on
I and the corresponding tile image region differ by maximal 3 detections. 82 % of all
images yielded the same detection count. (d) ΔD for the first 700 images within an
interleaved sequence without filtering boundary detections before grouping, detections
on I and the corresponding tile image region differ by maximal 2 detections. 78 % of
all images yielded the same detection count.

that tprop,↑ and tprop,↓ are not likely to violate the previously stated restrictions.
Note that the second restriction is not violated by any of our parameter sets
from Table 1a or b.

5 Conclusion

We have analyzed the structure of existing GPU-based HOG implementations
and identified the image size as a potential efficiency factor. Motivated by this
we developed a framework of so called tile images, evaluated it in a small scale
cluster system and provided a detailed analysis. Furthermore we provided a
detailed analysis of the developed cluster architecture and identified critical
time constraints. Our results correspond strongly with the theoretic analysis
in section 2, since by varying the image size we obtained a speed-up of ≈ 30 %
- 180 % (depending on the base image size). All conducted time measurements
strongly indicate that our distribution scheme scales adequately for a larger
amount of nodes since it is mainly limited by the efficiency of the management
node’s request processing. The tile image framework is applicable to most HOG-
based systems, yet depending on the systems structure a different efficiency gain
might be obtained. High performance object detection systems can benefit from
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our approach as the saved computation time might be used for additional rea-
soning steps without breaking any timing boundaries. Our results also show that
tile images induce a relatively high amount of false-positives along base image
boundaries. Yet their impact onto the detection count is significantly reduced by
using mean-shift grouping alone, the use of an tile grid showed no benefit in this
context. Future research should focus on how to efficiently embed images into
tiles images, since this step represents the main challenge in situations where
the image sizes fluctuate over time. An optimal packing algorithm should aim
to minimize the overall computation time while maximizing the image density
of the computed (fixed size) tile image. Furthermore it should be studied how
the actual recognition rate develops, especially in situations where the images in
a stream contain a strong variance to each other (e.g. through changing back-
grounds in a PTZ camera).
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Abstract. In the field of navigation and guidance for mobile robots utilizing
stereo visual imagery, the main problem to be solved is to detect the ground
plane in acquired images by a stereo camera system mounted on the mobile
device. This paper focuses on effective detection of ground based on graphical
analysis of the gradient depth map evaluated on the input depth map within a
given window. The detected ground planes is further divided into blocks and
then classified into ground or non-ground regions for elimination of false
detected ground planes followed by smoothing in refinement process. This
proposed approach also has been shown to be effective in detection of obstacles
appearing in the ground plane too while the mobile device is moving. In
addition, the algorithm is simple, reliable, feasible, and may be efficiently
exploited for implementation in an embedded hardware with limited resources
for real-time applications.

Keywords: Depth map � Gradient depth map � Ground plane � Mobile robot

1 Introduction

In the field of autonomous mobile robots moving on road which are mounted with a
stereo camera, the most important problem is extraction of a ground plane and identi-
fication of obstacles. In recent years, there is a lot of work with the relatively diversified
approach to solve this question. These include works [1–3] used the classic RANSAC
algorithm to estimate the plane with high reliability. However, a large number of
operations required in this method may lead to large elapsing time. Two approaches in
[4, 5] apply an optical flow concepts and use input data that is a color video or
multi-level gray image to get some very interesting results in environmental containing
objects with special characteristics. In other cases, the ground plane contains compli-
cated patterns, the detection accuracy would be reduced. For real-time application, the
authors in [6] have presented an algorithm to simply find the ground plane by processing
the 2D disparity map input data, however the input images were captured and tested in
an indoor environment with a simple background. This limits the ability to solve
problems in the real environment [7, 8]. The use of a combination of both classic Hough
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algorithm and RANSAC has brought results of identify objects very efficiently by
promoting the advantages of each algorithm for each different specific circum-
stances [9]. But the volume of operations in the program is a problem not yet to be
solved.
The process of selecting the simple data source to be applied by using a single camera
[10–12] but it is evident that this solution could not extract the depth information of
obstructions objects which could be appeared in the frame. This makes the movement of
the mobile system not yet feasible in the context of land terrain.

Thus for real time application of mobile robots while moving, the mentioned
methods may face up with high computational load and require to operate on a
hardware platform with high configuration. In this article, we propose an enhanced
approach to detect ground plane using approximation and grouping plane regions
extracted from 2D depth map. The paper is structured in four sessions where Sect. 2
introduces some mathematical fundamentals in plane detection problem. Section 3 then
illustrates the proposed algorithm. Finally Sect. 4 discusses the experimental results and
performance evaluation.

2 The Basis Mathematics Theory of System

2.1 Mathematical Fundamentals

Assuming that the camera with focal length f is located at O with the height of h to the
ground as shown in Fig. 1, where PI and PG are the image plane and ground plane,
respectively. Let O1 and O2 be the projections of O on PG and PI, respectively;MI1 and
MI2 given pixels lying on PI and p the distance from O2 to MI1. Then, the depth for MI1

can be estimated as:
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Fig. 1. Illustration of the depth difference determination
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z ¼ h

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ f 2

p2

s
ð1Þ

Taking the differential both sides of (1), we can get:

dz ¼ �hf 2
1

p2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þ f 2

p dq ð2Þ

It can be seen from Eq. (2) that the depth difference Dzy may be determined from
the height difference Dp in the vertical axis y.

In the other hand, also from Fig. 1, the depth difference Dzx can be determined from
the distance difference DMG of MG1 and MG2 on the ground in the horizontal axis x as
shown in Eq. (3).

Dzx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DM2

G þ z2
q

� z ð3Þ

The two Eqs. (2) and (3) may be utilized to calculate gradient depth map in y and
x directions respectively. Assuming DMI is one pixel distance, then DMG ¼ DMI

OMI1
� z,

where the ratio DMI
OMI1

is very small. Therefore z[ [ DMI
OMI1

� z, and Dzx calculated by
Eq. (3) should be very small. Hence for simplicity in the proposed algorithm, Dzx always
is considered as 0 for pixels belonging to the ground plane. From graphical analysis of
Eq. (2), it can be seen that for Dzx ¼ 0, Dzy typically takes significant values above a
given threshold T, which can be determined graphically by two-state approximation of
the curve introduced by the ratio of dz

dp in Eq. (2). This threshold value actually is the

coordinate y at which Dzy
�� �� ¼ 1. Since the depth of the ground pixels are normally

quantized by 8 bits, therefore Dzy is typically different from 0 for all y < T. Based on
geometrical analysis regarding to ground plane properties, the proposed algorithm
classify a pixel under consideration into ground or non-ground one as below:

1. DZx 6¼ 0 : Non-ground pixel
2. DZx ¼ 0&DZy 6¼ 0 : Ground pixel
3. DZx ¼ 0&DZy ¼ 0 & the pixel belongs to the bottom quarter of the input image:

Also ground pixel, since the variation of DZy in this area.

2.2 Block Diagram of the Proposed System

The block diagram of the proposed method is presented in Fig. 2. The first stage
calculates gradient x and gradient y for each pixel using the depth map as an input to
construct the a gradient depth map. Then, the second stage groups the adjacent pixels
that have a similar gradient into a range. The candidate ground plane is then formed by
the ranges that meet the ground hypotheses. Since the candidate ground plane typically
are affected by sporadic and random noise, the final stage will have to refine noise to
construct the final ground plane by splitting the input image into blocks of size B.
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3 Construction of Gradient Depth Map

The task of this stage is to create a map of depth difference, also called a gradient map
from the depth map input by calculation of gradients in y and x directions using Eqs. (2)
and (3) between two successive points, respectively. The resulting gradient depth map
is further smoothed by consideration of depth difference of a point within a given
window of size w, because of possible presence of noise in the input depth map.

4 Filtering and Grouping

The goal of this stage is to group the points having similar gradients in the gradient
depth map into a homogeneous region called range, and then eliminate inappropriate
regions which do not satisfy the following constraints of the ground plane:

• The number of pixels of the region must be greater than a predetermined threshold;
• gradient x ¼ 0 and gradient y 6¼ 0; or if gradient x ¼ 0 and gradient y ¼ 0 then

the region must be located completely in the quarter area from the bottom of the
input image for higher accuracy in ground plane detection.

The grouping and elimination algorithms are illustrated in the following pseudo
code.

As the result, the ground plane from the acquired image would be roughly
determined.

Gradient Map 
Building

Depth 
Map

Ground 
Planes

Filtering and 
Grouping Refining

Fig. 2. A block diagram of the proposed ground plane detection.
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5 Refining

In order to extract more exact and smooth ground plane, this correction stage starts
dividing the initial difference depth map into square blocks of size B and then estimates
the ratio R of the ground pixels inside each block to the block size. This is an important
parameter used to classify the blocks into ground or non-ground ones and then generate
the final map which includes ground and non-ground regions. If R is greater than a
given threshold θ, then the block is considered as ground, and vice versa. In order to
evaluate the value of θ, the smallest rectangular bounding the detected ground regions
is determined, and the ratio between the number of all ground pixels Pground_of_ranges

over the square of the rectangular Prec as depicted in Eq. (4):

h ¼
P

pground of ranges

Prec
ð4Þ

Obviously the non-ground areas which belong to obstacles appearing with large
enough size would be detected. The following pseudo code illustrates the algorithm:

6 Results and Discussion

The performance evaluation of the proposed method is carried out with 5 different
images which are acquired by a stereo camera with and without obstacles as shown in
Fig. 3.

The detected ground planes as illustrated in the last column are shown to be
smoothly matched with the real scenes. For determination of the window size w in
construction of the gradient depth map, the percentage of detected ground pixels in
each image is compared for three different window sizes. The result in Fig. 4 indicates
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that the window size of 5� 5 generates highest detection rate above 90 % in most
cases. The detected ground plane in the Canyon’s image is relatively acceptable even
though the street view and complex background are captured. Moreover, the obstacles
have been successfully extracted in case of the last three images.

(a) (b) (c) (d)

Fig. 3. The results of the tested images in the plenty of environment. (a) color images; (b) depth
maps; (c) the rough ground planes; (d) refined ground planes. From top to bottom, the first row is
the Street image [13], the Vaulted image [14], the Kitchen image [15], the Balls image [16], and
the Canyon image [17], respectively;
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Fig. 4. The rate of detected ground pixels before correction process according to the window
sizes w.
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Figures 5, 6 and 7 illustrate the comparison of percentage of the detected ground
pixels after refining with different block size B for each image. From these results, the
block size of 8� 8 outperforms the highest and stable detection rate of ground planes.
The obstacles appearing in the images are kept detected.

As mentioned above, the window size of w ¼ 5� 5 and block size of B ¼ 8� 8
have been utilized for best detection rate of ground plane pixels. Using these param-
eters, the next experiment demonstrates the variation curve of ratio R evaluated for all
blocks lying on a row from the gradient depth map after the block division and the
corresponding threshold θ. It can be seen from Fig. 8 that most of blocks belonging to
ground planes have R greater than the determined threshold θ as discussed in paragraph
5 in refinement process for Canyon and Vaulted images, respectively. In case of
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Fig. 5. The rate of detected ground pixels after correction process according to block’s sizes
with window size w ¼ 3� 3
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Fig. 6. The rate of detected ground pixels after correction process according to block’s sizes
with window size w ¼ 5� 5
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Canyon image, blocks 12 to blocks 69 are classified to ground ones because percentage
of ground pixels is over threshold about h ¼ 60%. And in case of Vaulted image, the
ground block numbers range from 12 to 48 which have percentage of ground pixels
greater than threshold about h ¼ 50%.
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Fig. 7. The rate of detected ground pixels after correction process according to block’s sizes
with window size w ¼ 7� 7

(a) (b) 

(c) (d) 

Fig. 8. Variation curve of R and corresponding threshold θ for a line in the gradient depth map
after block division. (a) Depth map of Canyon; (b) corresponding R curve and θ calculated for
row 45. (c) Depth map of Vaulted; (d) corresponding R curve and θ calculated for row 40

728 D.K. Hoa et al.



7 Conclusions

In this paper a method for detection of ground plane including obstacles have been
proposed which is based on the construction of gradient depth map to detect ground
pixels, and then refine the resulting ground plane to obtain smoothing ground planes.
The experimental result showed that the proposed algorithm could detect ground planes
well in presence of obstacles. Based on the simple but effective algorithm, the proposed
approach is appropriate for implementation in an embedded hardware. For future
works, a mobile robot platform which is equipped with a stereo camera and running the
proposed algorithm will be implemented for testing navigation and guidance ability of
the robot.
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Abstract. In many car detection method, the candidate regions which
have variation in size and aspect ratio are mostly resized into a fixed size
in order to extract the same length dimensional feature. However, this
process reduces local object information due to interpolation problem.
Thus, this paper addresses a solution to solve a such problem by using
Scalable Histogram of Oriented Gradient (SHOG). The SHOG enables
to extract fixed-length dimensional features for any size of region with-
out resizing the region to a fixed size. In addition, instead of using high
dimensional features in training stage, our proposal divides the feature
into several low-dimensional sub-features. Each sub-feature is trained
using SVM, called weak classifier. Boosting strategy is applied for com-
bining the weak classifier results for constructing a strong classifier. By
conducting comprehensive experiments, it is found that the accuracy of
SHOG is higher than standard HOG as much as 3 % and 4 %, without
and with boosting, respectively.

Keywords: Car detection · Scalable Histogram of Oriented Gradient ·
Boosting machine · Support vector machine · Integral image · Weak
classifier · Strong classifier

1 Introduction

Car detection is one of the most important modules for Advanced Driver Assis-
tance System (ADAS). It assists the drivers see the preceding cars and road
situation for preventing collision with them. In this system, the preceding cars
are captured by mounting the camera on the car, and might have variation on
shape, color, view, and scale. This is because local occlusion and illumination
conditions take effect on capturing process. These problems challenge most of
the state-of-the art car detection system [5–7]. Therefore, more effective car
descriptor and detection method are required to develop a robust car detection
system.

Histogram of Oriented Gradients (HOG) is one of the most effective descrip-
tor for solving object detection system [1]. Many researchers have implemented
c© Springer-Verlag Berlin Heidelberg 2016
N.T. Nguyen et al. (Eds.): ACIIDS 2016, Part I, LNAI 9621, pp. 731–740, 2016.
DOI: 10.1007/978-3-662-49381-6 70
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Fig. 1. HOG feature problem when two regions have different size. See text for details.

HOG with significantly results for many applications such as traffic sign detec-
tion [3,4], pedestrian detection [2], and car detection [5]. The HOG describes
object shape and appearance based on the distribution of pixel gradients direc-
tions. It divides the image into small connected regions, called cells, and each
cell compiles an histogram of gradient directions within neighbor pixels. The
combination of these histograms generates the final descriptor.

Nonetheless, HOG has limitation for handling input region which have differ-
ent scale and aspect ratio. In car detection system, the distance between camera
and car might affect the size of the car region on the image. The common app-
roach usually re-scales the object region into a fixed target size [1]. However,
if the aspect ratio between the target and original sizes are totally different,
the HOG might not represent the car object accurately. Figure 1 shows an
example of HOG extraction for same car regions extracted from two different
input images. When the car is located far away from the camera, as shown on
the first row, it appears as small region on the image. Meanwhile, when the
same car is close from camera, as shown on the second row, it appears as bigger
region. For extracting same-length dimensional features, these regions should be
resized to the same target size, e.g. 128x128. Ideally, as these regions represent
same car, the HOG descriptor should have same value for corresponding block
location. However, as shown on the last column, the HOG have different value
for several same block locations. In consequence, the system may treat them
as different object. Therefore, this work utilizes scalable histogram of oriented
gradient (SHOG) for detecting car which produces a fixed-length dimensional
feature from multi size object regions without resizing process.

Furthermore, the common approaches mostly extract high dimensional fea-
ture. They achieve good accuracy, but the highly dimensional features generate
high computation cost. For solving such problem, the utilization of integral image
is proposed. The integral image is very useful for faster gradient-based feature
extraction. In addition, instead of using highly dimensional feature for training,
our proposal divides the feature into several low-dimensional sub-features. Each
sub-feature is trained using individual classifier SVM, called weak classifier. For
final result, the weak classifier results are combined using boosting machine in
order to obtain a strong classifier.
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Fig. 2. Our proposed approach schema.

Fig. 3. Constructing 9 image layers based on gradient orientation.

2 The Proposed Approach

This section presents method for detecting multiscale car. As shown in Fig. 2,
the schema of the proposed method is divided into three main processes: (1) fea-
ture extraction based on oriented gradient, (2) individual training using SVM for
each block size which assigned as weak classifier, (3) boosting machine for com-
bining several weak classifiers in order to obtain a strong classifier. Technically,
input image is divided into several blocks according to block size as parameter.
Different with standard HOG [1], the image does not need to be resized into a
certain size. The oriented gradient features are extracted for each block region.
Concatenation of the feature for all regions is then trained using support vector
machine. Since the feature dimension of each block size is low, the training result
may not be strong enough for classifying the data. It is called as weak classifier.
Hence, for obtaining the highly accurate classifier, several weak classifiers are
combined using boosting strategy.
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2.1 Constructing Scalable Oriented Gradient Feature

This part describes an overview process for extracting fixed-length dimensional
Scalable Histogram of Oriented Gradient (SHOG) feature from any different
size and aspect ratio [12]. The process keeps local information of object as rich
as possible and avoids resizing step which might reduce these information due
to interpolation problem. SHOG descriptor is generated based on the gradient
magnitude and orientation. Given input image I, the magnitude M and gradient
directions θ are calculated by following formulas,

M =
√

G2
x + G2

y and θ = arctan
(

Gy

Gx

)

(1)

where Gx and Gy are intensity gradient by applying Sobel filter kernel [8] in x
and y direction, respectively,

Gx = I ⊗
⎡

⎣
−1 0 +1
−2 0 +2
−1 0 +1

⎤

⎦ (2)

Gy = I ⊗
⎡

⎣
+1 +2 +1
0 0 0

−1 −2 −1

⎤

⎦ . (3)

As in standard HOG [1], 9 image layers are constructed by dividing the inten-
sity gradient on basis of their orientation, as illustrated in Fig. 3. Each image
layer collects the pixels with certain gradient orientations. For instance, the first
image layer stores the magnitude value of pixel with orientation between 0 and
20 degrees, the second image layer stores the magnitude value of pixel with orien-
tation between 21 and 40 degrees, and so on. The image layers are then divided
into several block regions, and SHOG is extracted on each block. To be note
that any block size may be used, and the pixel number on each block depend
on its size. For example, if 128x128 pixels image is divided into 2x2 blocks, each
block contains 64x64 pixels. However, if this image is divided into 4x4 blocks,
each block consists of 32x32 pixels. For each block on each image layer, the aver-
age magnitude are computed. Since there are 9 image layers, each block gains
9-element vectors. The vector values are then normalized using the L2-Norm
[9]. The feature vector of all blocks are concatenated to form the final descrip-
tor. Regarding to this step, it is possible to obtain the fixed-length dimensional
descriptor from any size of images. However, the number of dimension is affected
by the block sizes. For illustration, in Fig. 4, the input image is divided into 4x4
blocks. As result, the final descriptor contains 144-elements vector (4x4x9 = 144
elements). In the next step, SHOG descriptors are used to train the dataset using
support vector machine.

2.2 Linear Support Vector Machine

Basically, to train SHOG descriptor, any machine learning method could be
performed. However, in our implementation, support vector machine (SVM) is
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Fig. 4. Extracting SHOG descriptor for 4x4 block sizes.

used due to its empirically good performance in many applications [11]. SVM was
initially developed from statistical learning theory and it deals with structural
risk minimization which minimizes an upper bound on the Vapnik-Chervonenkis
dimension. Mostly, SVM is used for solving classification problem in pattern
recognition. In binary classification, the training data D are formulated as:

D = {(xi, yi)|xi ∈ Rd, yi ∈ {−1, 1}, i = 1, . . . , N} (4)

where xi is d dimensional SHOG descriptor, yi is either 1 or −1, representing the
class to which point xi belongs. In car detection problem, yi = 1 is considered
as car object, while y = −1 is non-car object.

The SVM is aimed to find the maximum-margin separating the points among
two classes. By assuming the training data are linearly separable, two hyper-
planes that separate the data and there is no point between them could be
determined by the equations wTxi + b = 1 and wTxi + b = −1. The distance
between these hyperplane is 2

‖w‖ , where ‖w‖ is the Euclidean norm of w. To pre-
vent data point from falling into the margin between hyperplanes, the constraint
either wTxi − b ≥ 1 for yi = 1 or wTxi − b ≤ 1 for yi = −1 should be satisfied
for each data. Mathematically, these two constraints can be rewritten as

yi
(
wTxi + b

) − 1 ≥ 0 ∀i. (5)

So now, optimization problem is defined to find the maximum margin between
hyperplanes. It is obtained by minimizing ‖w‖2

2 subject to constraints of (5).
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Algorithm 1. Boosting Algorithm
for t = 1, . . . , T do

– Compute empirical error of week classifier t, εt =
∑N

i=1 Dt(i)[yi �= Φt(xi)]
– If εt ≥ 1/2 then Stop

– Set ωt = 1
2

log
(

1+rt
1−rt

)
, where rt =

∑N
i=1 Dt(i)Φt(xi)yi

– Update Dt+1(i) = Dt(i) exp(−ωtyiΦt(xi))

2
√

εt(1−εt)

end for
Output the final Classifier:

H(x) = sign
(∑T

t=1 ωtΦt(x)
)

The final output of the SVM training is hyperplane {w, b}. In evaluation, test
data x is classified by calculating

Φ(x) = sign(wTx + b). (6)

If Φ(x) is positive, the test data is considered as car object, otherwise it is
classified as non-car object. In implementation, the standard linear SVM [13] is
applied to learn SHOG descriptor for each block size as a weak classifier. Several
weak classifiers are combined using boosting technique.

2.3 Boosting Machine

Boosting is a machine learning technique for constructing a highly accurate clas-
sifier by combining many weak and inaccurate classifiers. Here, SVM models for
each block size are considered as weak classifiers. The weak classifier is repre-
sented by m = Φi(x, l), where x is SHOG descriptor for l × l block size. The
combination of these weak classifiers is performed using boosting Support Vector
Machine (SVM) [14] which is defined by the following formula

f(m) =
N∑

i=1

ωiΦi(x, l) (7)

where ωi, ωi > 0 is the weight value of each weak classifier, and Φi is the output of
SVM model, N is the number of block size. Our goal is discovering the weighting
value using boosting machine.

There have been many boosting methods to find the weighting value of lin-
ear combination of weak classifiers. One of the simplest and the most efficient
is Adaptive Boosting (AdaBoost) [15]. In our method, T weak classifiers are
learned based on SHOG feature x of each block size. Given the training data
(x1, y1), . . . , (xN , yN );xi ∈ X, yi ∈ {−1,+1}, where xi is SHOG descriptor, yi is
class where data i belong to, and N is the number of data. First, the weighting
factor of each data is set to be D1(i) = 1/N . The AdaBoost method is then
performed as shown in Algorithm 1.
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Fig. 5. Typical samples of car and non-car region used in implementation. First and
second rows are car region samples; third and fourth rows are non-car region samples.

2.4 Integral Image of Intensity Gradient

As described in the previous section, the histogram of gradients might be repeat-
edly calculated many times within image regions. Therefore, the integral image
method is used for reducing the number of computations in the feature extraction
step. The integral image calculates the sum of intensity values (i.g. magnitude)
in a given image effectively based on the dynamic programming strategy [10]. In
technical implementation, it is necessary to create a Summed Area Table (SAT)
T to store the cumulative sum of gradients on each image layer. Tk is SAT of
the kth image layers, which is computed by

Tk(x, y) = Mk(x, y) + Tk(x − 1, y) + Tk(x, y − 1)
−Tk(x − 1, y − 1) (8)

where Mk(x, y) is the magnitude value at pixel location (x, y) corresponding to
the kth image layer. The integral image Sk within block regions of the kth layer
is calculated as:

Sk(p, q, w, h) = Tk(p + w − 1, q + h − 1) − Tk(p − 1, q + h − 1)
−Tk(p + w − 1, q − 1) + Tk(p − 1, q − 1) (9)

where (p, q) is the coordinate of the left-top corner, while w and h are the
width and height of the block, respectively. SHOG on each block consists of 9
elements which are computed on basis of 9 image layers. Therefore, extracting
SHOG descriptor requires only 9 access operations. It can be confirmed that
the complexity of SHOG extraction is almost constant O(1) comparing to the
conventional method that requires O(wh) complexity.
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3 Experiments

For proving the effectiveness of the proposed descriptor, the comprehensive
experiment is conducted. The results would be compared with the state-of-the
art histogram of oriented gradient. First, the dataset which consists of 1,525
car and 5,804 non-car sample was collected, treated as training data. This data
was recorded on surrounding of University of Ulsan. The car samples are col-
lected manually, while the non-car samples were automatically extracted from
the non-car images. Figure 5 depicts several car and non-car samples used
in our implementation. In verification stage, each extracted region was divided
into several block sizes in order to find optimal block size. The maximum and
minimum block size are defined as parameter in which our goal is to find the
optimal value of the block size for the car candidate region. For each block size,
the recognition is applied using the Support Vector Machines. Regarding to the
verification results, it was found that parameter 4x4 to 20x20 block size gives
the highest recognition rate of 99.06%. Therefore, we set these parameters on
the testing stage for evaluation purpose. In addition, for evaluation, we again
collected 1,113 positive and 1,543 negative samples.

For evaluating the proposed descriptor, precision, recall and F-measure were
used as measurement protocols. Precision is ratio between number of true pos-
itives and the number of all detected objects obtained from the experiment,
while recall is ratio between the number of true positives and the number of true
detected objects on the ground truth. Accuracy is defined as a harmonic mean
between precision P and recall R with A = 2×P×R

P+R .
The comparison results of proposed descriptor and standard HOG are

summarized on the Table 1. Our descriptor was evaluated using two different

Table 1. Comparison results between our strategy and standard HOG.

Properties SHOG1 SHOG1
Boost SHOG2 SHOG2

Boost HOG1 HOG2

CAR SAMPLES

True detected 1102 1104 1105 1107 1021 1057

False detected 11 9 8 6 92 56

Total 1113 1113 1113 1113 1113 1113

NON-CAR SAMPLES

False detected 46 39 21 20 42 32

True detected 1497 1504 1522 1524 1501 1511

Total 1543 1543 1543 1543 1543 1543

PRECISION 95.99% 96.59% 98.13% 96.05% 96.05% 97.06%

RECALL 99.01% 99.19% 99.28% 99.46% 91.73% 94.97%

ACCURACY 97.47% 97.87% 98.7% 97.72% 93.84% 96.00%

SHOG1 = 4x4 to 16x16 block sizes, 9 orientation bins (without boosting)

SHOG2 = 4x4 to 20x20 block sizes, 9 orientation bins (without boosting)

SHOG1
Boost = 4x4 to 16x16 block sizes, 9 orientation bins (with boosting)

SHOG2
Boost = 4x4 to 20x20 block sizes, 9 orientation bins (with boosting)

HOG1 = 56x56 pixels, 8x8 cell sizes, 2x2 block sizes

HOG2 = 64x64 pixels, 8x8 cell sizes, 2x2 block sizes
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strategies: without and with boosting approaches. Without applying boosting
method, the features of all block sizes are concatenated into one highly dimen-
sional feature vector and then are trained using SVM [12]. Without boosting,
SHOG achieves an accuracy of about 3% better than HOG features. However,
when boosting strategy is implemented, it achieves better accuracy as much as
4% higher than original HOG features. Even though Breiman et al. stated that
a lot of weak classifiers are needed to construct boosting machine. However, in
our case just using few weak classifiers is enough due to each single SHOG+SVM
classifier achieves high accuracy.

4 Conclusion

This paper presents the solution for two challenges in car detection system: (1)
extracting fixed-length dimensional feature of multi scale car regions, and (2)
extracting car region candidates. First, the common method usually resizes the
candidate region to a fixed size for extracting the same length dimensional fea-
tures. However, it could cause problems if the aspect ratio between the original
and target sizes are different. Our idea for solving this problem is introduc-
ing scalable histogram of oriented gradient (SHOG) feature for multi scale car
detection. SHOG works on any size of the car region, but produces fixed-length
dimensional features. The second challenge is that how to extract possible candi-
date regions from the image by improving sliding window method. The common
sliding window needs a high computational cost due to the process try to find
possible candidate regions in any position and scale on the image. Thus, integral
image is performed to decrease the computational cost of sliding window. The
boosting support vector machine is applied for both training and testing the
proposed descriptor. The experiment results proved that the proposed method
outperforms the standard histogram of oriented gradient approach.
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Abstract. The most frequently stored and browsed videos in Web video col-
lections, TV shows archives, documentary video archives, video-on-demand
systems, personal video archives, etc. are broadcast news videos and sports news
videos. Content-based indexing of news videos is based on the automatic
detection of shots, i.e. of the main structural video units. Video shots can be of
different categories such as intro and final animation, chart, diagram or table
shots, anchor, reporter, statement, or interview shots, and finally the most
informative report shots. The content analysis of a video shot is a very
time-consuming process using specific strategy adequate for a given shot cate-
gory. To analyse faster the content of videos it is desirable to reduce the video
space analysed in time-consuming content-based indexing by using temporal
aggregation. The temporal aggregation results in grouping of shots of the same
event or the same category into scenes. Furthermore, the determination on the
basis of time relations of the most likely category also reduces the analysis time
enabling us to apply the adequate method of analysis as the first. The paper
examines the usefulness of the time relations of shots to determine the most likely
category of a shot and to optimize the order of applied strategies.

Keywords: Content-based video indexing � Video structures � News videos �
Temporal aggregation � News shot categorization � Category probability �
Temporal relations

1 Introduction

Content-based video indexing is still a process not easy to perform. Many solutions
have been proposed for specific cases and for specific kinds of videos (see for example
[1]). These solutions are based on different mathematical approaches and on different
algorithms, most often very sophisticated but unfortunately not sufficiently effective.
These methods are people face detection, foreground and background detection,
detection of superimposed texts like names, posts, functions, institutions, cities,
countries, etc., of talking people or of a place, detection of sports objects or of lines
typical for a given playing field in sports news videos, recognition of people/audience
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emotions, and also detection of objects like buildings, historical monuments, or statues
as well as natural landscapes typical for specific regions, etc. In a news video the main
semantic units are: the intro animation, stories presented and commented by an
anchorman, sequences of report shots optionally enhanced by reporter, politician’s
statement, interview, or chart, diagram, table shots. Similarly to the beginning the news
is finished with a final graphical animation shot.

Because the content analysis of a video is extremely time consuming the indexing
is usually performed only for the key-frames, i.e. for only one or for a few frames
selected for every shot or for every video scene. A key-frame is a frame used to
represent a shot or a scene and it should be the most meaningful frame in the scene.

The automatic detection of video structure [2] mainly the detection of shots, i.e. of
the structural units of the lowest level, by the detection of transitions between shots in a
digital video is performed using different temporal segmentation methods. It is
nowadays very well done and effectively applied in practice. Different video genres
may be edited in various style. The specific video montage technique has an significant
influence on the performance of temporal segmentation algorithms. The segmentation
parameters should be adjusted to the characteristics of analysed videos.

Unfortunately, the detection of scenes, i.e. of the second level of video structure units,
is not effective. A scene is defined as a group of consecutive shots sharing similar visual
properties and having a semantic correlation – following the classical rule of unity of time,
place, and action. The detection of scenes can be achieved by shot grouping or by
applying the temporal aggregation method [3]. The temporal aggregation method applied
to sports news detects scenes with a great probability taking into account only shot
lengths. A player scene presents a sports game, i.e. a scene recorded on the sports fields
such as playgrounds, car racing trucks, cycling trucks, tennis courts, sports halls, swim-
ming polls, ski jumps, etc. But also non-player shots and scenes are usually recorded
mainly in a TV studio such as commentaries, interviews, charts, tables, announcements of
future games, opinions on the decisions of sports federations, etc. They are called studio
shots or studio scenes. These studio shots are not useful for sports shot categorization and
therefore can be omitted. Because the studio scenes are two thirds or more of sports news
such a rejection of non-player scenes at the beginning of the content analyses significantly
reduces computing time and makes these analyses more efficient.

The main goal of content-based indexing of news videos is to segment videos both
spatially and temporally into smaller and easier manageable structural units like shots
and scenes and then to examine the content of the detected structural units. The
analyses of contents would be more effective if video shots were first categorized. Then
the method adequate for a given shot category can be applied. However, the catego-
rization of news shots is normally carried out by analysing the content of all frames of a
shot, or of key-frame or key-frames extracted from a shot. It would be desirable to
initially categorize news shots but without using content analyses.

The analysis of a shot content using a specific method adequate to a given news
shot category requires the knowledge on a shot category. How to detect shot category
before the analysis of its content? A possible solution is to estimate the probability of
the category of a given shot on the basis of time relations of shots in news videos.

In this paper a method of the estimation of probabilities of shot categories in
temporally aggregated news video is presented. The paper is structured as follows.
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The next section describes related work on automatic news shot categorization and
indexing. The principles of the temporal aggregation method are reminded and the
detection of pseudo-scenes using temporal aggregation is described in the third section.
The fourth section presents the results of the tests demonstrating the usefulness of
temporal analyses of shots in news videos to estimate the probability of shot category
and to optimize the order of applied strategies. The final conclusions are discussed in
the last fifth section.

2 Related Work

The process of content-based indexing is usually based on the video structure. The
temporal segmentation process detects shots in a video. These shots can be of different
categories. In [4] the following shot categories have been examined in news videos:
anchor shot, animation (intro), black frames, commercial, communication (static image
of reporter), interview, map, report (stories), reporter, studio (discussion with a guest),
synthetic (tables, charts, diagrams), and weather. We can find in the literature many
algorithms proposed to detect anchorperson shots. There are methods based on tem-
plate matching, also on different specific properties of anchor shots, or on temporal
analyses of shots. The most frequent speaker in news is the anchorman [5]. An anchor
speaks several times during the news, so the anchorperson shots are distributed all
along the programme timeline. Although, the speaker is most likely the anchorman, the
shots with a reporter interviewing people or with political statements also frequently
found in news can be wrongly identified as anchor shots.

The automatic detection and classification of shots in news videos proposed in [6]
used a probabilistic framework based on the Hidden Markov Models and the Bayesian
Networks paradigms. The system has been tested on news videos of two different
Italian TV channels.

In the experiments described in [7] ten news videos were firstly segmented into
shots by a four-threshold method and then the key frames were selected from each shot.
The anchor detection was carried out from the key frames by using a clustering-based
method based on a statistical distance of Pearson’s correlation coefficient. The method
presented in [8] was used for news videos with dynamic studio background and
multiple anchors. This method is based on spatio-temporal slice analysis. The exper-
iments conducted on news programs of seven different styles confirmed the effec-
tiveness of this approach. The analyses of audio, frame and face information have been
applied in [9] to identify the news content. These three elements were independently
processed. The speaking anchor appears most often in the same scene (TV studio), so
that fact can be used to identify the role played by the people detected in the video.
Promising results have been obtained in the experiments conducted with broadcast
news from eight different TV channels. Another method of anchor shot detection
proposed in [10] finds an anchorperson by using skin colour and face detectors. In [11]
a fast method of automatic detection of anchorperson shots as well as of reporter,
interview, or any other statement shots has been presented.

Much attention has been paid to interview shots and scenes in [12]. It has been
observed that an interviewer and an interviewee recursively appear in many interview
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scenes. A technique called interview clustering method based on face similarity has
been proposed to merge these interview units.

3 Temporal Segmentation and Aggregation of Shots

The process of automatic content-based analysis and indexing of videos is carried out
in several stages. The first stage is usually a temporal segmentation resulting in the
segmentation of a video into small structural units like shots or scenes being groups of
shots. The analysis of scenes instead of shots is more effective because the number of
elements analysed during the very time-consuming content-based indexing is signifi-
cantly lower. The detection of video scenes optimizes the indexing process. Further-
more, the automatic indexing of news videos will be less time consuming if the
analysed video is reduced only to scenes the most informative for content-based
analyses like player scenes in TV sports news or official political statements or inter-
views in TV news. The temporal aggregation method implemented in the Automatic
Video Indexer AVI [13] is applied to detect a video structure and then to segment and
aggregate shots. The shots are grouped into pseudo-scenes basing only on the length of
the shots as a sufficient sole criterion. The AVI Indexer is an indexing system designed
and implemented for testing new methods and algorithms of automatic content-based
indexing and video retrieval, but first of all for testing the effectiveness of temporal
segmentation of videos and temporal aggregation of shots.

The temporal aggregation method requires the setting of three parameters: mini-
mum shot length as well as lower and upper limits representing the length range for the
most informative shots. These values of parameters are determined taking into account
characteristics of videos mainly montage style as well as its high-level structure. The
temporal aggregation has been used in a sequence of experiments with TV sports news
and TV news. In the case of sports news the parameters have such values that all shots
shorter than only 15 frames have been joined to the next shot, then all consecutive shots
shorter than 40 frames and similarly all shots longer than 160 frames have been
aggregated. So, shots of the length of 40 to 160 frames have remained unchanged as the
most probably belonging to player scenes. These shots are of the length of 2 to 6 s ± 10
frames of tolerance [4]. Scene recall was almost optimal and attained 94 %, whereas
shot precision was also acceptable – more than 71 %. But what is the most important it
was possible to reject about half of video and despite this almost all sports scenes
reported in sports news would be indexed.

Whereas, for news videos other values of the parameters have been experimentally
determined. Only shots of the lengths from 2 to 12 s ± 5 frames of tolerance, that is of
the lengths not lower than 45 frames and not greater than 305 frames have been not
aggregated in news videos [14].

Short shots including single frames are very frequent in news videos. Shots of one
or several frames are usually detected in the case of dissolve effects applied by video
editors but very often they are simply wrong detections. The causes of wrong detec-
tions in the sports news videos may be different. Most often it is the case of very
dynamic movements of players during the game, very dynamic movements of objects
just in front of a camera, changes (lights, content) in advertising banners near the player
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fields, very dynamic movements of a camera during the game, light flashes during
games or interviews. To eliminate these cases very short shots detected in temporal
segmentation process are joined with other shots in a video. The temporal aggregation
of shots by reducing false cuts also improves the results of previous process of tem-
poral segmentation.

The temporal aggregation method has two main advantages. First of all, it selects
the most meaningful parts of news videos. And then, it groups numerous shots into
scenes and significantly diminishes the number of units analysed in content-based
indexing and permits to reduce indexing process only to scenes of chosen categories.
For example in sports news videos the length of all player scenes is significantly lower
than the length of all studio shots, although, the number of player shots is much greater
than the number of anchor shots.

4 Shot Category Probabilities in Temporally
Aggregated News

As in our previous experiments six editions of the TV News “Teleexpress” broadcasted
in the first national Polish TV channel (TVP1) have been used in these new tests. The
“Teleexpress” News is broadcasted every day and is of 15 min. Its montage style is
very dynamic. The news program is conducted at a great pace with very quick anchor
announcements and comments. This TV news program is mainly addressed to the
young audience. The montage style of the “Teleexpress” News is comparable to that of
TV sports news. However, one difference is easily observed that the number of
political, economic, or social events reported in news is much greater than the number
of sports events reported in sports news.

The tested videos have standard structure of news video. Every video starts with the
intro animation, then several events are reported and commented by anchorman,
reporter, politicians, or even casual observers. A sequence of report shots can be
optionally illustrated by charts, tables, diagrams, or maps. A news video is always
finished by a final graphical animation of several seconds usually with text imposed on
the image. It should be also noticed that the lengths of the intro and of final animation
varies, so the temporal segmentation detects different sequences of shots at the
beginning as well as at the end of different news videos. It results from the fact that
sometimes fade effects from black to the intro part are used and similarly the final
animation often fades away to a black frame. Moreover, the first frame of the intro and
similarly the last frame of the final animation are frozen for some short time, so the
lengths of the intro and of the final animation of a news video are not constant.
Nevertheless, in a temporally aggregated news video these parts of a video, i.e. intro
and final animation, as well as headlines can be easily detected [15]. All shots before
the first long anchor shot and similarly all shots after the last anchor shot have been
eliminated from further analyses because their categories are already known. The main
problem discussed in the paper is how to determine the most probable categories of the
internal part with other shots of news. What kind of categories can be expected in this
internal part? These are mainly such shots as: report shot, anchor shots, statement
(interview) shots, or chart shots (Table 1).
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Tables 2–4 presents the statistics for the tested videos of the lengths of aggregated
shots initially classified to anchor, chart, statement (interview), or report shot cate-
gories. These tables show the numbers of all shots of a given category (All) in the
tested videos and the numbers of shots of a given category selected on the basis of shot
lengths (Sel). Also the probabilities have been estimated that all shots of a given
category have the lengths of a given range.

The first results (Table 2) are obtained for the following thresholds: 130, 210, and
290, that is it has been assumed that report shots are not longer than 130 frames, the
lengths of statement shots are from 130 to 209, the lengths of chart shots are from 210
to 289, and anchor shots are longer than 290 frames.

Table 1. Characteristics of internal parts of six temporally aggregated news videos broadcasted
in March 2014 (03-03, 03-05, 03-06, 03-08, 03-09, and 03-11).

Video V1 V2 V3 V4 V5 V6 Average

Total number of shots 170 170 166 153 190 161 169
Number of anchor shots 11 14 13 13 13 12 13
The shortest anchor shot [in frames] 157 53 60 48 51 67 73
The longest anchor shot [in frames] 918 1122 768 913 828 1217 961
Average length of anchor shots [in frames] 455 440 375 495 359 437 427
Number of chart shots 0 0 0 0 2 1 0.5
The shortest chart shot [in frames] 0 0 0 0 121 225 173
The longest chart shot [in frames] 0 0 0 0 422 225 324
Average length of chart shots [in frames] 0 0 0 0 272 225 249
Number of statement shots 7 8 11 5 7 13 9
The shortest statement shot [in frames] 144 130 103 112 82 89 110
The longest statement shot [in frames] 342 409 327 261 273 368 330
Average length of statement shots [in frames] 220 225 236 203 163 230 213
Number of report shots 152 148 142 135 168 135 147
The shortest report shot [in frames] 45 45 45 45 45 45 45
The longest report shot [in frames] 347 248 432 354 281 379 340
Average length of report shots [in frames] 99 89 98 100 86 94 94

Table 2. Selection of shots of a given category with following thresholds [in frames]: lengths of
anchor shots ≥ 290, 210 ≤ lengths of chart shots ≤ 289, 130 ≤ lengths of chart shots ≤ 209,
lengths of report shots < 130.

Video V1 V2 V3 V4 V5 V6 Average
All Sel All Sel All Sel All Sel All Sel All Sel All Sel

Anchor shots 11 10 14 11 13 11 13 11 13 10 12 10 12.7 10.5
Chart shots 0 0 0 0 0 0 0 0 2 0 1 1 1.5 0.5
Statement
shots

7 4 8 5 11 3 5 1 7 4 13 4 8.5 3.5

Report shots 152 121 148 129 142 120 135 108 168 157 135 108 146.7 124.0
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Because chart shots are rare the second test (Table 3) skips this category and uses
two thresholds: 125 and 300 (5 and 12 s). Whereas, the Table 4 presents the results for
the test with the same range for chart as well as for statement shots. This option is based
on the suggestion that may be these two categories should be analysed in the same way
(with the same ranges of lengths).

The estimated probabilities that all shots of a given category have the length of a
given range are as follows: anchor shots – 0.83, chart shots – 0.33, statement shots –
0.41, and report shots – 0.85. Average is equal to 0.6049.

The estimated probabilities that all shots of a given category have the length of a
given range are as follows: anchor shots – 0.80, chart shots – 0.00, statement shots –
0.76, and report shots – 0.83. Average is equal to 0.5995. Average without taking into
account chart shots is equal to 0.7993.

The estimated probabilities that all shots of a given category have the length of a
given range are as follows: anchor shots – 0.80, chart shots – 0.33, statement shots –
0.76, and report shots – 0.83. Average is equal to 0.6828.

Now, let’s estimate a probability that a shot of a given length is a shot of predicted,
the most probable category (Table 5).

The statistical estimations of the probabilities that all shots of a given category have
the length of a given range are as follows: anchor shots – 0.80, chart shots – 0.01,
statement shots – 0.21, report shots – 0.97.

Table 3. Selection of shots of a given category with following thresholds [in frames]: lengths of
anchor shots ≥ 300, 0 ≤ lengths of chart shots ≤ 0, 126 ≤ lengths of chart shots ≤ 299, lengths of
report shots < 126.

Video V1 V2 V3 V4 V5 V6 Average
All Sel All Sel All Sel All Sel All Sel All Sel All Sel

Anchor shots 11 10 14 9 13 11 13 11 13 10 12 10 12.7 10.2
Chart shots 0 0 0 0 0 0 0 0 2 0 1 0 1.5 0.0
Statement
shots

7 6 8 6 11 8 5 4 7 5 13 10 8.5 6.5

Report shots 152 118 148 128 142 118 135 106 168 153 135 108 146.7 121.8

Table 4. Selection of shots of a given category with following thresholds [in frames]: lengths of
anchor shots ≥ 300, 126 ≤ lengths of chart shots ≤ 299, 126 ≤ lengths of chart shots ≤ 299,
lengths of report shots ≤ 125.

Video V1 V2 V3 V4 V5 V6 Average
All Sel All Sel All Sel All Sel All Sel All Sel All Sel

Anchor shots 11 10 14 9 13 11 13 11 13 10 12 10 12.7 10.2
Chart shots 0 0 0 0 0 0 0 0 2 0 1 1 1.5 0.5
Statement
shots

7 6 8 6 11 8 5 4 7 5 13 10 8.5 6.5

Report shots 152 118 148 128 142 118 135 106 168 153 135 108 146.7 121.8
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The tests have shown that anchor shots as well as report shots can be selected with
very high probability. But the problem remains how to categorize shots of the medium
length. Chart and statement shots are the most critical. Table 6 presents the probability
of a given category if the length of a shot is neither adequate for anchor shots nor for
report shots.

The statistical estimations of the probabilities that shots of a given category have
the length in the critical medium range are as follows: anchor shots – 0.02, chart shots –
0.01, statement shots – 0.21, report shots – 0.76.

The results of analyses of shots of the length from the medium range (Table 6)
show that we can expect most probably report shots or less probably statement shots.
Other categories are unlikely.

These estimations clearly suggest such a strategy that also for the shots with the
lengths in this medium range the procedure of content-based analysis adequate for
report shots should be first applied, next that for statements shots, and then that ade-
quate for anchor shots. The special procedure for the detection of charts shots can be
applied at the end (if at all).

It is interesting to compare the categorization of shots basing on these probabilities
with the case of random order of categorization strategies. Random order means that
the content analysis starts assuming that the analyzed shot is of a category randomly
chosen but always the same for all shots. This comparison is presented in Table 7.

Table 5. Selection of shots of a given category with following thresholds [in frames]: lengths of
anchor shots > 300, 126 < lengths of chart shots < 299, 126 < lengths of chart shots < 299,
lengths of report shots < 125.

Video V1 V2 V3 V4 V5 V6 Average

All Sel All Sel All Sel All Sel All Sel All Sel All Sel
Anchor shots 12 10 11 9 16 11 13 11 11 10 13 10 12.7 10.2
Chart shots 40 0 28 0 29 0 32 0 20 0 37 1 93.0 0.5
Statement
shots

40 6 28 6 29 8 32 4 20 5 37 10 31.0 6.5

Report shots 118 118 131 128 121 118 108 106 159 153 111 108 125.5 121.8

Table 6. Number of shots of the four particular categories and of the medium length from 126 to
299 frames, i.e. from 5 to 12 s.

V1 V2 V3 V4 V5 V6 Average
All Sel All Sel All Sel All Sel All Sel All Sel All Sel

Anchor shots 40 1 28 2 29 0 32 1 20 0 37 0 31,0 0,7
Chart shots 40 0 28 0 29 0 32 0 20 0 37 1 93,0 0,5
Statement shots 40 6 28 6 29 8 32 4 20 5 37 10 31,0 6,5
Report shots 40 33 28 20 29 21 32 27 20 15 37 26 31,0 23,7
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These analyses lead to the very practical conclusion that the order of strategies for
content-based analyses can be optimized, i.e. for the long shots (more than 12 s) the
anchor category is the most probable, whereas, for the short shots (less than 5 s) the
report category is the most probable. Furthermore, for the shots of the length of a
medium range (from 5 to 12 s) two categories are more probable than others, these are
report shots and statement shots.

5 Conclusions

Most automatic methods of content-based video indexing are based on video structure.
Also the methods proposed for news videos require the prior segmentation of news
video into shots and if it is possible as well into scenes. The content analysis of a video
shot is a very time-consuming process using specific strategy adequate for a given shot
category. To analyse faster the content of videos it is desirable to reduce the number of
video shots analysed in time-consuming content-based indexing by using temporal
aggregation. The temporal aggregation mainly results in grouping of shots of the same
category into scenes. Furthermore, the determination of the most likely category on the
basis of time relations also reduces the analysis time enabling us to apply the adequate
method of content-based indexing.

The temporal aggregation method is very efficient in detecting headlines, first
welcome anchor shot, but also can be applied to optimize the decision which
content-based indexing strategy should be used as the first.

The tests have shown that the analyses of time relations of shots can easily
determine the most likely category of a shot in the news video and then to optimize the
order of strategies applied for a given shot. If a shot is most likely anchor shot the
detection of studio background or anchor face should be applied as the first. If the
estimated probability suggests another category for an analysed shot the adequate
strategy for such category should be launched.

Table 7. Comparison of the probability of the best choice of the strategy for content-based video
analysis based on time analyses with the probability in the case of random choice. The total
number of shots in tested videos is 1010.

Shot category Anchor
shots

Chart shots Statement
shots

Report
shots

Number of shots classified to a given
shot category based on time analyses

76 186 186 748

Real number of shots of a given
category

76 3 51 880

Number of shots correctly categorized 61 1 39 729
Probability of the good choice of
a strategy based on time analyses

0.8026 0.0054 0.2097 0.9746

Probability that a random shot is of a
given shot category

0.0752 0.0030 0.0505 0.8713
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Abstract. Data Registration is one of the key techniques in 3D scanning. The
traditional methods for data registration have some disadvantages which always
need many calibration markers or other accessories. Those will greatly reduce
the convenience and usability for the scanning systems, and more markers will
covered the limited useful surface of the measured object. This paper proposed a
new method to overcome these shortcomings. In the method, the 3D scanner and
the motion capture device, which have completely different elements, are
effectively combined as a whole system. The position and posture of the mea-
sured object can be optionally changed as wish. Mocap system guides the spatial
localization for the measured object which has a high flexibility and precision.
Dynamic motion data and the static scan data can be obtained in real-time by
using the Mocap system and 3D scanner, respectively. In the final, heteroge-
neous spatial data will be converted to a same 3D space, and the parts of point
clouds will be spliced to a whole 3D model. The experiments show that the
method is valid.

Keywords: 3D scan � Point clouds registration � Motion capture � Space
transformation � System integration

1 Introduction

As the industry competition is more and more fierce and the consumer demand is more
and more novel, the rapid and flexible market becomes an inevitable result. Reverse
engineering [1], which can be applied to industrial production, as an advanced man-
ufacturing technology, has become a significant subject in product design, development
and innovation. Reverse engineering mainly includes data acquisition [2], data pro-
cessing [3], surface reconstruction [4] and so on. Data processing [5] mainly covers
data registration and other techniques [6]. Because the quality and the number of 3D
point data have prodigious effect on the quality of latter data reconstruction [7], it is
very essential to study on data registration. Due to the limitation of the current tech-
nologies, we cannot obtain the whole 3D point clouds data of the measured object in
once time. A measured object can only be represented by a group of point clouds
obtained by the canner. The several point-sets should be integrated to one uniform data.
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2 Related Works

In recent years, many scholars have done a lot of researches on the technology of point
clouds registration. To registration, at present, general ways cover two steps: coarse
registration and accurate registration. The coarse registration can transform two point
sets in different coordinate systems to one point-set in one coordinate system. There are
two main ways for coarse registration. One is the method based on aided device. Zhou
et al. used the method based on rotating platform [8] to realize the data registration. The
method calibrated the center axis of the rotating platform by point clouds in multi-view,
so that they could obtain the relative position relationship between the scanning device
and the rotating platform. The data for point clouds registration [9] could be calculated
by above-mentioned relationship. Although the method has a high degree of automa-
tion, it can only scan the objects with small size. The accuracy of measurement
equipment is required very high, which is not easy to ensure the positioning accuracy.
Yuan et al. realized the highly precise registration of structure light scanning with the
method based marked points [10], which effectively controlled the accumulation error
caused by the increase of the registration times. This method needs the marked points
stuck on the surface of the measured object, which results in the cover to the surface
and the data loss of the surface. The other is the method based on surface features. This
method requires the point clouds have obvious features, which were used to find the
corresponding relationship between different point clouds. Based on the singular value
decomposition (SVD) [11] method or quaternion method [12], they can calculate the
coordinate transformation information between point clouds. In the literature [13], the
author searched the corresponding point by the curvature of the observation point,
which are calculated by the surface normal vector of itself and the points in its
neighborhood. In order to overcome the multiple corresponding results caused by the
existence of the points with similar features and calculation error, Xu et al. [14] used
the points’ mean curvature and gauss curvature as ties to set up the corresponding
relation and avoid wrong match. In addition, Wang et al. [15] transformed the surface
registration problem into the problem of searching the maximum weight clique, which
represents the optimal corresponding relation of points. This method regards the uni-
form sampling points and Gaussian curvature points as candidate points. Its matching
accuracy and efficiency need to be improved. In view of the shortcomings of mentioned
methods and the characteristics of the current point clouds data, this paper aimed to
propose a new method which can avoid the high cost and the loss of point clouds.

2.1 Rotating Platform Method

The object rotates on the Rotating Platform, which is equivalent to the coordinate
transformation of the points [16]. If the rotating process of the object has been known,
the rotation and translation matrix of the point cloud coordinate transformation can be
obtained according to the changing process. The registration process of point clouds
will be the reverse of the scanning process. It could be assumed that the coordinate of
any points on the surface of the object are fixed on the rotating table, which could be
described as p0ðx, y, z). The coordinate of the same point when the object has rotated
by �x degrees is
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p0i ¼ Rp0 ð1Þ

Where p0ðx; y; z; 1ÞT is the coordinate of p0 before the rotation and p0iðx; y; z; 1ÞT is
the coordinate of p0 after the rotation; i ¼ 1; 2; 3. . . are the numbers of different field of
views; R is the Rotation matrix. The formula (1) shows the coordinate conversion
relationship between the point clouds before and after the rotation. To finish the point
clouds registration, the inverse of the formula (1) could be used:

p0 ¼ R�1p0i ð2Þ

The problem of the transformation of the coordinate system is also related to the
process of the registration, the Quaternion method could be used to solve the problem
[17].

2.2 Method Based on Markers

Using markers is the traditional registration method. By identifying the marked points in
the public area of different views [18], the transformation matrix between the two point
sets could be calculated. Then, the connection of the multi-view data will be integrated.

3 Method of This Paper

3.1 Method Description

In this method, the 3D scanner and the motion capture device, which have completely
different elements, are effectively combined as a whole system. The details are as
follows:
Step 1: Calibrate the 3D scanner and the motion capture device. The 3D scanner and

the motion capture device are kept on the unchanged position. There are
marked points pasted on the bracket, while there are no markers on the
measured objects.

Step 2: Acquire the dynamic motion data and the static scan data by using the Mocap
system and 3D scanner, respectively.

Step 3: Calculate the rotation matrix and translation matrix.
Step 4: Transform motion capture data and 3D scanning data into a same 3D

calibration system.
Step 5: Test and correct the registration of the point clouds.

3.2 Coordinate of Sphere Center

In the proposed methods, just three markers are needed which diameter is about 2 cm.
The coordinate of the marker’s center is necessary. We use the method of error
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equation to calculate the coordinate. If the radius of the sphere is R and the coordinate
of a point on the surface is ðxi; yi; ziÞ. As is well known, the equation is:

ðx0 � xiÞ2 þðy0 � yiÞ2 þðz0 � ziÞ2 ¼ R2 ð3Þ

Then, we got

½aa�dx þ ½ab�dy þ ½ac�dz þ ½al� ¼ 0

½ab�dx þ ½bb�dy þ ½bc�dz þ ½bl� ¼ 0

½ac�dx þ ½bc�dy þ ½cc�dz þ ½cl� ¼ 0

ð4Þ

The value of dx; dy; dz is:

dx ¼ �½al�Q11 � ½bl�Q12 � ½cl�Q13

dy ¼ �½al�Q12 � ½bl�Q22 � ½cl�Q23

dz ¼ �½al�Q13 � ½bl�Q23 � ½cl�Q33

8>><
>>:

ð5Þ

In the final, the center is

x ¼ x0 þ dx
y ¼ y0 þ dy
z ¼ z0 þ dz

8><
>: ð6Þ

3.3 Rotation and Translation Matrix

The coordinates of the markers’ center calculated in our experiments belong to different
coordinate systems. If points Pi; i ¼ 1; . . .; nf g in 3D Euclidean space are on the sur-
face of a same rigid body, the shifting of them could be described by the rigid body
motion. So, we can get the transformation equation:

P0
i ¼ RPi þ tþ gi ð7Þ

In which, P0
i are the transferred corresponding points, R is the rotation matrix, t is

the translation matrix and gi is the additional noise which obeys the gauss distribution.
So, the values of R and t could be figured out by calculate the minimum value of the
following functions:

I ðR; tÞ ¼
Xn
i¼1

P0
i � RPi þ tð Þ�� ��2 ð8Þ

Because the matrix R is an orthogonal matrix, it could be got:
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Xn
i¼1

ðrT1PiÞPi þ k11r1 þ k12r2 þ k13r3 ¼
Xn
i¼1

P0
i;1P

Xn
i¼1

ðrT2PiÞPi þ k22r2 þ k23r3 þ k13r3 ¼
Xn
i¼1

P0
i;2P

Xn
i¼1

ðrT3PiÞPi þ k33r3 þ k13r1 þ k23r2 ¼
Xn
i¼1

P0
i;3P

8>>>>>>>>>><
>>>>>>>>>>:

ð9Þ

Notes that:

A ¼
Xn
i¼1

PiP
T
i ; K ¼

k11 k12 k13
k21 k22 k23
k31 k32 k33

0
@

1
A; B ¼ ðb1 b2 b3Þ

Where bk ¼
Pn
i¼1

P0
i;kPi and kij ¼ kji, K is a symmetrical matrix. In the final, the

rotation matrix R could be calculated by using the singular value decomposition of
matrix, that is:

R ¼ VUT ð10Þ

4 Experiments and Analysis

Experiments were performed to verify the effectiveness of the method. Konica Minolta
vivid 9i 3D scanner and DIMS-9100 Mocap systems were used for the experiment, as
shown in Fig. 1. The computing platform is based on MATLAB R2013a and an
ordinary PC which processor is Intel(R) core(TM) i3-4160CPU@3.60 GHz, memory is
4G and operating system is Windows 7.

Fig. 1. The illustration of experiment system combined with 3D scanner and Mocap system
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In experiments, three pieces of data were acquired, in which contained 19772,
19651 and 15896 points, respectively, as shown in Fig. 2. It can be easily perceived
that the three point-sets with different colors represent the three different parts of the
measured object. We combine the three point-sets to one complete data by using the
calculated rotation and translation matrix. The complete data is presented in Fig. 3
which three pieces of point clouds have made up a whole. The fact means that our
result was of high quality which we can hardly find a gap from the 3-D image in Fig. 3.

As the MATLAB software cannot fully display the quality of our work, so we
adopted the widely used reverse software Geomagic Qualify. We got the CAD model
(Fig. 4) of the original scanning data processed by the Qualify software as the refer-
ence. The comparison results were shown in Fig. 5 and Table 1.

Figure 5 presents the comparison chromatogram map processed by Geomagic
Qualify. According to the figure, most areas of the two models are nearly consistent
with a green or yellow color. Table 1 is a random sample which shows the specific
deviation of the point data. In this table, the reference columns are the 3D value of each

Fig. 2. The three initial point clouds

Fig. 3. The point clouds after registration
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reference points. The deviation columns are the value of the deviations between the test
and the reference points (The unit is mm). The average deviation of the results is
1.30 mm.

5 Conclusions

In this paper, a new method for point clouds registration combining motion capture
technologies was presented. The method did not need highly precision rotating tables
and either need paste a large number of markers on the surface of the measured object.
The method is simple, time-saving and easy to be realized, and efficiently reduced the
unnecessary loss of point clouds. The experiments show that the method has an
acceptable precision of registration.

In order to achieve a better quality of registration, the future work will aim to
improve the accuracy of the algorithm.

Fig. 4. The CAD model of the original data processed by the Qualify software

Fig. 5. Comparison chromatogram map
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Abstract. The proper identification of speed limit traffic sighs can
alarm the drivers the highest speed allowed and can effictively reduce
the number of traffic accidents. In this paper, we put forward an efficient
detection method for speed limit traffic signs based on the fast radial
symmetry transform with new Sobel operator. when we detected the
speed limit traffic sign, we need to segment the digits. Digit segmenta-
tion is achieved by cropping the candidate traffic sign from the traffic
scene, making use of Otsu thresholding algorithm to binary it, and nor-
malizing it to a uniform size. Finally we recognize and classify the signs
using DAG-SVMs classifier which is trained for this purpose. In cloudy
weather conditions and dusk illumination condition, we tested 10 videos
about 28 min. The recognition rate of frames which contain speed limit
sign is 90.48 %.

Keywords: Speed limit traffic sign · Fast radial symmetry transform ·
Otsu · DAG-SVMs

1 Introduction

Improving safety is an important goal in road vehicle technology. People set speed
limit traffic signs to alert drivers pay attention to safety. Traffic signs usually
possesses particular colors and shapes aiming to attract the drivers’ attention
against the natural environment. We ofen see the traffic signs whose colors are
red and yellow, with white or black symbol in chinese road. The main shapes
include rectangled, circles, and triangles. In this paper, we focus on the detection
and classification of circular traffic signs, which posses a red circle with white
background as shown in Fig. 1.

Recognition of traffic signs may involve several difficulties [1]: first of all,
lighting conditions are uncontrollable. The scene could happen in all kinds of
conditions and also different time. Second, some cars or shop signs can block
the line of sight of a traffic sign. Besides, the long-term exposure to the sunlight
also causes the color gradually fades. At the same time, the air and the paint

c© Springer-Verlag Berlin Heidelberg 2016
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Fig. 1. Speed-limit traffic sign (Color figure online)

produce chemical reaction in wet environment and causes the same result as
above. As mentioned above, it is a huge challenge to recognize the traffic sign
from complex environment.

2 Related Work

Traffic signs mainly possess two visual features, namely color and shape. People
usually choose RGB color space because it is the most intuitive color space.
Escalera et al. [2] segment the image by making use of the relations between
different channels.

People choose Hough transform in [3,4]. Barnes and Zelinsky [5] propose
the fast radial symmetry algorithm, which based on gradient. In [6], an efficient
algorithm is proposed to detect regular polygons.

Rubel, Hasan and Moin [7] combine many methods which consists of three
steps: Colour-based filtering, Circular Hough Transform and LOWESS regression
technique. The accuracy of recognition was 98 %.

Torresen et al. [8] presented an algorithm which includes Colour-based filter-
ing to detect speed limit signs in Norwegian. The experiment was tested on 198
images and the accuracy of recognition was 91 %.

Wu and Tsai [9] proposed an approach for detecting speed limit signs from
video image. The experiment was tested on 123 images and the accuracy of
recognition was 97 %.

Auranuch and Jackrit [10] proposed an approach which made use of Neural
Network techniques to recognize traffic sign. Hoferlin and Zimmermann [11] pro-
posed another approach which based on the application of Scale-Invariant Fea-
ture Transform (SIFT) local features.

3 System Overview

The detection system mainly includes two parts: detecting candidate sign region,
and candidate of digit region segmentation. We decide to make use of the shape
feature to avoid the impact of lighting conditions or weather on the color feature.
The flow diagram of whole system is shown as Fig. 2.

3.1 Fast Radial Symmetry Transform

The fast radial symmetry is an accurate and efficient method which based on gra-
dient to detect points of high symmetry. In this paper, we take an improved Sobel



762 L. Zhu et al.

Fig. 2. The detection and recognition system

Fig. 3. The four Sobel templates. (a) The vertical template. (b) The horizontal tem-
plate. (c) The 45◦ template. (d) The 135◦ template.

operator. To compensate for traditional Sobel’s defect: to reduce the impact of
noise, to describe the edge points more accurately, four directions of template
Tx,Ty,T45,T135 are used as shown in Fig. 3.

For example, traditional Sobel operator is the partial derivative of f(x, y) as
the central computing 3 × 3 neighbourhood at y direction as Fig. 4.

f11 f12 f13
0

−f31 −f32 −f33

Fig. 4. The vertical template of Sobel operator

We can get the result of Gy:

Gy = |f11 + f12 + f13 − (f31 + f32 + f33)| (1)

Let A, B replace part of formular:

A = f11 + f12 + f13 (2)

B = f31 + f32 + f33 (3)

Then we can denote Gy as:

Gy = |A − B| =
|A − B|

255
× 255 (4)
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In this paper,we redefine Gy as:

G
′
y =

|A − B|
A + B

× 255 (5)

Here, the intensity gradient is the biggest output of gradient value of
template.

At each radius n, an orientation projection image On are formed as shown
in Fig. 5.

Fig. 5. The locations of pixels p+ve(p) and p−ve(p) affected by the gradient element
g(p) for a range of n = 2.

The coordinates of the positively-affected pixel are given by

p+ve(p) = p + round(
g(p)

‖g(p)‖n) (6)

while those of the negatively-affected pixel are

p−ve(p) = p − round(
g(p)

‖g(p)‖n) (7)

where “round” rounds each vector element to the nearest integer and n ⊆ N
is the radius (Fig. 6).

In the orientation projection image On, the point p+ve is incremented by 1,
while the point p−ve is decremented by 1. That is,

On(p+ve(p)) = On(p+ve(p)) + 1 (8)

On(p−ve(p)) = On(p−ve(p)) − 1 (9)

Finally, we set an array to save the points which have more votes from dif-
ferent radius and make use of Quicksort algorithm to sort these points and just
keep the five points, which have the maximum votes. If any two centre point’s
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Fig. 6. The whole process of detection. (a) The source image. (b) The result of improved
Sobel. (c) The orientation projection image. (d) The result of detection.

distance is less than their radii, we can judge that two circles are overlapped. If
the circle’s position is overlapped, then we compare the rate of votes to radii.
We just keep the bigger one. Though this way, we confirm the signs position as
shown in Fig. 7.

3.2 Digit Segmentation of Speed Limit Sign

When the speed limit traffic sign is detected, the following is to recognize the
pictogram of this traffic sign and segment the digits. Inspired by [12], we make
use of Otsu method to transform the ROI into a binary image when cropped the
region of interest out of the scene.

However, we can’t directly take this approach, because the target image which
we captured from the source image is square not circle. It means that the part
of background image maybe influences the effect of Otsu’s method when the
contrast ratio between the speed limit traffic sigh and background is obvious.
To eliminate the bad effects, we have to crop the size of detected speed limit
sign again. According to the standard of China road traffic signs, we decide to
set a particular value as the target area’s width and height, which is the four
fifth of the radius. The advantage is that we can distinguish the foreground and
background by just focusing on the speed limit sign itself. At the same time, we
can crop part of sign’s red rim. The comparison result is shown in Fig. 8.
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Fig. 7. The three detection results. (a) The detection result of 30 km/h. (b) The detec-
tion result of 60 km/h.

Fig. 8. The two kinds of Otsu’s result. (a) Otsu’s result after cropping the size of
detected speed limit sign. (b) Otsu’s result before cropping the size of detected speed
limit sign (Color figure online).
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We can see that the binary image still consist of some sign’s rim. So the next
step is to use maximal connected-component labeling algorithm to eliminate
them. In binary image, we can see that there are several white regions. According
to the coutours detection of white connected-component, we just keep the one
which covers the maximum area and the others can be set as white pixels. Finally
by calculating the black pixels to determine the location on the x-axis and y-axis
of the cropped image where the target area starts and ends as shown in Fig. 9.

Fig. 9. The final output of detection. (a) The vertical and horizontal projection his-
tograms of digit. (b) An example of segmentation.

3.3 Training Using DAG-SVMs

Vapnik [13] introduced a machine learning algorithm to solve pattern recognition
problems, namely SVM. In this experiment, we use the Opencv machine learning
library which is based on LIBSVM [14] with a Gaussian kernel.

Different from other papers, we view “60” as an integral rather than single
“6” or “0”. We resize the cropped ROI image to a standard size of 20 × 20
pixels. The value of 400 pixels can be viewed as input character. Each digit
has 50 images which own different angle. Finally, we adopt DAG SVMs. In our
experience, we totally find four kinds speed limit sign. It means that there are
four classes in DAG SVMs as shown in Fig. 10.

As we all known, Lucas-Kanada algorithm [15] can be used to track. But we
just keep its judgment method as following.

We can view the result of recognition as follows over a period of time n:

C(k) =
n∑

i=1

|xi = k| (10)

where, xi represents the ith recognition result, and C(k) represents the times
recognized as kth type.

If maxC(k)k > th (th represents the recognition threshold), the output is
the kth type of speed limit signs, otherwise, it would be passed.
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Fig. 10. The structure of DAG SVMs

4 Results and Analysis

We have tested the experiment under 10 videos about 28 min in ShenZhen. The
frame rate of the video in this experiment is 33 frames per second, which has a
resolution of 1920 × 1080 pixels. Speed limit signs: 20, 30, 40 and 60 km/h are
used in the experiments. The result of the experiment is shown in Tables 1 and 2.

NV represents the Number of Video segment. NGT represents the reference
number of speed limit signs appearing in the evaluation set. NRR is the number
of the recognition result outputted by system. NTP is the number of Ground
Truth which is recognized successfully. RR denotes the detection rate. FRR
denotes the false recognition rate.

RR =
NTP

NGT
,FRR = 1 − NTP

NRR
(11)

NOA represents the Number of Output Alarm by system. NSA represents the
Number of Succeed Alarm. CAR denotes the correct alarm rate. FAR denotes
the false alarm rate.

CAR =
NSA

NV
,FAR = 1 − NSA

NOA
(12)

Table 1. The recogntion results of one frame

Scenes NV NGT NRR NTP RR FRR

cloudy+dusk 10 168 156 152 90.48 % 2.56 %

Cloudy [15] 17 341 329 321 94.13 % 2.43 %

Night [15] 23 284 264 253 89.08 % 4.17 %
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Table 2. The recognition results of single sign

Scenes NV NOA NSA CAR FAR

cloudy+dusk 10 8 8 100.00 % 0 %

Cloudy [15] 17 17 17 100.00 % 0 %

Night [15] 23 14 13 91.3 % 4.55 %

5 Conclusion and Future Work

In this paper, we provide an efficient method to detect and recognize the speed
limit signs. With this method, the dream that alarming the drivers to notice
the limit speed basiclly comes true. In future, we need to improve the recog-
nition accuracy and speed in wide weather conditions and various illumination
conditions.
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Pablo C. Cañizares(B), Mercedes G. Merayo, and Alberto Núñez
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Abstract. Security breaches are a major concern by both governmen-
tal and corporative organisations. This is the case, among others, of air-
ports and official buildings, where X-ray security scanners are deployed
to detect elements representing a threat to the human life. In this paper
we propose a formal distributed schema, formally specified and analysed,
to detect suspicious artefacts. Our approach consists in the integration
of several image detection algorithms in order to detect a wide spectrum
of weapons, such as guns, knifes and bombs. Also, we present a case of
study, where some performance experiments are carried out for analysing
the scalability of this schema when it is deployed in current systems.

1 Introduction

After the 11/9 tragedy, security has become a national priority for governments
around the world. Consequently, high security measures have been imposed in
both governmental and corporative facilities to ensure the integrity of citizens. It
is worth to emphasise the case of the airports, where only the U.S. government
generated an annual $700 million market [10701] in the deployment of Explosives
Detection Systems (EDS) [MR95], which are based on X-ray imaging for scan-
ning baggage (see Fig. 1). The massive deployment of EDS has arisen the inter-
est of the scientific community. Consequently, several detection techniques have
been reported in the literature [WB12,Mer15a], like artificial neural networks
[LW08], SVM [NPA08] and novel multiple-view approaches [Mer15b,US15]. All
these techniques, especially the multiple-view ones, have high detection rates for
processing all type of threat artefacts such as guns, weapons, bombs and knifes,
which represent a beneficial contribution to protect the human life. However,
these mentioned techniques are designed to be executed in a single machine, it
being overexposed to risks such as computer attacks, lack of fault tolerance and
replica.
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Fig. 1. X-ray image for detecting guns in baggage [Mer15b]

In order to avoid security risks, it is important to incorporate mechanisms to
increase the confidence on the correctness of a system with respect to a specifica-
tion. Thus, we consider that formal methods should be used to develop critical
systems. Formal methods are techniques based on mathematics for modelling
complex systems and to represent the specification, development, and verifica-
tion of both software and hardware systems. It is important to mention that the
combined use of formal methods and testing techniques [CHN15] allows us to
ensure the fulfilment of a specific set of requirements and it is especially useful
to detect unexpected behaviours.

In this paper we propose a distributed schema, called FARTHEST, to detect
suspicious artefacts. We have used a formal approach to specify and analyse
FARTHEST. In addition, we provide several specific set of communication require-
ments to ensure the correct behaviour of the proposed algorithm.

The rest of the paper is structured as follows. Section 2 presents the formal
framework used in this paper. Next, in Sect. 3 we describe the proposed dis-
tributed scheme. Section 4 presents experimental results. Finally, in Sect. 5 we
present the conclusions and some lines of future work.

2 Formal Framework Used in FARTHEST

In this section we review the framework used for specifying and testing complex
systems [MN15] that has been used to model and specify FARTHEST. In addition,
we introduce some extensions to the finite state machine model, that allows
define and check the correctness of communications between components of the
system.

2.1 Finite State Machines

Finite State Machines, in short FSM, are one of the formalism widely used to
formally specify systems. We have chosen them to specify our system because
they are well known are their definition and semantics are very simple.
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Definition 1. A Finite State Machine is a tuple M = (S, sin, I,O, Tr) where
S is a finite set of states, sin is the initial state of the machine, I is the set
of input actions, O is the set of output actions, with I ∩ O = ∅, and Tr is the
set of transitions, with Tr ⊆ S × S × I × O. A transition belonging to Tr is a
tuple (s, s′, i, o) where s, s′ ∈ S are the initial and final states of the transition
respectively, i ∈ I is the input action and o ∈ O is the output action.

We say that M is deterministic if for all state s and input i there exists at
most one state s′ and one output o′ such that (s, s′, i, o) ∈ Tr. We say that M is
input-enabled if for all state s and input i there exists at least one state s′ and
one output o′ such that (s, s′, i, o) ∈ Tr. �

In the following definition we introduce the concept of trace. A trace is a sequence
of inputs and outputs pairs that captures the behaviour of a system.

Definition 2. Let M = (S, sin, I,O, Tr) be a FSM. We say that < i1/o1, . . . ,
in/on > is a trace of M if there exist n states s1, . . . , sn ∈ S such that

(s0, s1, i1, o1), (s1, s2, i2, o2), . . . , (sn−1, sn, in, on) ∈ Tr

with s0 = sin. We denote by <> the empty trace and by trace(M) the set of
all traces of M. ��
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ContP/DetectImg

FailC/EImg

Fig. 2. Specification of an image pre-processing by using an FSM

Example 1. Let us consider the FSM depicted in Fig. 2 presenting a reduced ver-
sion of the pre-processing image stage. It enhances the visual appearance and
improves the manipulation of the image for later stages. The nodes represent
the most relevant states of the algorithm, while the arcs represent the relevant
transitions performed during the process. The initial state of the machine is s1,
corresponding to the point where the image to be pre-processed is received.

Let us consider the transition (s1, s2, ImageRaw, PreProcI). Intuitively, if the
machine is the initial state s1 and it receives an input ImageRaw, then it produces
the output PreProcI and the machine changes to state s2. Also, we can observe
that (PPImg/CheckI, ContP/DetectImg) is a trace of the system.
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Next, we describe the set of steps required to perform the image pre-
processing. At the initial state, the system receives an image ImageRaw and the
process responsible to handle it PreProcI is invoked. Once all the pre-processing
operations have been performed, the system checks the correctness of the gen-
erated image calling the CheckI process. Finally, the checking process returns
a result which shows the diagnostic of the pre-processed image. If the check-
ing process detects that the image has some faults, then the process will be
interrupted.

2.2 Communicating Finite State Machines

In order to alleviate hard computational challenges, there is a whole new gener-
ation of systems. These systems are usually distributed along the nodes of a net-
work. Thus, the communication between the components of this network becomes
a critical factor for the overall system performance. Unfortunately, the behaviour
of these systems cannot be represented by using classical finite state machines
and, therefore, it is required to develop new methodologies that allow us both to
represent properties related to communications and to establish its correctness.

Definition 3. A Communicating Finite State Machine, in short CFSM, is a
FSM with a set of communication channels. A Net Communicating Finite State
Machines, in short NETCOM, is a pair N = (M, C), where M = {M1, . . . , Mn} is
a set of CFSMs such that for all 1 ≤ i ≤ n we have that Mi = (Si, s

i
in, Ii,Oi, T i

r , )
and C = {Ca

i : i ≤ n ∧ a ∈ Ii} represents the set of communication channels,
where Ca

i means that Mi can receive the message a. We assume that I1, . . . In

are pairwise disjoint and for all 1 ≤ i ≤ n we have that Ii ∩ Oi = ∅.
Given IN =

⋃n
i=1 Ii and ON =

⋃n
i=1 Oi, we define the sets SharedN =

IN
⋂ ON , envInputN = IN \ SharedN and envOutputN = ON \ SharedN . ��

A CFSM in a NETCOM can interact both with the environment and with another
CFSM, by sending inputs and receiving output actions. Thus, two classes of tran-
sitions can be distinguished. On the one hand, external transitions are those
labelled with input actions that are received from the environment. On the other
hand, internal transitions are those that are triggered by an output produced
by the execution of a transition in another CFSM.

The set sharedN contains those actions allowing the communication between
two machines in a net. Those actions belong simultaneously to the set of input
actions of a CFSM in the net and the set of output actions in another one. The set
envInputN (envOutputN ) corresponds to the set of not shared input (output)
actions appearing in N , that is, the input (output) actions labelling external
transitions.

Example 2. Let us consider the NETCOM depicted in Fig. 3. It can be seen as
an evolution of Example 1 by including communication channels. In this case,
the image pre-processing, previously performed by a single FSM has been sepa-
rated into two different CFSM, Pre-Processing and Checking. Moreover, we have
included another CFSM, called Data Base, that provides images to the image
pre-processing system.
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Fig. 3. Specification of pre-processing and checking image phases by using CFSM model

Next, we describe the set of steps required to perform the pre-processing
and checking phases. At the initial state, the database machine provides the
system with an image stream by sending the message ImageRawo to the Pre-
Processing machine. In this way, the Pre-Processing machine receives the mes-
sage ImageRawi and invokes the pre-processing operation ImgNR. Once all the
pre-processing operations have been performed, the Pre-Processing machine
sends the message CImgP0 to Checking machine, that checks the correctness of
the generated image. Finally, the checking process returns a result of the diag-
nostic of the pre-processed image. If the checking process detects that the image
has some faults, the Checking machine sends a StopP0. On the contrary, if the
image is correct, it sends ContP0. ��
In order to validate the correctness of a system by using a passive testing tech-
nique, we record and analyse the sequences of actions generated by the sys-
tem under test. These sequences are checked against a certain set of properties,
that we call invariants, representing the most relevant properties that the sys-
tem must fulfill. Next, we introduce the notion of communication invariants, an
extension of the usual notion of invariant used in a single FSM.

Definition 4. Let N = (M, C) be a NETCOM. We say that a sequence ϑ is a
communicating invariant, in short c-invariant, for the net N , if ϑ is defined
according to the following EBNF:

ϑ ::= ϑ1|ϑ2

ϑ1 ::= i/s, ϑ2|i/s, ϑ3|i → S
ϑ2 ::= s/o, ϑ1|s/o, ϑ3|s/s′, ϑ2|s/s′, ϑ3|s → O
ϑ3 ::= �, ϑ

In this expression we consider s, s′ ∈ sharedN , i ∈ envInputN , o ∈
envOutputN , S ⊆ sharedN and O ⊆ envOutputN . The set of invariants
for the net N is denoted by ΩN , where we will omit the subindex if it can
be deduced from the context. ��
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The previous EBNF expresses that a c-invariant is a sequence of symbols where
each component, but the last one, is either a pair with one of the elements being
a shared action (s) and the other one an input (i) or an output (o) action, or the
wildcard � that can replace a sequence of actions not containing the first input
symbol that appears in the component of the c-invariant that follows it. Let
us note that two consecutive pairs in the sequence a/b, c/d must be compatible,
that is, either c = b ∈ sharedN or b ∈ envOutputN , c ∈ envInputN and both a
and c belong to the set of input actions of the same CFSM in N . In addition, a
c-invariant cannot contain two consecutive occurrences of �. The last component
is given by either the expression i → S or s → O. The former corresponds to
a input action followed by a set of shared actions and the latter represents a
shared action followed by a set of output actions.

3 Distributed Schema to Detect Suspicious Artefacts

In this section we describe our proposed distributed schema for detecting suspi-
cious artefacts, called FARTHEST. In order to show a detailed perspective of our
approach, a formal specification of the different phases of this schema is pro-
vided. Moreover, we include a set of c-invariants to analyse the correctness of its
behaviour.

FARTHEST can be divided into three different phases. The first phase cor-
responds to image pre-processing operations, the second phase ensures image
integrity and the third phase performs image recognition based on majority vot-
ing process. Figures 4 and 5 show the formal specification of the NETCOM that
represents the behaviour of FARTHEST, which have been developed by using the
framework described in Sect. 2. First, an image to be processed (ImgRawi) is sent
to the pre-processing phase. In this stage, the image is filtered and processed
(ImgNR) with noise reduction algorithms to fix possible visual defects of the
image. Next, the pre-processed image (ImgPP) is sent to the checking phase
(CImgPo), where the image (CImgPi) is received and checked in order to detect
format defects (CI). If some fault is detected, the checking phase emits a report
error (StopPo) and the execution is aborted (EImgo). On the contrary, the image
(VotImgo) is sent to the detection voting phase. In this stage, a voting process
is performed for determining the suspect nature of an element. Thus, the image
received (VotImgi) is sent to the detection algorithms (V1o, V2o, V3o), where the
image is processed by all of them. If the algorithm detects that the image matches
with a suspicious artefact, it sends a positive vote (YAi). On the contrary, it sends
a negative vote (NAi). Finally, if the absolute majority of the votes is positive,
an alarm is triggered (WDi) and the image is stored into a database (SaveDBi).

In FARTHEST, an image stream flows through the different stages by follow-
ing a pipeline model, where the output generated by a phase is considerer as
the input of the next one. Inasmuch as each phase only can process one image
at the same time, the execution of the phases can overlap, which allows process-
ing multiple image detection simultaneously. Moreover, since the distributed
design of FARTHEST allows to execute each phase in different physical machines,
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the resources provided by a distributed system, like an HPC cluster or a cloud
computing system, can be exploited in parallel to increase the overall system
performance.
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Fig. 4. Automatic weapon recognition system

We consider that the detection of elements that are a threat is critical. Thus,
we provide a robust and extensible meta-detector suitable for different hazard
environments, such that the detection of threat elements is performed through
a voting process among several independent detection algorithms. In addition,
we have included into FARTHEST Online Stage [Mer15b]. This is a detection
algorithm based on the classification and analysis of the main keypoints extracted
from an image.

Our algorithm can be divided into two main parts: Monocular analysis and
Multiple View Analysis. Figure 5 shows the specification of this algorithm, that
is represented by a NETCOM conformed by three CFSM . The first machine, Online
State, describes the general behaviour of the algorithm, receiving an image (V1i)
and distributing the process among the other machines (MAo, MVo). The sec-
ond machine describes the Monocular analysis process, performing operations
such as segmentation (SEG), keypoints selection (KEY), classification and cluster-
ing (CCS). If the Monocular Analysis is correct (YMAi), then the second phase
of the algorithm is carried out by the machine Multiple View Analysis, perform-
ing operations such as data association (DAS) and data analysis (DAN). Finally, if
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Fig. 5. Online stage algorithm

the algorithm detects a suspicious artefact, then it sends a positive vote (YA1o).
On the contrary, a negative vote is emitted (NA1o).

Next, we include a set of communicating requirements, using c-invariants,
that must be fulfilled by the implementation in order to ensure correctness.

θ1 = ImgPP
︸ ︷︷ ︸

i

→ {VotImgBo, CImgPo, EImgo}
︸ ︷︷ ︸

S

θ2 = ImgRawi/ImgNR
︸ ︷︷ ︸

s/o

, �, EImgi
︸ ︷︷ ︸

s

→ {SaveE}
︸ ︷︷ ︸

O

θ3 = ImgRawi/ImgNR
︸ ︷︷ ︸

s/o

, �, WDi︸︷︷︸
s

→ {WDET}
︸ ︷︷ ︸

O

θ4 = ImgRawi/ImgNR
︸ ︷︷ ︸

s/o

, �, NWDi︸︷︷︸
s

→ {End}
︸ ︷︷ ︸

O

4 Experiments

In this section we present several experiments to evaluate the scalability of
FARTHEST when it is deployed in different cloud systems. These experiments have
been conducted in a simulated environment by using the iCanCloud simulation
platform [NVC+12].

Each modelled cloud contains 6 physical machines such that each phase of
FARTHEST is executed in a dedicated machine and the other three machines are
used for the voting process. In this model, there is one centralised database that
contains the images to be processed. Each cloud where FARTHEST is deployed
accesses this database through the Internet. In these experiments, FARTHEST has
been deployed in 1, 2, 4 and 8 homogeneous cloud systems. Also, each experiment
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uses a different configuration for the physical machines, containing 1, 2, 4 and 8
CPU cores.

The results of our experiments show that increasing the number of clouds
where FARTHEST is deployed has a direct impact in the overall system perfor-
mance, leading to a performance speed-up. However, increasing the number of
CPU cores per machine slightly increases the system performance. This is mainly
caused by the bottleneck located in the data base system, which hampers the
exploitation of computing parallelism by using all the CPU cores at the same
time.

5 Conclusions and Future Work

In this paper we have presented FARTHEST, a formally specified and analysed
distributed schema, to detect suspicious artefacts. FARTHEST has been specified
by using a formal framework based on Finite State Machines. Also, a set of com-
municating requirements to check the correct behaviour of the proposed schema
has been provided. In order to show the applicability of FARTHEST it has been
deployed along several cloud systems in a simulated environment. The exper-
iments of this paper have been conducted by using the iCanCloud simulation
platform. The evaluation results show that FARTHEST provides an increasing in
the overall system performance when it is deployed in different cloud systems.
However, since all the images are stored in a centralised data base, the commu-
nication network to access the data base acts as a bottleneck, which leads to a
performance loss.

A first line of future work consists in the inclusion of timed and probabilistic
information in our models [HM09,HMN09,AMN12]. We would also like to use
passive testing techniques to check the proposed schema by using more complex
communicating requirements. A third line of work consists in studying opti-
mizations to reduce energy consumption [CNLC13,CNNP15] and to increase
performance due to parallelization [NFM13,NM14]. Finally, we would like to
use learning techniques to improve the performance of our detection algorithms
taking into account that an attacker might modify some of the components
[LNRR02].
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[MN15] Merayo, M.G., Núñez, A.: Passive testing of communicating systems with
timeouts. Inf. Softw. Technol. 64, 19–35 (2015)

[MR95] Murray, N.C., Riordan, K.: Evaluation of automatic explosive detection
systems. In: 29th Annual International Carnahan Conference on Security
Technology, pp. 175–179. Institute of Electrical and Electronics Engineers
(1995)
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Abstract. With the popularity of editing software and the Internet, digital
content can easily be manipulated and distributed. Therefore, illegal reproduc-
tion of digital products became a real problem. Watermarking has been con-
sidered as an effective solution for copyright protection and authentication.
However, watermarking schemes usually have encountered some difficulties,
such as computational complexity, imperceptibility and robustness. In this
paper, based on improved singular value decomposition (SVD), we proposed a
new image watermarking scheme in order to reduce the computational com-
plexity. To this end, we designed an algorithm to directly compute the largest
eigenvalues and eigenvectors of the analyzed image segmented blocks. More-
over, an adaptive embedding technique was utilized to improve the robustness
of the proposed scheme. Experimental results showed that the scheme is fast and
good for digital image watermarking and it outperforms several widely used
schemes in terms of robustness and imperceptibility.

Keywords: Digital watermarking � SVD � Eigenvalue � Eigenvector

1 Introduction

Due to the improvement of editing tools and the popularity of the Internet, illegal
manipulations of digital objects became very popular. Among several approaches have
been proposed for copyright protection and authentication, digital watermarking is
commonly used. In every watermarking scheme, a watermark (some types of digital
data, e.g. text, logos, labels etc.) is embedded into digital objects in order to present the
authorship of the objects. In a fragile watermarking scheme, the embedded watermark
could be distorted when any operation is applied to the watermarked objects. Con-
versely, in a robust watermarking scheme, the embedded watermark should be retained,
even when some operations are applied to the watermarked objects. While fragile
watermarking is applied for authentication, robust watermarking is mostly used for
copyright protection. Basically, a watermarking scheme must satisfy some main
requirements for robustness and imperceptibility. The first requirement is sufficed if
the watermark is difficult to remove or distort, even though different illegal operations
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have been applied to the watermarked images. The second demand is fulfilled when the
difference between the original image and the watermarked image is indistinguishable
to human eyes.

In recent decades, various watermarking schemes have been proposed. In these
schemes, different image processing operations and transformations were employed.
Among them, the SVD is widely used in many watermarking schemes [1–13]. In the
schemes, each segmented image block is decomposed into three matrices U, D, and V.
After that, ones embed watermarks into different parts of the matrices: coefficients of
the main diagonal of the matrix D [1, 9–13], the first column of the matrix U or the
matrix V [3, 5], and both D and U [16]. Besides, some schemes employed a hybrid
approach by combining SVD with other transformations, such as discrete Cosine
transform (DCT), discrete wavelet transform (DWT), etc. [2, 4, 6–8].

Naturally, the most important problem of every SVD based watermarking scheme
is the singular value decomposition of image blocks. This decomposition requires
finding all eigenvalues and eigenvectors of the analyzed image blocks. Since the
transform is complex and must be employed to every block, this step is rather time
consuming. We realized that in various SVD based algorithms [2–9, 16], only the first
coefficient of D and the first column of U (or V) were used. We denote these values as
D(1,1), U(1) and V(1) respectively. In this work, we propose a new technique to
directly compute the aforementioned values instead of conventionally analyzing SVD.
Consequently, embedding process and extracting process are speed up. This
improvement is essential for watermarking systems in practice, when ones often have
to work with a large-scale image dataset.

We also conduct experiments to evaluate the robustness and imperceptibility of the
proposed scheme and some widely used watermarking schemes. The results show that,
all of the schemes are robust against popular attacks and the proposed scheme is
slightly better than the others in terms of robustness and imperceptibility.

Moreover, based on a secret key, we employ an adaptive technique in order to
increase the watermarking security. The watermark is not embedded in fixed positions,
but can be embedded into different pairs of U 1; 1ð Þ;U 2; 1ð Þf g or V 1; 1ð Þ;V 2; 1ð Þf g,
depending on the key.

The rest of the paper has the structure as below. In Sect. 2 we briefly review essential
background of the SVD. Next, we describe the proposed watermarking scheme. The
experimental results are shown in Sect. 4. Lastly, we conclude the paper in Sect. 5.

2 Singular Value Decomposition (SVD)

The decomposition is not only be used in linear algebra, but also in many different
applications, namely in image processing. The benefit of SVD is that it provides a
robust method to decompose a large matrix to smaller and more manageable matrices.
Concretely, every m × n matrix can be decomposed into three matrices:

A ¼ U� D� VT ¼ U1D 1; 1ð ÞVT
1 þU2D 2; 2ð ÞVT

2 þ . . .þUsD s; sð ÞVT
s ;
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where s = min(m,n), U 2 Rm�m, V 2 Rn�n are normalized orthogonal matrices and
D 2 Rm�n is a diagonal matrix, containing the singular values of A (in the main
diagonal of D): D(1,1) ≥ D(2,2) ≥ … ≥ D(s,s) ≥ 0.

3 The Proposed Scheme

3.1 The Embedding Procedure

Input: An original image I, a watermark W ¼ w1;w2; . . .;wtð Þ, a secret key
K ¼ k1; k2; . . .; ktð Þ and some pre-defined thresholds h; sð Þ.

Output: The watermarked image I0.
The embedding algorithm consists of following steps:

Step 1: Dividing the original image I into non-overlapped m × n blocks Ii.
Step 2: Inspired the method for finding the largest eigenvalue and eigenvector of a
non-negative matrix [14], the first columns of Ui and Vi (i.e. Ui (1) and Vi (1)) and
Di 1; 1ð Þ can directly be computed. The values of Ui (1) and Vi (1) are the eigen-
vectors corresponding to the largest eigenvalues of the non-negative matrices Ii � ITi
and ITi � Ii.
Step 3: Embedding the watermark bit wi into the pair of coefficients Ui 1; 1ð Þ;f
Ui 2; 1ð Þg and Vi 1; 1ð Þ;Vi 2; 1ð Þf g:
Based on the secret key K, if ki ¼ 0 then the pair of Ui 1; 1ð Þ;Ui 2; 1ð Þf g is selected

for embedding bit wi and in the other case, the pair of Vi 1; 1ð Þ;Vi 2; 1ð Þf g is used. For
embedding in Ui 1; 1ð Þ;Ui 2; 1ð Þf g, several steps are conducted as described below
(similar to the Vi 1; 1ð Þ;Vi 2; 1ð Þf g).

• Computing xi and li

xi ¼Ui 1; 1ð ÞþUi 2; 1ð Þ;
li ¼ xi

h
:

• Adjusting li in order to satisfy li þwið Þmod 2 ¼ 0. Then, we get l0i.
• Computing x0i

x0i ¼ l0ih

• Changing Ui 1; 1ð Þ; Ui 2; 1ð Þ to U0
i 1; 1ð Þ and U0

i 2; 1ð Þ:

U0
i 1; 1ð Þ ¼ Ui 1; 1ð Þx0i

xi
;U0

i 2; 1ð Þ ¼ Ui 2; 1ð Þx0i
xi
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Step 4: Computing

I0i ¼ Di 1; 1ð Þ � U0
i 1ð Þ � V0T

i 1ð Þþ Ii � Di 1; 1ð Þ � Ui 1ð Þ � VT
i 1ð Þ ð1Þ

At a result, I0i can be computed without using the conventional SVD analysis.
The correctness of Eq. 1 is proved as described follows:
According to the formular in [15, p. 448]:

Ii ¼ Di 1; 1ð Þ � Ui 1ð Þ � VT
i 1ð Þþ

Xs

k¼2
Di k,kð Þ � Ui kð Þ � Vi kð Þ;

where s = min(m,n)
Therefore:

Xs

k¼2
Di k,kð Þ � Ui kð Þ � Vi kð Þ ¼ Ii � Di 1; 1ð Þ � Ui 1ð Þ � VT

i 1ð Þ ð2Þ

On the other hand:

I0i ¼ D0
i 1; 1ð Þ � U0

i 1ð Þ � V0T
i 1ð Þþ

Xs

k¼2
D0

i k,kð Þ � U0
i kð Þ � V0

i kð Þ ð3Þ

Since the values of Di j,jð Þ;Ui kð Þ and Vi kð Þ ðk� 2; j� 1Þ are retained after
embedding, we have:
D0

i j,jð Þ ¼ Di j,jð Þ;U0
i kð Þ ¼ Ui kð Þ and V0

i kð Þ ¼ Vi kð Þ; j� 1; k� 2.
Thus,

I0i ¼ Di 1; 1ð Þ � U0
i 1ð Þ � V0

i 1ð Þþ
Xs

k¼2
Di k,kð Þ � Ui kð Þ � Vi kð Þ ð4Þ

Replace (Eq. 2) to (Eq. 4), we obtaine the equation (Eq. 1):

I0i ¼ Di 1; 1ð Þ � U0
i 1ð Þ � V0T

i 1ð Þþ Ii � Di 1; 1ð Þ � Ui 1ð Þ � VT
i 1ð Þ:

3.2 The Extracting Procedure

It is noted that the watermarked image I0 may be attacked by different operations.
Subsequently, the receiver obtained an attacked image I�, which is not quite the same
as I0. The extracted watermark W� (from I�) can be compared to the original watermark
W in order to evaluate the robustness of the watermarking scheme. Firstly, the attacked
image I� is partitioned into non-overlapped I�i blocks with the size of m × n. The
watermark bits can be extracted from embedded blocks (selected blocks with high
complexity) in following steps:

Step 1: Computing the matrices:

A�
i ¼ I�i � I�

T

i 2 Rm�m

B�
i ¼ I�

T

i � I�i 2 Rn�n
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The eigenvectors U�
i ð1Þ 2 Rm;V�

i ð1Þ 2 Rn, corresponding to the largest eigenval-
ues of the non-negative matrices A�

i and B�
i were determined [14].

Step 2: w�
i bit is extracted from P�i and Q�

i :

If ki ¼ 0 then x�i ¼ U�
i ð2; 1ÞþU�

i ð1; 1Þ
If ki ¼ 1 then x�i ¼ V�

i ð2; 2ÞþV�
i ð1; 1Þ

Calculating w�
i :

l�i ¼
x�i þ h=2

h

� �

w�
i ¼ l�i mod 2

Step 3: Comparing the obtained watermark W� ¼ w�
1;w

�
2; . . .;w

�
t

� �
with the orig-

inal watermark W ¼ ðw1;w2; . . .;wtÞ by using the error rate (ERR) between W�

and W.
The value of ERR can be computed as:

ERR ¼ 1
t

Xt

i¼1
wiXOR w�

i ð5Þ

If the value of ERR is smaller than a predefined threshold τ then we conclude that
the watermark W was embedded in I� and I� belongs to the owners of I0. The values of
ERR is used to evaluate the robustness of the schemes in Tables 1, 2, 3, 4 and 5.

The author of [15] proved that the analysis of SVD for a matrix A 2 Rm�n can be
solved by computing all eigenvalues and eigenvectors of the matrix with size of
(m + n) × (m + n). This problem is much more complex than finding only the largest
eigenvalues and eigenvectors. Therefore, the computational complexity of the proposed
scheme is lower than that of other SVD based schemes.

4 Experimental Results

In this section, several experiments were performed in order to verify the watermarking
schemes. A set of standard uncompressed images of 256 × 256 pixels were used as host
images (Fig. 1). A binary image with 32 × 32 bits was used as the watermark in our
simulations (Fig. 2).

Firstly, we applied the embedding procedure of the proposed scheme to embed the
watermark “Springer” to a host images. After that, the extracting procedure of the
scheme was used to recover the embedded information from the watermarked images.
We found that, the peak signal-to-noise ratio (PSNR) between the the original images
and corresponding watermarked images were high (about 50 dB) and the diffrences
between the original and the watermaked images are almost not distinguishable. The
higher the PSNR, the better quality of the watermarked image The result implies that,
the proposed scheme works well for watermarking when no attack is utilized.
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The experimental results for the imperceptual evaluated of the analyzed water-
marking schemes are shown in Table 1. The results in Table 1 show that the evaluated
watermarking schemes obtained high quality watermarked images with the PSNR
values are about 50 dB and the proposed scheme is slightly better than the others.

Next, we evaluated the robustness of the proposed scheme and several widely used
watermarking schemes of Sun et al. [1], Chung et al. [5], Lai [9]. To this end, after
embedding a watermark into the host images, several attacks were applied to water-
marked images. Then the watermark was extracted from the manipulated image. The
error rates ERR (see Eq. 5) between the extracted watermarks and the embedded
watermarks are used to measure the robustness of the watermarking schemes.

In our experiments, different attacks, including adding Gaussian noise (5 %),
median filtering (3 × 3), Gaussian blurring (30 %), sharpening (30 %), and JPEG
compression (50 %) were independently applied to watermarked images. For each case
the error rate between the embedded watermark and the extracted watermark was
computed. The value of the rate is in [0, 1] and a low error rate (about 0.1 or lower)

Fig. 1. Four host images: (a) “Lena”, (b) “Boat”, (c) “Peppers”, (d) “Cactus”

Fig. 2. The watermark image “Springer”
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means the difference between an original image and its watermarked image is small, in
other words, the scheme is robust. The experimental results for the robustness of the
evaluated schemes are shown in Tables 2, 3, 4, 5 and 6.

It can be seen that the proposed scheme and the scheme of Chung et al. are robust
against Gaussian noise addition (Table 2). Although scheme of Chung et al. is robust
against noise addition, it is so sensitive to median filtering. The schemes of Sun et al.
and Lai are also sensitive, even they are more robust than Chung et al. In this case, only
the proposed scheme is robust with the average error rate is about 0.06 (Table 3).
Table 4 shows that all schemes are not robust against Gaussian blurring and the best
scheme in this test case (Chung et al.) obtained an average error rate about 0.3. Table 5
shows that the schemes of Sun et al. and Lai are sensitive to sharpening. In this
situation, the proposed technique seems robust with the average error rate is about 0.1.
The scheme of Chung et al. is impressively robust against sharpening with the average
error rate is only 0.0009 (Table 5). Table 6 shows that only the proposed scheme

Table 1. PSNR of the watermarked images

Images Threshold θ Chung’s [5] Lai’s [9] Proposed

Lena 0.012 55.44 55.24 55.64
0.020 55.20 54.89 55.47
0.025 55.03 54.66 55.41
0.040 54.61 53.99 55.18

Boat 0.012 54.21 53.19 54.88
0.020 53.31 51.99 54.33
0.025 52.83 51.41 53.94
0.040 51.59 49.77 53.25

Peppers 0.012 54.46 53.99 55.27
0.020 54.02 53.13 54.84
0.025 53.74 52.71 54.71
0.040 53.03 51.51 54.04

Cactus 0.012 54.16 53.19 55.02
0.020 53.51 52.26 54.54
0.025 53.14 51.78 54.29
0.040 52.16 50.43 53.69

Average 53.77 52.75 54.65

Table 2. Results of the error rate of the extracted watermark after adding Gaussian noise

Images Sun’s [1] Chung’s [5] Lai’s [9] Proposed

Lena 0.1589 0.0217 0.3930 0.0016
Boat 0.4900 0.0117 0.3462 0.0418
Peppers 0.4967 0.0535 0.2441 0.0870
Cactus 0.5167 0.0836 0.1890 0.1338
Average 0.4156 0.0426 0.2931 0.0660
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is robust against JPEG compression with the average error rate is about 0.07 and the
other schemes are not so robust against this attack with the average error rates are about
0.2 and 0.3.

Besides, since the singular values of a matrix Am�n are invariant to several geo-
metric transformations [16, 17], we believe that the aformentioned SVD based schemes
are also robust against rotation, scaling, cropping, etc.

Table 3. Results of the error rate of the extracted watermark after median filtering

Images Sun’s [1] Chung’s [5] Lai’s [9] Proposed

Lena 0.0819 0.5334 0.2475 0.0067
Boat 0.3060 0.5284 0.1722 0.0151
Peppers 0.4448 0.5301 0.1355 0.0602
Cactus 0.4682 0.4348 0.1638 0.1639
Average 0.3252 0.5067 0.1798 0.0615

Table 4. Results of the error rate of the extracted watermark after Gaussian blurring

Images Sun’s [1] Chung’s [5] Lai’s [9] Proposed

Lena 0.2475 0.0970 0.4114 0.2358
Boat 0.4732 0.2291 0.2876 0.2609
Peppers 0.4866 0.5301 0.3294 0.3545
Cactus 0.5050 0.3144 0.3562 0.3462
Average 0.4281 0.2927 0.3462 0.2994

Table 5. Results of the error rate of the extracted watermark after sharpening

Images Sun’s [1] Chung’s [5] Lai’s [9] Proposed

Lena 0.0987 0 0.1839 0.0184
Boat 0.4218 0 0.1906 0.0535
Peppers 0.4599 0.0017 0.2040 0.1639
Cactus 0.4950 0.0017 0.1187 0.1856
Average 0.3689 0.0009 0.1743 0.1054

Table 6. Results of the error rate of the extracted watermark after JPEG compression

Images Sun’s [1] Chung’s [5] Lai’s [9] Proposed

Lena 0 0.1355 0.3077 0.0535
Boat 0.1605 0.1706 0.3161 0.0769
Peppers 0.1271 0.2659 0.2642 0.0886
Cactus 0.5184 0.2308 0.3060 0.0886
Average 0.2015 0.2007 0.2985 0.0769
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5 Conclusion

In this paper, a fast and robust image watermarking scheme based on improved SVD is
presented. Since the proposed scheme bypassed the step of conventional SVD analysis,
the computational complexity was decreased. At a result, the procedures of embedding
and extracting are speed up. This is significant when working with a large-scale image
dataset in real life. Based on a secret key, we employed an adaptive embedding
technique to improve the security of the scheme. Experimental results showed that the
proposed scheme is not only fast but also robust against different types of image
manipulations, such as median filtering and JPEG compression. Since embedding
information in complex regions will be hard to recognize, in the future, we will design
a method to compute the complexity for image blocks.
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Abstract. Nowadays, object detection systems have achieved significant results,
and applied in many important tasks such as security monitoring, surveillance
systems, autonomous systems, human- machine interaction and so on. However,
one of the most challenges is limitation of computational processing time. In order
to deal with this task, a method for speed up processing time is investigated in
this paper. The binary of cascaded structural model based detection method is
applied for security monitoring systems (SMS). The classification based on
cascade structure has been shown advance in extremely rapid discarding negative
samples. The SMS is constructed based on two main techniques. First, a feature
descriptor for representing data of image based on the modified Histograms of
Oriented Gradients (HOG) method is applied. This feature description method
allows extracting huge set of partial descriptors, then filtering to obtain only high-
discriminated features on training set. Second, the cascade structure model based
on the SVM kernel is used for rapidly binary classifying objects. In order taking
advantage of optimal SVM classification, the local descriptor within each block
is used to feed to SVM. The number of SVMs in each classifier is depended on
the precision rate, which decided at the training step. The experimental results
demonstrate the effectiveness of this method variety of dataset.

Keywords: Cascade structure · Local feature descriptor · Support vector
machine

1 Introduction

In recent years, object detection systems have been developed and applied into several
fields of intelligent systems such as security surveillance system, product inspection,
automatic packing process, autonomous navigation, and other industry applications.
However, there are many challenges in the detection procedures such as various skele‐
tons, appearances of object and background, light conditions, occlusion, and consuming
time for processing. In this paper, we are expected to deal with the problem of time
processing consuming. The state of the art for real-time processing in object detection
has rapidly improved. They can be roughly divided into several categories. The first
group focuses on a parallel processing such as GPU/GPGPU based methods for high
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speed processing, such as [1–3]. Pascoe et al. in [1] presented the method using modern
GPU applied into generating and texturing object data, which achieved from a LIDAR
scanner and camera. The computational cost function is highly data parallel processing,
and real-time performance on a GPU is achieved. In another way, Nammoto et al. in [2]
presented the high speed and high accuracy visual servo-mechanizing system. Their
method has improved to implement in practical applicable systems. In this task, oper‐
ating speed is speed up by using GPGPU acceleration. That paper also illustrated some
experimental results for providing effectiveness of their proposed framework. In order
to parallelize the traditional algorithms to accelerate the processing, Schreiber et al. in
[3] presented the hybrid methodology based on CPU-GPU. The experimental results
illustrated the effectiveness framework when applied for fast directional Chamfer
matching. That method was applied in human detection. Their proposed method
achieved rapidly in computation processing with 32FPS in complex backgrounds and
density of people. On the another task in object detection, Filonenko et al. in [4]
described the smoke detection method based on GP/GPU technology applied for auton‐
omous vehicles, which equipped with camera and LiDAR sensors. The results show that
the smoke detection method is high performance in used both camera and LiDAR. In
their proposal, some steps were processed in CUDA kernels and expected to supplement
real-time robust fire detection.

The second group focuses on improving methods for speed up processing time [5–10].
Amount of them, the significant method for rapidly classification was presented by Viola
et al. in [5]. Authors proposed the feature descriptor based on Haar wavelets method, called
Haar like features. The numerous features are extracted by multiple scale of the box of
Haar like feature. Then the boosting is used to training for selected just only high distinc‐
tive features, which feed to weak classifiers. The final classifier, strong classifier, is
constructed based on the set of weak classifiers. The results of this research showed that the
face detection system archives high accuracy and rapidly processing. In contrast, Zhang and
Viola in [6] proposed method for learning efficient based on multiple- instance pruning for
face detection. This proposed method was tested on than 20,000 positive samples collected
from the web with roughly 10,000 faces and additional more than 2 billion negative exam‐
ples. The processing procedure is ameliorated because the amount of negative samples is
rejected in early step of cascade classification. The soft cascade based rejected threshold is
used in multiple instance pruning. Pham and Lee in [11] improve the fruit defect detection
system by using k-means clustering and graph-based algorithm. The experimental results
showed that the system achives high accurance in the terms of human observation and in
processing time. In another application, Cheng et al. in [7] proposed method for fast and
accurate image matching based on the cascade hashing applied in scene reconstruction. The
reconstruction based on a Cascade Hashing is used to speed up the image matching
processing. Authors showed that the method accelerates image matching procedure faster
more times when compared with brute force matching and traditional Kd-tree matching
method while obtained comparable precision to other methodologies. In the same direc‐
tion, the cascade structure model is also considered to apply in people detection system for
speed up processing time. In order to taking into account advantage of this method, a clas‐
sification method based on combining of local descriptor HOG features with SVM kernel
is considered application.
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2 System Overview

A general ideal of classification method based on cascade structure model is that uses
multiple layers classification, positive sample is passed all layers while each classifica‐
tion layer effort to discard negative samples as much as possible. This object classifi‐
cation is used as a module in our security monitoring system (SMS) work. An overview
of the proposed method is presented in Fig. 1.

AlarmRemote warning

Images input

Security staff

Object models 
training

Object models 
extraction

ROIs extraction

Object detection 

Semantic analyses 

Security decision

Fig. 1. Cascade structure based classification method

The SMS is constructed based on several main modules, which consists of learning
object of interest (OOI) model, object detection, and sematic-based behaviors analyses.
Data are retrieved from security cameras then extracts regions of interesting (ROI), which
are fed to detection module to recognize the OOIs. The results of OOIs are continuous fed
to semantic analyses module for prediction the behaviors of human. The final security
decisions are propounded. In this presentation, we do not aim to present all techniques for
constructing the fully system, instead of that we just only focus on object detection with the
objective is speed up processing time, as illustrated within red rectangular of Fig. 1. In order
to reduce the computational time, the classification stage is constructed based on the
cascade structure using advantage of special local descriptor feed to SVM classifiers.
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3 Preliminary Cascade Structure

A detection method based on cascade structure model is an ensemble model in machine
learning, which is used for classification and regression. The basic idea is based on
constructing of multiple layers of decision at the training step. The output prediction of
each classification layer is combination of the set of weak classifiers for constructing
strong classifier or just only a single classifier. However, it is different to other classifi‐
cation methods that mean it divides the detection system into multiple layers of classi‐
fications, as depicted in Fig. 2. In that ways, all most negative samples are discarded in
early classification layers while all most all positive samples are retained. The method
is different to the well-known random forest (RF). The basic RF based on multiple
decision trees at the training step, the RF output is fed of all individual trees in forest.
The trees are grown very deep tend to learn highly irregular patterns, which can made
over-fitting the model with training data. On the contrary, the cascade structure model
based classified method is a well-known technology, which allows to reduce the compu‐
tational time while maintaining the accuracy rate [5]. Practice experiments showed that
cascade structure rapidly discards almost negative examples after a few cascade layers
using only small subset of features, as demonstrated in Fig. 4.

Fig. 2. Cascade structure based classification method

The cascade structure process is forced by a set of goals of classification and capa‐
bility. The number of cascade level has to be sufficient to obtain high detection rate while
spend low computation cost. The final classification archiving positive sample is formu‐
lated in (1).

(1)

where N is the number of layers, Ci(.) is classification at layer ith.
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In order to improve the accuracy and speed up of the proposed method based on the
idea of using cascaded structural model, the set of SVMs is used for each layer of
classified machine. Each SVM binary classification uses a block of HOG. Therefore,
instead of the use whole features of sample fed to classification machine, the subset of
local descriptors is used within a layer.

In this method, a strong classifier of each layer is instituted by combination of the
set of weak classifier SVMs with a coefficient λ. The coefficient λ is depended on the
correspondence SVM responded to training dataset. The classification machine of each
layer is formulated in (2).

(2)

where Bx is a feature vector, representing local features within each block of image x.

4 Kernel of Classification

This section briefly presents the SVM as kernel of weak classifiers using in classification
process. Boosting technique based on the set of thresholds for constructing the set of
classifiers was investigated [5]. On the contrary, taking into account advantage of
boosting technique and block HOG-based local descriptor, the SVM binary classifica‐
tion is proposed to use as the kernel of boosting classification by combining set of SVMs,
as depicted in (2). On of advantage of the boosting technique that allows to select and
combine the set of high discriminative features for constituting strong classifier on the
basic of weak classifiers. Nowadays, the SVM technique has been applied widely and
successfully in many fields. However, the number of support vectors and data dimen‐
sions is affected to the processing time. The SVM technique has become standard and
successfully implemented, as illustrated the details in [12–15]. Given the training set,
which consists of , where υi is a feature vector of the object
sample (positive) or background (negative), and its label yi indicates two class such that
yi∈[−1,1]. The primary SVM training tries to solve the optimization maximum-margin
hyperplane for binary classification, as following formulation

(3)

where ϕ(υi) is mapping feature vector υi into a higher-dimensional space for linear
classification, and C > 0 is the regularization parameter assigning penalty to errors, with
the optimal w satisfying . The model parameters of machine are
stored. The signed distance of feature vector υ to the hyperplane margin of the SVM
model is described as following formulation
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(4)

In this experiment, instead of the use of binary classification, probability of SVM
classifier is used for boosting a strong classifier. The SVM output is probability value,
which is computed using the distance of hyperplane margin to input vector. The final
SVM classification is formulated as follows

(5)

where υ is a feature vector which represents the local features of HOG.

5 Experimental Results

For evaluation of the proposed method, the training and evaluation datasets were created
by handmade processing. Image dataset is captured in special scenario of bird-view instead
of side-view in traditional processing. In our application situation, security cameras are
mounted on high, therefore the training dataset is also generated in the same situation.

There are more than 1,000 images, which are used to create roughly 10,000 positive
samples and over 50,000 negative samples. They were generated from the same image
set. Figure 3 shows some typical positive and negative samples, which were used for
training the detection model. In training processing, the hard negative samples, which
achieved from miss detection results, are used to re-train a model result with expected
to reach higher accuracy.

Cascade structure is built up in similar method that was proposed by Viola et al. in
[5]. In our experiment, the SVM is used as a kernel of weak classifier instead of scalar
threshold in their proposed. Figure 4 illustrates that negative samples are rapidly
removed only a few layers while retain all most of positive samples. Processing time
for people detection is also validated by using different stride values tested on real data,
as depicted in Fig. 5. The results imply that the cascade structure is significant improving
processing time in real application. Figures 6 and 7 presented consuming time for
training and detection with different the number layers used in cascade structure model.
In the case of single layer, the classifier is equivalent with used non-cascade structure.
Training time is proportionally increased with the number of layers while detection time
is inversely proportional decreased with the number of layers.

Figure 8 shows detection results of the interface of SMS program. In this situation,
we assume that there are four connecting to retrieve images with high resolution,
1280 × 1024 pixels. The detection system was also evaluated in real images, which
retrieve from IP cameras free access on Internet with low resolution, as illustrated in
Fig. 9. The images were achieved in resolution 640 × 480 pixels. Detection capability
is depend on the resolution and the number of multiple scales. There is a tradeoff between
detection precision and time consuming. The system setup with higher resolution and
more the number of scales the system archives higher precision, but it should to pay
more processing time and vice versa.
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Fig. 3. Some samples used for training and evaluation.

Fig. 4. The negative samples are discarded after each layer in cascade structure model
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Fig. 5. The processing time with different kind of strides in window scans.

Fig. 6. The number of layers versus processing time in training task

Fig. 7. The number of layers versus processing time in classification task
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Fig. 8. Example for detection results of four connecting using high-resolution image

Fig. 9. Detection results using IP camera free access on internet with low-resolution
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6 Conclusion

This paper presents the method for accelerating object detection using cascade structural
model applying in security monitoring systems using vision sensors. Instead of the use
single SVM classification, the cascade structural model using set of SVMs improves
computational time. This model deals with two issues for speed up detection system.
First, cascade structural model based classification showed advantage of rapidly
discarded negative samples. In later steps of classification, positive samples and hard
negative samples are only required to classify instead of both kinds of sample should be
processed. Second, it is not necessarily to compute simultaneity entire features of a
sample. A set of local features within block is requested for each layer processing.
Therefore, all features are required to extract just only positive samples instead of the
use simultaneously positive and negative samples like as in traditional methods. The
number of SVMs in each classifier and the number of layers are depended on the prede‐
fined precision rate, which is expected the system result. The experimental results
showed that the effectiveness of the proposed method for speed up classification
processing.
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Abstract. Unmanned Aerial Vehicles (UAV) are used to conduct a vari-
ety of recognition as well as specific missions such as target tracking, safe
landing. The transmitted image sequences to be interpreted at ground
station usually face limited requirements of the data transmission. In this
paper, on one hand, we handle a surveillance mission with segmenting a
UAV video’s content into semantic regions. We deploy a spatio-temporal
framework that considers UAV videos specific characteristics for seg-
menting multi regions of interest. After post-processing steps on the
segmentation results, a support vector machine classifier is used to recog-
nize regions. In term of temporal feature, we combine the results from
the previous frames by proposing to use a state transition formulating
through a Markov model. On the other hand, this study also assesses the
influences of data reduction techniques on the proposed techniques. The
comparisons between the untreated configuration and control conditions
under manipulations of the frame rate, spatial resolution, and compres-
sion ratio, demonstrate how these data reduction techniques adversely
influence the algorithm’s performance. The experiments also point out
the optimal configuration in order to obtain a trade-off between the tar-
get performance and limitation of the data transmission.

Keywords: Image classification · Segmentation · Markov chain

1 Introduction

A central component of developing an UAV system is data transmission that
will send imagery data to the ground stations for specific tasks. One of common
missions could be identifying areas on ground classes by remote sensing data.
This task provides operational commanders with real-time video of opposing
forces, terrain factors, or safe landing. In fact some areas are spatially heteroge-
neous and with similar spectral response (i.e. artificial landscape). The artificial
areas consist of several different structures like buildings, roads, gardens or other
forestry areas. To handle these issues, on one hand, it required a robust multi-
region segmentation approach for the UAV image sequences. On the other hand,
c© Springer-Verlag Berlin Heidelberg 2016
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data transmission techniques can be efficiently guard the limited capacity of the
transmissions with causes of long range, transmitter/receiver energy consump-
tions. This study aims to partition each frame into multiple semantic regions and
label them with the basic categories (such as building, road, sky, grass, tree). We
also examine reduction techniques of data transmission while retaining sufficient
performance of the specific task.

Image sequences taken from UAVs device meet several challenges such as
camera translation, far distance from the ground plane. Moving of the UAV
may also suffer other weather conditions such as wind throws, illuminations.
Consequently, we need to deploy specific techniques to adapt the UAV video
content. To detect building from aerial images, [1] starts with a seeded region
growing algorithm to segment the entire image. Photometric and geometric fea-
tures are extracted in [1] so that a classification is performed to differentiate the
building and non-building. A three-stage framework is proposed in [2] to clas-
sify three difference objects such as buildings, ground and vegetation, in which
LIDAR data as primary source. Recently, a hybrid classification technique is
used in [4] to detect various artificial area like buildings, roads, gardens or other
vegetation areas in remote sensing images. A survey in [3] reviews current prac-
tices, problems, and prospects of image classification based on remotely sensed
data. According to [3], effective use of multiple features of remotely sensed data
including spectral, spatial, multi-temporal information are especially significant
for improving classification accuracy.

Although there are many approaches on remote sensing image segmentation
and classification, choosing an reasonable tool for UAV video analysing is not
always available. Most of the related works focus on spatial information, but the
temporal information has been ignored. While the proposed algorithms on static
image are adaptable on conventional approaches, we pay attention to use a tempo-
ral model so that the combination results are increased in term of the recognition
rate. To ensure the proposed techniques could be well performed even the data
transmission is limited, we examine various evaluations under different imagery
configurations. To this end, a control group consists of image sequences generated
under manipulating three parameters: frame rate, spatial resolution, and compres-
sion ratio. The optimal configuration was observed by comparing precision and
recall rates between the untreated and control groups. This could be used as a
starting point to define a minimal bandwidth that is required in designing an UAV
system. While most of the related works focusing on specific missions, this work
handles both tasks: proposing the appropriate algorithms and pointing out opti-
mal imagery configurations for designing UAV’s data transmission.

2 Regions Segmentation in UAV Image Sequences

2.1 Overview of the Proposed Algorithms

Given an image sequence, we classify four common regions that are: sky, tree,
construction (building), field (grass). Our algorithms try to use both spatial
and temporal features to get a satisfying segmentation. The first step, we name
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Fig. 1. The proposed method consists of a series of steps applied on every single frame.

Fig. 2. The temporal model deployed in the proposed algorithms.

segmentation step, as shown in Fig. 1. On each frame, super pixels are extracted
through a segmentation technique. Then each supper pixel is assigned a label
by utilizing a classifier. In this step, we extract statistical descriptors of supper
pixels to form the feature vector. The classifier is Support Vector Machine (SVM)
algorithm in order to assign the class of each region. The details are given in
Sect. 2.2. The second step is deployed through temporal features. Key idea of this
step is to combine results of two consecutive frames through a Markov chain as
shown in Fig. 2, as described in Sect. 2.4.

2.2 The Proposed Techniques for the Region Segmentations

We adapt mean-shift algorithm [5,6] to roughly segment regions from a static
image. Given a frame Fk of size M × N pixels, simply using pixels intensity and
without any procedure for tuning parameters, mean-shift algorithm gives results

Fig. 3. Segmentation using mean-shift algorithm. (a) Original image. (b) Segmentation
result.
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Fig. 4. An example of object (sky) needs to be post-processed.

as shown in Fig. 3. Obviously, the segmentation results can be only geometric
and not semantic. The results consists of scattered, non-connected components
or particles without any meaning of the semantic regions. In fact, selection of
the optimal parameters for this step is not an easy task. The main reasons are
that size, the homogeneity, and border of components are very much depended
on the objects. Therefore, a series of post-processing techniques is proposed.
First, the small segmented regions should be automatically removed. Some cues
help us deploy the post-processing steps. For example, if a region/component is
too small, we can ignore this one. The fact that if an object consists of many
sub-regions those are various colors, all the parts must be in the same object
so that it is efficiently recognized. For example, the construction (e.g., building)
can appear with many colors; and variety of colors cannot occur in other object
like Tree or Sky. In this case, if regions are segmented by color features, such
regions could not be classified well.

The post-processing steps also focus on eliminating over-segmentation of vast
segments. Some contaminated object may appear in an uniform region. For
example, as shown in Fig. 4, most of the parts of the sky are uniform color,
however, the flag appear in the middle of the sky. To solve this issue, we divide
the sky into many rectangular parts. Although the post-processing techniques
make efforts to improve the segmentation results. This work still requires a strong
solution to connect scattered components as well as to give their labels. A recog-
nition scheme not only assigns a label Ci for a components, but it also helps to
connect the same-label components into a full region. Details of the recognition
scheme are described in following section.

2.3 The Proposed Recognition Scheme

The proposed recognition algorithm consists of a series of steps as shown in
Fig. 5. Firstly, the image features are extracted for each segmented regions.
We chose the statistical descriptors because they are efficient textures. In this
work, the textures-based recognition can be performed well in any form, but not
only a square region. Therefore, Following are the statistical features have been
extracted:
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Fig. 5. Scheme of the semantic region segmentation: feature vectors extraction, learning
SVM based on training data.

– Color histogram extraction: We examine color channels in RGB and HSV
color spaces. The best results obtained when we extract only four bits from
gray scale and four bits from Hue. Furthermore, statistical descriptors such
as mean and variance over single channels of R, G, and B are calculated.

– For the texture extraction: We utilize Gabor filters responses. We examine
mean of the each response over the all filter banks.

For each segmented frame, we classify each interested regions through a sup-
port vector machine (SVM). The SVM helps to predict a label corresponding
to one of the classes. In this case, each segmented regions of the image labels
with a certain class such as (Sky, Tree, Construction/Building...). SVM also pro-
vides a vector of probabilities. This vector is associated with each segmented
regions: Yt = (yt,1, yt,2, . . . , yt,k). The variable k is the number the interested
classes/objects. yt,i is probability at the time t that belongs to the class Ci. In
this study, we deploy a multiple classifier SVM, that adopt “One-against-one”
scheme [7]. In a relevant work [8], it showns that the multi-classier SVM is a com-
petitive method. For the deploying SVM, we use a SVM library such as libsvm
[9]. Basing on “One-against-one” scheme, as 4 classes/objected are interested,
there are six classifiers that are learnt. After applying these classifiers, we deploy
a voting scheme to get the best class. Obviously, the best class archives 3 votes.
Therefore, if we gets 3 votes for a class, a maximal probability α is assigned to
this one. Then the another class is assigned a probability so that such value is
proportional to its vote count. To avoid a null value, a minimal threshold ε is
assigned to class that does not receive any vote.

2.4 The Proposed Spatio-Temporal Model

If the result of static step is examined carefully, it can be noticed that the
classification output is not stable. If the camera is not moving quickly, the result
should be stable. This observation gives us a model which is formed using a state-
space model. According to form of a state-space model, the proposed temporal
model is assumed as the first-order Markov chain. Consequently, the observations
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are followed the first-order Markov model. Basing on the form of a Markov
chain, we can calculate the probability of each segmented regions through two
consecutive frames using two components below:

– P (Xt|Xt−1): state-transition matrix. This matrix denotes the probability of
a segmented regions that may be changed to new class or be preserved the
current label between two consecutive frames.

– P (Yt|Xt): observation probability, the probability can be used from result of
the classifiers.

According to above definition, and by using the assumption of the first order
Markov chain, the probability of each state can be defined as below:

P (Xt|Y1:t) ∝ P (Xt|yt)(
∑

xt−1

P (Xt|xt−1)P (xt−1|y1:t−1)) (1)

The above probability is recursively calculated; and the current results only
depend on the results of the previous frame. It is notice that outputs of the
multi classifiers give a probability vector. In this work, the elements of the state-
transition matrix is simply defined by:

P (Xt = xt,i|Xt−1 = xt−1,j) = δi,j .α + (1 − δi,j).
1 − α

n − 1
(2)

According to above definition, a segmented region has a probability α in
order to keep its label and (1−δi,j).1−α

n−1 to change to other ones. The parameter
α is an important parameter according to this scheme. Currently, this value has
been selected through empirical study. However, more extensive work identifying
the state-transition matrix is required.

3 Reduction Data Transmission Techniques

The task of semantic region segmentation can obtain the best performance when
the UAV imagery is raw data. However, in fact size and the bit rate required for
sending raw data are usually very large, while the data transmission capability is
limited. Consequently, we have to reduce the data to fit the hardware configura-
tion, also the imagery quality keeps enough quality to recognize the objects. We
examine the proposed methods with different data reduction techniques such as:
compression rate, frame rate, and spatial image resolution. Then we point out
an optimal configuration of imagery data. This configuration suggests a trade-off
between transmission limitations and performance of the mission.

In this study, the original image sequences are captured at a resolution of
2298 × 1294 pixels at 30 fps. Therefore, the data transmission requires a band-
width of 2298 × 1294 × 24 color bits per pixel ×30 fps = 2719 kbyte per second
(kbps). Such band width requirement is not feasible in designing a data link
module of UAV system. By applying the data reduction techniques, the gener-
ated sequences name the control group. For each reduction technique, we adjust
gradually its original values based on a scale factor. Consequently, various con-
figurations (as shown in Table 1) are generated. We compare performances of
untreated versus control groups in order to suggest an optimal configuration.
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Table 1. Configurations of the control groups

Configurations Compression ratio Frame rate Spatial resolution

R0(untreated) 30 2704 × 1524

F1..F4 no change decreased by × 5 no change

R1..R5 no change no change resized by × 0.8

C1..C5 reduced by × 0.8 no change no change

4 Experimental Results

4.1 Evaluation Results on Original Data

The material for evaluating consists of six video sequences captured by a
consumer-graded camera attached in a UAV device. The videos are captured
in various contexts such as urban, countryside and mountains. These videos
have been captured with a spatial resolution of 2298 × 1294 pixels. The length
of each images sequence is totally 1m22s. The image sequences are captured at
30 fps. For the training data, 66 frames are randomly selected from six videos.
They have been labelled by hand. To evaluate performance with standard con-
figuration, we select key frames in testing videos. Such key-frames are extracted
by uniform sampling from the original videos. Figure 6 shows examples of the
segmentation results.

For qualitative evaluation, precision and recall are usually used to evaluate
the accuracy of an machine learning algorithm. Precision is the proportion of
retrieved instances that are relevant, whereas recall is the proportion of relevant
instances that are retrieved. The precisions and recalls are shown in Table 2.
Moreover, to illustrate the roles of the proposed Markov model for temporal fea-
tures, the output of the static step is compared with the results of the proposed
frame-work that includes the static step and the temporal model. The results
in Table 2 are achievable for the interested classes. Moreover, we also achieve
the good performance on the proposed spatio-temporal model. In is noticed that
the static step results are unstable for two classes that are Tree and Grass/field.
However, it still keeps difficulty for recognizing Construction. The main reasons
are that in some scenes trees and buildings are not clearly separated. More-
over, the appearance of the contractions or buildings have various colors and
geometric/shape features. In these cases, the temporal model does not improve
significantly the results but it should be really efficient at two different classes
such as Tree and Grass/field. The results convince that the temporal model has
a real impact to the final results. In these evaluations, we deployed the proposed
method in a PC Intel Core i5 3.20 GHz. The computational time obtains at 1 fps.

4.2 Evaluating on the Control Groups

To easily compare results using control group, the averages of precision and
recall rate of original image sequences with R0 configuration (untreated group)
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Fig. 6. The recognition results on some examples. Left-to-right panels: original images,
expected segmentations, the proposed model segmentations. Regions are marked in
different colors: green (tree), red (construction), blue (sky), and yellow= (field/grass)
(Color figure online).

are calculated. These results are averagely shown in Table 2. As shown in Table 1,
for control groups, there are 4 configurations for frame rate reduction (F1 to F4);
5 configurations for spatial resolution reduction (R1 to R5); and 5 configurations
for the compression ratio reduction (C1 to C5). The results of the control groups
are given in Tables 3, 4 and 5, respectively.

Based on these evaluations, we select an optimal configuration for designing
UAV imagery data transmission. Results in Table 3 show that the frame rate
of video does not much affect the precision and the recall. However, the spa-
tial resolution (Table 4) is an important factor impacts to the recognition rate.
The performances significantly reduce when the resolutions are lower than R2′s
configuration. Similarly, the compression ratio at C3 (Table 5) obtains equal per-
formances to the original ones (Table 2). For compression ratio, we select values
at C3′s configuration. Consequently, a set of the optimal parameters is shown in
Table 6. As shown in Table 6, while an original video requires the transmission
rate at 2719 kbps, by using the optimal configuration, it requires only 332 kbps.
The transmission rate therefore is reduced to 87% by comparing with original
image sequences.
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Table 2. The precision and recall results on the evaluated data.

Only static frame temporal model With temporal model

Precision Recall Precision Recall

Tree 0.56 0.39 0.94 0.78

Construction 0.51 0.75 0.56 0.76

Sky 0.96 0.99 0.90 0.99

Grass/field 0.51 0.48 0.65 0.79

Average 0.63 0.65 0.76 0.84

Table 3. Results of the frame rate variation experiments.

Bitrate (kbps) Frame rate Average precision Average recall

F1 5431 25:1 70.68 84.50

F2 4345 20:1 70.68 84.50

F3 3259 15:1 71.13 84.02

F4 1587 10:1 71.16 84.61

F5 1086 5:1 71.16 84.61

Table 4. Results of the resolution reduction experiments.

Config ID Bitrate (kbps) Reduction rate Resolution Average precision Average recall

R1 4970 0.9 2434*1372 70.42 83.09

R2 4030 0.8 2162*1218 60.79 76.53

R3 3186 0.7 1892*1066 44.97 59.77

R4 2485 0.6 1622*914 43.25 58.83

R5 1809 0.5 1352*762 54.83 40.26

Table 5. Results of the compression ratio reduction experiments.

Bitrate (kbps) Compression ratio Average precision Average recall

C1 5205 1.24:1 71.02 84.50

C2 4131 1.56:1 71.20 84.74

C3 3081 2.06:1 70.62 82.33

C4 1972 3.15:1 70.95 78.45

C5 1741 3.54:1 70.40 72.49

C6 1587 3.85:1 70.04 72.21

Table 6. The optimal configuration for UAV imagery data transmission.

Bitrate Resolution Frame rate Compression Ratio Average precision Average recall

332 2162*1218 10:1 5.87 70.06 82.09
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5 Conclusion

In this paper, we have described an algorithm for multiple regions segmentation
of UAV image sequences. The temporal features are efficiency to archive con-
sistent segmentation and classification results. The proposed spatio-temporal
model expanded a basic model to obtain the possibilities of the better segmen-
tation results. We then evaluated the proposed method under manipulations of
different data reduction techniques. We got satisfying results that reduced the
required bandwidth transmission significantly from original configuration (87 %).
This could suggest the down-link requirements in designing a UAV system. In
further work, we are going to focus on examining different parameters and their
impacts on the state-transition matrix. The proposed framework also needs to
be evaluated on more larger data sets in order to examine the robust of the pro-
posed frame work in term of the sensitivity to lighting, illumination, or weather
conditions.
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