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ABSTRACT
SQL-On-Hadoop systems translate a given query into sev-
eral MapReduce jobs. Each job executes a di↵erent set of
query operators over di↵erent input data sets, which leads to
distinct resource consumption patterns. Once each job has a
di↵erent resource consumption pattern they should receive
tailor made tuning setup. However, SQL-On-Hadoop sys-
tems propagate the same tuning to every job in the query
plan because they are not able to apply a specific tuning
setup per job. Propagating the same tuning through the
query plan is a problem because it drives the query to sub-
optimal performance and drives tuning advisors to re-profile
similar jobs several times. In our research we characterize
this problem and propose a solution. Preliminary results
show that our approach can reduce the number of profiles
required by tuning advisors in 67% for TPC-H.

Keywords
Query Tuning; SQL-On-Hadoop; Directed Acyclic Graph

1. PROBLEM
The MapReduce programming model scales the process-

ing of large amounts of data on distributed machines by de-
composing the computation in a divide-and-conquer man-
ner. However, to write MapReduce programs developers
need to be acquainted with the details of the MapReduce
frameworks (e.g., Spark [12], Hadoop [1]). The complexity
of writing such programs is simplified by declarative lan-
guages provided by query processing engines built on top of
MapReduce frameworks like Pig [8], Hive [10] and Spark-
SQL [2] (a.k.a., SQL-On-Hadoop systems [3]).

SQL-On-Hadoop systems are designed for batch and ana-
lytics processing that demand long term running jobs. When
developers need to decrease the execution time of such jobs
they can configure the tuning setup to achieve better perfor-
mance. Once the tuning setup is configured, they are applied
in the query source code, where this tuning setup has been
generated by tuning advisors or hand made by developers.
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Table 1: The MapReduce tuning advisors.

Tuning System Hadoop Improvement

Gunther 1.x.x 25%-33%
MR-COF 0.20.2 35%
MRTuner 1.1.1 1x
Panacea 1.x.x 1.6x-2.9x
MROnline YARN 30%
JellyFish YARN 24%-65%
GeneExpr 1.2.1 46%-71%

During the query processing the SQL-On-Hadoop systems
translate a given query into a query plan. The query plan
consists of a set of MapReduce jobs organized into a Di-
rected Acyclic Graph (DAG). Each job of the query plan
has a di↵erent set of query operators and a di↵erent set
of input data, which leads to distinct resource consump-
tion patterns. Thus, once a query plan consists of several
jobs with distinct resource consumption patterns the tuning
setup should be tailor made for each job in order to achieve
optimal performance. However, the SQL-On-Hadoop sys-
tems propagate the same tuning to every job because they
are not able to di↵erentiate jobs within the query plan in or-
der to apply a specific tuning setup per job. Our hypothesis
is that jobs that execute the same query operators over simi-
lar input data set have similar resource consumption pattern
and, then, should receive the same tuning.

We named the problem of propagating the same tuning
through the query plan as the Uniform Tuning Problem
(UTP). In our research we identify and characterize its con-
sequences. Our findings were obtained with Hive and Hadoop
and indicates that in the presence of the UTP the tuning ad-
visors may generate multiple tuning options not applicable
for one query and lead to misconfigurations.

2. RELATED WORK
Table 1 presents recent tuning advisors like Panacea [7],

Gunther [5], MR-COF [6], MRTuner [9], MROnline [4], and
JellyFish [11] and their improvement rate, as well as the
supported Hadoop version. Speedups may vary from 24%
up to 2.9x of the overall execution time depending on the
workload. However, these tuning advisors are designed for
MapReduce frameworks and lack on dealing with the UTP.

The tuning advisors generate multiple tuning options, be-
cause they provide one tuning setup per job, but they also
leave to the developers the task of choosing the right tuning
setup to be applied in the query. Once SQL-On-Hadoop sys-
tems can accept only one tuning setup per query this leads



Figure 1: The process of calculating the code signature for each job of the query plan upfront execution.

to the UTP. The multiple tuning options lead developers to
misconfigure the query because the chosen tuning is tailor
made for a specific job within the query plan, but it will be
applied for jobs with di↵erent resource consumption.

In order to generate the tuning setup some tuning advisors
profile the jobs, others simulate their execution, and others
analyze their logs. Despite where tuning advisors profile,
simulate or analyze the logs of the jobs they should not use
the entire query workload as one workflow to avoid the UTP
during the generation of the query setup. Profiling a whole
query generates a generic view of the workload and may
lead the tuning advisors to draw sub-optimal tuning setup
and may lead to waste of resources. Thus, we observe that
tuning advisors should be able to profile, simulate or analyze
the logs of individual jobs, but with a method to apply the
tuning setup to each job of the query plan. Preferably, to
apply the tuning setup upfront execution because of the ad-
hoc queries inherent to the analytics workloads.

3. APPROACH
Figure 1 illustrates our approach, the Code Signature In-

dex, that applies a specific tuning setup to each job of the
query plan. Users submit queries to the SQL-On-Hadoop,
which translates the queries into query plans. After the
query translation and before the SQL-On-Hadoop system
queue jobs in the MapReduce framework we calculate a code
signature for each job. The code signature is a hash value
built with the order of magnitude of the input data size and
the list of query operators of the job. The Algorithm 1 de-
scribes the process to calculate the code signature. Other
information can be easily added to the hash such as selec-
tivity of the operators.

Our approach implements a hash table where the code
signatures are keys and the tuning setups values. Thus,
by using the code signature we can map upfront execution
each job to a specific tuning. Also, the same code signature
repeats among the jobs from the same query plan and among
jobs from di↵erent query plans.

Our approach links the appropriate tuning setup to the
code signature by using third part tuning advisors to gen-
erate the tuning setup. When a code signature is added to
the hash table, there will be no tuning setup. Thus, at this
point, our approach calls a tuning advisor to generate the
corresponding tuning setup. From this point, all subsequent
jobs with the same code signature will receive the same tun-
ing setup. In order to update the hash table we may execute

Algorithm 1: How to calculate the code signature.

Data: a job of a query plan
Result: code signature of the given job

1 scientificNotation = convertToScientific(job.inputSize);
2 exponent = scientificNotation.getExponent;
3 for op : job.queryOperators do

4 if list.has(op) then

5 list.add(op, list.get(op)+1);
6 else

7 list.add(op, 1);
8 end

9 end

10 return code signature = exponent:list;

in background di↵erent tuning advisors and then choose the
best tuning among the options.

4. RESULTS
In this study we observed that MapReduce tuning advi-

sors lack on optimize SQL-On-Hadoop systems because the
presence of the Uniform Tuning Problem. Our Code Signa-
ture Index approach copes the UTP mapping each job up-
front its execution to specific tuning setup. Also, it decreases
the number of profile operations required by the tuning ad-
visors, which are very costly.

In order to identify the number of profile operations de-
creased by our approach we executed the 22 TPC-H queries
against our modified version of Hive (v0.13.1) over Hadoop
(v2.7.3) on scale factors of 10, 30 and 100. Our experimen-
tal setup is a 3 node cluster. Each node has a Intel Core
i3, 4GB of RAM and 1TB of disk. The queries on scale
factors of 10 and 30 produced 163 jobs and on factor of 100
produced 164 jobs. For the 3 factors we found 55 unique
code signature, which means that we do not need to profile
67% of the jobs for TPC-H because they execute the same
query operators over the similar input data sets. We are
studying the relation of the selectivity and other factors on
the code signature. We are also working to support other
query processing engines like SparkSQL.
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