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A B S T R A C T

This work presents vCubeChain, a scalable permissioned blockchain based on the vCube virtual topology.
vCube is a virtual hierarchical topology that presents several logarithmic properties. vCubeChain employs a
leader election algorithm that relies on the failure detection information that vCube provides. The leader
employs a vCube-based autonomic reliable broadcast algorithm to disseminate blocks, each consisting of
multiple transactions. In case multiple leaders end up concurrently elected due to false suspicions, vCubeChain
is proven to recover to a consistent state upon the discovery of contradictory blocks. vCubeChain is described,
specified, and correctness and liveness draft proofs are presented. The blockchain was implemented on the
Blocksim simulator, and a set of experiments are presented, including comparisons with Bitcoin, Ethereum
and Hyperledge Fabric. Results demonstrate the scalability of the solution.
1. Introduction

A blockchain is a distributed ledger that stores transaction records
on a set of processes connected through a network. The major ad-
vantage of blockchains compared to other alternative technologies
is that there is no need for a central authority to ensure security
properties [1]. A large, growing number of applications have been
proposed for blockchains, in diverse fields, such as cryptocurrencies,
digital government transactions, document copyright protection, and
real estate transactions, among several others [2].

Blockchains combine distributed and secure computing techniques
to maintain a data structure – the block chain – that guarantees the
persistence of transactions stored by the processes that make up the
system. It is possible to classify blockchains into two basic types:
permissioned (private) and non-permissioned (public). A permissioned
blockchain requires all processes to know each other in advance so
that they can be properly authenticated to execute any system op-
eration. Examples of permissioned blockchains include Hyperledger
Fabric [3], Corda [4], among others [5]. Permissionless blockchains al-
low the participation of unknown processes, which do not need to trust
each other. Examples include Bitcoin [6], Ethereum [7], Algorand [8],
among others [9]. These blockchains use consensus mechanisms based
on ‘‘Proof-of-Work’’ (PoW) or ‘‘Proof-of-Stake’’ (PoS) to validate new
blocks. PoW results in a high expenditure of energy, and the winning
process receives a reward, in the case of Bitcoin, the cryptocurrency it-
self. Ethereum 2.0 uses a PoS strategy, which requires users to ‘‘pledge’’
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currency, in this case, Ether (ETH), to become validators of the [10]
network.

As processes trust each other in permissioned blockchains, instead
of employing PoW or PoS, they can use classic consensus algorithms,
such as Raft [11] or PBFT [12]. Those algorithms present strong
consistency guarantees, but are expensive and do not scale well [13].
Furthermore, permissioned blockchains are generally based on a leader,
who proposes the block to be stored and also manages the member
processes.

Although permissionless blockchains can consist of a very large
number of nodes, they have a very limited transaction flow compared to
smaller-scale systems based on a predefined group of trusted processes
running conventional consensus algorithms. However, in permissioned
networks, the cost of broadcast mechanisms can be quadratic with
respect to the number of participants, and are thus not scalable [14,15].

In this work, we present vCubeChain, a scalable permissioned
blockchain. vCubeChain is based on the vCube hierarchical virtual
topology [16]. The topology is maintained through a failure detector
that forms a hypercube when all processes are correct and the number
of processes is a power of two. As processes crash, vCube reorganizes
itself, maintaining several logarithmic properties. vCubeChain is a
permissioned blockchain, i.e., all processes are properly authenticated.
A leader is elected using an autonomous reliable broadcast strategy to
disseminate blocks across the network. Each block consists of multiple
transactions. False suspicions may cause the election of multiple com-
peting leaders simultaneously, allowing temporary forks to occur [6].
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Fig. 1. Clusters of process 0 and the complete 𝑐(𝑖, 𝑠) of a 3-dimensional vCube.
In this situation, vCubeChain remains intact, always returning to a state
consistent with the reconciliation of differences.

The blockchain was implemented on the Blocksim simulator, and
a set of experiments are presented, including comparisons with Bit-
coin, Ethereum and Hyperledge Fabric. Results are presented both
for transaction processing time and the number of messages required,
demonstrating the scalability of the proposed solution.

The rest of this work is organized as follows. Section 2 defines the
system model, also including a brief description of the vCube virtual
topology. In Section 3 vCubeChain is described and specified and proofs
of correctness and termination are presented. The implementation of
vCubeChain using simulation and evaluation results are described in
Section 4. Related work is presented in Section 5. Finally, Section 6
concludes the paper.

2. System model

We assume a distributed system that consists of a set 𝑃 of 𝑛 >
1 processes {𝑝0, .., 𝑝𝑛−1} that communicate by exchanging messages.
Processes are also called nodes. Process 𝑝𝑖 can also be referred to
as process 𝑖. Each process can communicate directly with any other
process, i.e., the system is fully connected and can be represented by
a complete graph. A process can crash, and crashes are permanent.
Each process can be in one of two states: a correct process is one that
never fails; otherwise, the process has crashed. The operations to send
and receive messages are atomic, but the broadcast primitives are not.
The communication channels are perfect. Thus, messages exchanged
between processes are never lost, corrupted or duplicated.

The processes form a virtual hierarchical topology called vCube [16,
17]. The virtual topology is a complete hypercube if all processes are
correct and the number of processes is a power of two, but keeps the
hypercube properties for any number of correct processes. vCube im-
plements a pull-based failure detector [18], in which processes execute
tests and exchange test result information so that all correct processes
can determine the state of each other process as either correct or suspect
of have crashed. Up to 𝑛−1 processes can crash. After processes crash,
vCube reorganizes itself autonomously, maintaining several logarithmic
properties such as the maximum distance between processes and the
maximum number of tests each process has to reply to. The system is
assumed to be partially synchronous with a Global Stabilization Time
(GST). Thus, informally, the system is initially asynchronous, but after
the GST it becomes synchronous, i.e. there are known upper bounds for
both the time to execute a task and for transmitting messages between
processes [19]. As a result, the failure detector can make mistakes,
i.e., before the GST, a correct but slow process can be incorrectly
suspected of having crashed.

As mentioned above, a process running vCube executes tests on
other processes to determine if they are correct or suspected of having
crashed. The tested process is considered to be correct if the tester
receives a response within the expected time interval. Otherwise, the
2

process is suspected. Processes run tests on progressively larger clusters.
Each cluster 𝑠 = 1, .., log2 𝑛 has 2𝑠−1 elements, where 𝑛 is the total
number of processes in the system. The processes in each cluster 𝑠
and the order in which they are tested by a process 𝑖 are given by
function 𝑐𝑖,𝑠, defined below. The symbol ⊕ represents the exclusive
binary operation OR (XOR):

𝑐(𝑖, 𝑠) = {𝑖 ⊕ 2𝑠−1, 𝑐𝑖 ⊕ 2𝑠−1, 1,… , 𝑐(𝑖 ⊕ 2𝑠−1, 𝑠 − 1)} (1)

Tests are executed in rounds. In each testing round, the set of
testers of a process 𝑖 consists of each first correct process 𝑗 in clusters
𝑐(𝑖, 𝑠), 𝑠 = 1,… , log2 𝑛. If the tested process is correct, the tester obtains
new information about the state of the other processes. A testing round
is completed after all the correct processes have run all their assigned
tests.

Fig. 1 illustrates the hierarchical organization of a 3-dimensional
vCube with 𝑛 = 23 processes. The table shows the elements of each
cluster 𝑐(𝑖, 𝑠) for the system. In this system, each process tests three
clusters. As an example, the first cluster tested by 𝑝0 is 𝑐(0, 1) = (1); the
other two clusters are 𝑐(0, 2) = (2, 3) and 𝑐(0, 3) = (4, 5, 6, 7). In this case,
processes 𝑝1, 𝑝2 and 𝑝4 are tested. In each testing round, each process
is tested by at least one correct process. This ensures that, in at most
log2 𝑛 rounds, all processes have updated their local state information
about all other processes.

In [20] a reliable broadcast algorithm is presented for vCube. That
algorithm assumes a synchronous system, and the processes form a min-
imum spanning tree that reconfigures itself autonomically as processes
fail and recover. The tree guarantees that the broadcast completes in
logarithmic time. A correct process forwards messages to the first cor-
rect process in each of its clusters. A version assuming an asynchronous
system was proposed by [21], which deals with false suspicions by
continuously sending messages to suspected processes.

3. vCubeChain: a scalable permissioned blockchain

This section presents vCubeChain — a scalable permissioned leader-
based blockchain. vCubeChain is a distributed ledger that provides safe
storage of valid transactions across its processes organized on a vCube.
vCubeChain assumes authenticated processes, i.e. all processes know
and trust each other. Initially, clients send new transactions to any
vCubeChain process. Only the leader can validate a transaction. If the
process that receives a new transaction is not the leader, it forwards
the transaction to the leader. The leader validates the transaction
and forms a new block after there is a sufficiently large number of
valid transactions. Each new block is disseminated throughout the
blockchain via vCube’s autonomic reliable broadcast algorithm, which
is described later in this section.

Processes use the underlying vCube failure detection service to elect
the blockchain leader. The leader is simply defined as the correct pro-
cess with the highest identifier. As processes are authenticated, there
are no impersonation attacks in which an adversary pretends to be the
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Algorithm 1 vCubeChain executed by process 𝑖

1: procedure Init( )
2: 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖 ← 𝑃
3: 𝑝𝑒𝑛𝑑𝑖𝑛𝑔 ← ∅
4: CheckLeader( )
5: if IAmLeader( ) then
6: append 𝑔𝑒𝑛𝑒𝑠𝑖𝑠_𝑏𝑙𝑜𝑐𝑘 to 𝑐ℎ𝑎𝑖𝑛
7: RBcast(Msg-type=𝐵𝐿𝑂𝐶𝐾,

𝑔𝑒𝑛𝑒𝑠𝑖𝑠_𝑏𝑙𝑜𝑐𝑘)

8: procedure NewTransaction(msg 𝑚)
9: Let 𝑇 be the new transaction with 𝑚

10: if IAmLeader( ) then
11: ProcessTransaction(𝑇 )
12: else
13: 𝑝𝑒𝑛𝑑𝑖𝑛𝑔 ← 𝑝𝑒𝑛𝑑𝑖𝑛𝑔 ∪ {𝑇 }
4: SendToLeader(𝑇 )

15: procedure ProcessTransactions(𝑇 )
16: if Validate(𝑇 ) then
17: AddToBlock(𝑇 )
18: else
19: NotifySender(𝑇 )

20: procedure AddToBlock(𝑇 )
21: if !ThereIsCandidateBlock( ) then
22: create 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒_𝑏𝑙𝑜𝑐𝑘
23: append 𝑇 to 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒_𝑏𝑙𝑜𝑐𝑘
24: if BlockCompleted( ) then
25: append 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒_𝑏𝑙𝑜𝑐𝑘 to 𝑐ℎ𝑎𝑖𝑛
26: RBcast(Msg-type=𝐵𝐿𝑂𝐶𝐾,

𝑛𝑒𝑤_𝑏𝑙𝑜𝑐𝑘 = 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒_𝑏𝑙𝑜𝑐𝑘)

27: upon receive 𝑇 from 𝑝
28: if IAmLeader( ) then
29: ProcessTransaction(𝑇 )
30: else
31: SendToLeader(𝑇 )

32: upon receive ⟨𝐵𝐿𝑂𝐶𝐾, 𝑛𝑒𝑤_𝑏𝑙𝑜𝑐𝑘⟩ from 𝑝
33: append 𝑛𝑒𝑤_𝑏𝑙𝑜𝑐𝑘 to 𝑐ℎ𝑎𝑖𝑛
34: for all 𝑇 ∈ 𝑛𝑒𝑤_𝑏𝑙𝑜𝑐𝑘 do
35: 𝑝𝑒𝑛𝑑𝑖𝑛𝑔 ← 𝑝𝑒𝑛𝑑𝑖𝑛𝑔 ∖ {𝑇 }

36: upon receive ⟨𝐿𝐸𝐴𝐷𝐸𝑅, 𝑛𝑒𝑤_𝑙𝑒𝑎𝑑𝑒𝑟⟩ from 𝑝
37: if IAmLeader( ) and 𝑛𝑒𝑤_𝑙𝑒𝑎𝑑𝑒𝑟 > 𝑖 then
38: 𝑝𝑒𝑛𝑑𝑖𝑛𝑔 ← 𝑝𝑒𝑛𝑑𝑖𝑛𝑔

∪ 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒_𝑏𝑙𝑜𝑐𝑘
39: 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒_𝑏𝑙𝑜𝑐𝑘 ← ∅
40: 𝑙𝑒𝑎𝑑𝑒𝑟 ← 𝑛𝑒𝑤_𝑙𝑒𝑎𝑑𝑒𝑟
41: for all 𝑇 ∈ 𝑝𝑒𝑛𝑑𝑖𝑛𝑔 do
42: SendToLeader(𝑇 )

43: procedure checkLeader( )
44: 𝑛𝑒𝑤_𝑙𝑒𝑎𝑑𝑒𝑟 ← 𝑚𝑎𝑥(𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖)
45: if 𝑛𝑒𝑤_𝑙𝑒𝑎𝑑𝑒𝑟 ≠ 𝑙𝑒𝑎𝑑𝑒𝑟 then
46: 𝑙𝑒𝑎𝑑𝑒𝑟 ← 𝑛𝑒𝑤_𝑙𝑒𝑎𝑑𝑒𝑟
47: if IAmLeader( ) then
48: RBcast(Msg-type=𝐿𝐸𝐴𝐷𝐸𝑅, 𝑛𝑒𝑤_𝑙𝑒𝑎𝑑𝑒𝑟)
49: for all 𝑇 ∈ 𝑝𝑒𝑛𝑑𝑖𝑛𝑔 do
50: ProcessTransactions(𝑇 )
51: 𝑝𝑒𝑛𝑑𝑖𝑛𝑔 ← 𝑝𝑒𝑛𝑑𝑖𝑛𝑔 ∖ {𝑇 }
52: else
53: for all 𝑇 ∈ 𝑝𝑒𝑛𝑑𝑖𝑛𝑔 do
54: SendToLeader(𝑇 )

55: upon notifying crash(process 𝑗)
56: 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖 ← 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖 ∖ {𝑗}
57: CheckLeader( )

58: upon notifying up(process 𝑗)
59: 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖 ← 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖 ∪ {𝑗}
60: CheckLeader( )
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leader. However, due to false suspicions and the latency to propagate
node state information across the system, it is possible that more than
one node considers itself the leader. We show that even if multiple
processes consider themselves to be leaders, vCubeChain eventually
converges to a single leader and maintains global consistency.

vCubeChain is specified in pseudo-code in Algorithm 1. Users can
register transactions at any process using the NewTransaction proce-
ure. If the selected process is not the leader, it sends the transaction
o the leader. The leader then validates the transaction in the Pro-
essTransactions procedure and includes it in a candidate block using
he AddToBlock procedure. The leader maintains this block with a set
f valid transactions until it fills up. The block size, i.e., the maximum
umber of transactions in a block, is a configurable parameter. Once
he new block (line 24) is complete, the leader disseminates it across
he vCubeChain via RBCast (line 26), an autonomic reliable broadcast
lgorithm [21]. This algorithm relies on the vCube hierarchical topol-
gy to ensure that the dissemination of blocks throughout the system
ill require a logarithmic number of communication steps to complete.

vCubeChain adopts the typical blockchain data structure shown in
ig. 2. The first block is called genesis and is proposed by the first leader.
ach block consists of a set of transactions as well as the hash of the
revious block and the hash of the current block.

.1. Block proposition

New blocks are proposed to vCubeChain as shown in Fig. 3. Ini-
3

ially, a client sends a new transaction to any vCubeChain process l
Fig. 3(a)). If this process is not a leader, it forwards the transaction to
he leader (Fig. 3(b)). The leader validates the transaction and forms

new block with a sufficiently large number of valid transactions
Fig. 3(c)). Finally, in step 4, the new block is disseminated throughout
he blockchain via vCube’s autonomic reliable broadcast algorithm
Fig. 3(d)).

After a specific process receives a new transaction, that process
aves it in the pending buffer (line 13). This transaction will only be
emoved of that buffer when the process receives a block containing it
line 35) or a notification from the leader that it is not valid (according
o the state of the ledger). In case the current leader is suspected
nd another leader is elected, the process resends all transactions
rom the pending buffer to the newly elected leader. If both the
uspected and new leaders persist transactions into new blocks, then
fork occurs. vCubeChain detects and resolves forks after a finite time

nterval to ensure global consistency through the mechanism described
n Section 3.3.

.2. Leader election

A process learns who the leader is by executing the CheckLeader
rocedure. In the case of a leader failure, the process with the highest
dentifier among the correct processes is chosen. Processes invoke the
heckLeader primitive to learn whether there has been a leader change.
hen a correct leader is incorrectly suspected of having failed, another
eader is elected, but as soon as it ceases to be suspected it can become
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Fig. 2. Typical blockchain data structure (NIST).
Fig. 3. Transaction processing and new block proposition.

the leader again. vCubeChain assumes the GST timing model, according
to which the leader will no longer be incorrectly suspected after a
certain point in time.

In the example in Fig. 4, in Fig. 4(a), process 7 (𝑝7) is the leader
but becomes unduly suspected. Then, process 6 is elected as the new
leader. However, soon after, in Fig. 4(b), process 7 is again considered
to be correct, and over time, the two processes, 6 and 7, are perceived
as leaders by different system processes. Finally, in Fig. 4(c), the system
stabilizes, and process 7 is again the sole leader.

The proposed strategy includes a consensus-based approach to elim-
inate inconsistencies resulting from the existence of multiple leaders,
described in the next subsection.
4

3.3. Forks, consensus, and consistency

Dolev et al. (1987) proved that consensus can be reduced to reliable
broadcast with message ordering. vCubeChain’s consensus algorithm
relies on that result. In normal operation, the leader receives trans-
actions from clients and other system processes. After verifying their
validity, the leader establishes a local order on the pending transactions
by proposing a new block containing the transactions. The algorithm
disseminates this block using vCube’s reliable broadcast strategy, which
guarantees delivery to all the correct processes after a finite time
interval using an autonomic spanning tree.

Supposing that, in the face of false suspicions, two or more pro-
cesses can become leaders, and all can propose blocks to the chain.
As mentioned above, this causes the creation of forks. A fork consists
of subchains that are not consistent with each other. However, as all
leaders will reliably broadcast both subchains, all correct processes
will have the same view of the blockchain, including the fork and
derived subchains. In this scenario, the longest subchain is selected, so
that transactions are proposed based on information from that longest
subchain. Note that a leader validates transactions, i.e., if it receives a
transaction derived from an unknown last block, the transaction fails
to validate and will not be incorporated into any block proposition.

As forks can be created, vCubeChain requires a chain adjustment
mechanism. As the leader employs reliable broadcast to send each block
to all processes, which confirm the receipt of the block, the leader can
determine which proposed blocks are stable. A block is stable if all
processes perceived as correct have confirmed the receipt of that block.
For the sake of consistency, we employ a stability window of 𝐵 blocks.
𝐵 is a configurable parameter that can be set case by case. In other
words, if a process 𝑝 is the leader and has at least 𝐵 confirmed blocks,
its chain can be considered stable. On the other hand, some blocks will
fail the validation and are not persisted. Therefore, the transactions in
those blocks (or subchains) that do not persist must be retransmitted.
In our case, we employed 𝐵 = 2. Other values can be employed, the
window could be larger in case of a context of more instability. A larger
value implies more transactions to be redone and more contention.

The consensus strategy adopted by vCubeChain is a compromise
solution based on the premise that the perception of the correct pro-
cesses will converge to a single leader after eventual disputes between
multiple leaders. Thus, after the convergence, the leader will be able
to resolve any fork after 𝐵 blocks are confirmed, thus agreement is
guaranteed across the system.

For example, in Fig. 5, there is a fork due to conflicting leaders
6 and 7, which is incorrectly suspected of having failed. Leader 7
proposes blocks 2 to 5, and after process 6 also becomes a leader it
proposes block 2′. After some time, process 6 realizes that process 7 is
still active and gives up the leadership. Thus, after the system remains
stable for long enough process 7 becomes the sole leader. As mentioned
above, the leader will wait for confirmations from the correct processes
to assess block stability. Stable blocks are shown in green in Fig. 5.
Process 7 uses block stability information in order to compute the
difference between stable subchains. In this case, the stability window

https://www.nist.gov/blockchain
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Fig. 4. Example of improper leadership demotion followed by correction.
Fig. 5. A fork with two subchains with stable blocks.

is of length 𝐵 = 2. Thus the leader determines the longest stable
subchain, consisting of blocks 2 to 5. The transactions in block 2′ are
not validated and later will have to be reconciled.

Although the reliable broadcast mechanism requires a linear num-
ber of messages, in pre-GST degradation scenarios, this cost can become
quadratic — that is the worst case, in which all processes are correct but
unduly suspect all others. Nevertheless, from the GST the perception
of the failure detector will converge, and all processes elect the same
leader.

In scenarios without leader failures, the algorithm is straightfor-
ward: the leader reliably broadcasts blocks in order, which guarantees
that the blockchain will work in the usual way. The failure of a leader
may, given the instability of the system, raise disputes, and there
may be multiple leaders during some time intervals. Even if there are
forks, the processes will receive all proposed blocks from all competing
leaders in the orders they established. However, as shown above, a fork
is guaranteed to be reconciled after the GST, and described above.

3.4. Safety and liveness

We present draft proofs in this section that the safety of vCubeChain
is guaranteed, even under timing conditions that may lead to false
suspicions and multiple leaders or no leader at all. However, it is
impossible to guarantee progress (i.e., termination) in all scenarios,
a fact that is consistent with the FLP impossibility [22]. Progress is
guaranteed only after the GST, when the leader is unique and can
communicate with the other active processes in a finite time.

Lemma 3.1 (Safety). All correct processes running vCubeChain eventually
converge for the same blockchain, i.e., with the same blocks which include
all correlated transactions.
5

Discussion. vCubeChain employs a consensus strategy that is based
on the autonomic reliable broadcast strategy presented. In a graceful
execution scenario, only one correct leader proposes blocks that will
be broadcast in a finite time to all correct processes. If there are
instabilities, more than one leader may be elected, and all of them can
propose new blocks based on the current chain. All those new blocks
are broadcast and can generate forks that consist of multiple subchains.
The reliable broadcast mechanism guarantees that all correct processes
will eventually receive all blocks, including those of the subchains.
After the system converges to a single leader again, this leader will
assess block stability and eventually resolve any fork by determining
that the longest subchain is the only valid chain. This causes all correct
processes to update the corresponding blocks accordingly. □

Lemma 3.2 (Liveness). All valid transactions are eventually committed
across the blockchain.

Discussion. In a graceful execution scenario, only one correct leader
proposes blocks that will be broadcast in a finite time to all correct
processes. In this case, liveness (i.e., termination) is guaranteed: a single
leader can only propose a single sequence of blocks that result in a
single chain, of which all correct processes are aware.

On the other hand, in scenarios with multiple leaders, forks can be
created with multiple subchains. vCubeChain assumes the GST model,
according to which any timing instabilities are solved within a finite
time interval, and a new single leader is elected. The sole leader relies
on block stability information to solve forks, determining a single valid
chain. Transactions from deprecated subchains will be resubmitted, and
deprecated blocks become invalid and are discarded. □

Theorem 3.3. Algorithm 1 implements a permissioned blockchain that
guarantees safety (i.e., correctness) and, in the presence of a sufficiently
long period of timing stability, also guarantees liveness (i.e., the termination
of the algorithm).

Proof. The proof follows directly from Lemmas 3.1 and 3.2 (Termin-
ation). □

4. Simulation results

This section presents an evaluation of vCubeChain, including com-
parisons with Bitcoin, Ethereum, and Hyperledger Fabric. The block-
chains were implemented using the Blocksim simulator [23]. Blocksim
is a discrete event simulator developed in Python that allows the
implementation of blockchains as ‘‘models’’. Both the implementa-
tions (i.e., the Blocksim models) of Bitcoin and Ethereum (permission-
less blockchains) were already available. We implemented not only
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Table 1
Main aspects of the evaluated solutions.

Characteristics Bitcoin Ethereum Fabric vCubeChain

Consensus PoW PoS Kafka-based this

Permissioned (P)
Permissionless (L) L L P P

Nodes
misbehavior yes yes no no

Finality no no yes no

vCubeChain but also Hyperledger Fabric, which was essential so that
we could make a comparison with another permissioned blockchain.
Blocksim’s P2P network is configured with nodes (representing pro-
cesses), each of which is initialized with a set of neighbors. It is also
possible to configure the communication latency, both in terms of link
transmission, as well as send and receive delay parameters. Next we
present a brief description of the four Blocksim models employed in
the evaluation.
Bitcoin. The Bitcoin [6] BlockSim model uses a block size limit of 1
megabyte and employs a probability distribution for the number of
transactions per block that is based on real data from the Bitcoin net-
work. The model provides two types of nodes: miners and non-miners.
A non-mining node only validates blocks or validates and disseminates
new transactions. Miners validate and group new transactions in a
transaction queue to create candidate blocks that are later passed on
to other nodes in the system.
Ethereum. The Ethereum [7] BlockSim model was implemented in
a similar way as that of Bitcoin, also presenting mining and non-
mining nodes. However, Ethereum implements the gas limit, which is
the maximum amount of gas a transaction can spend (between 1 and
32,000, typically 21,000 and the gas limit for a block. For example, if
the block has a gas limit of 10,000 and each transaction has a cost of
1000, each block can contain up to 10 transactions.
Fabric. We implemented the Hyperledger Fabric [3] Blocksim model
using a simplified leader-based approach and a gossip protocol to
broadcast transactions and blocks. For the sake of comparison with the
other solutions available in the simulator, transaction validation by the
endorsement policy is omitted, and we focus on the simulation of the
propagation of valid transactions and blocks. Although Fabric supports
multiple blockchains connected to the same ordering service (multiple
channels), we simulate a one-channel scenario. The gossip protocol uses
the push strategy, where each peer selects a random set of neighbors
to send the messages to. A leader is elected to pull blocks and initiate
the gossip distribution.
vCubeChain. The vCubeChain Blocksim model uses the same configu-
ration as Bitcoin. However, transactions are sent only to the leader (the
process with the highest ID), and the leader broadcasts blocks to all
other processes using vCube’s hierarchical reliable broadcast strategy.

The implementations for Bitcoin, Ethereum, and Fabric assume a
fully connected network where all nodes communicate directly. The
vCubeChain implementation uses the vCube virtual topology, which
dynamically defines the neighbors of each node, according to the
topology rules and failure detection information. For each message sent
and received in the network, the processing time is computed according
to the size of the corresponding messages. Blocksim simulates TCP,
and the connections between processes are established as nodes first
communicate.

Table 1 shows a summary of the main aspects of the four solutions
(Bitcoin, Ethereum, Fabric, vCubeChain). In terms of the consensus
solution employed; whether they are permissioned or permissionless;
whether they allow node misbehavior, and finality (transactions cannot
be rolled back).
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Table 2
Locations where nodes are placed (simulation).

Sites Non-miners Miner/Leader

Cascavel/Brazil 𝑁∕4 0

Salvador/Brazil 𝑁∕4 0

Curitiba/Brazil (𝑁∕2) − 1 1

Fig. 6. Latency in milliseconds between nodes on each site (simulation).

4.1. Simulated scenarios

The algorithms were executed for systems with 𝑁 = 8, 16, 32, 64, and
128 nodes (representing processes). The configuration parameters used
were those defined in [23]. For Ethereum, the default value for the
gas limit was 21,000 and a block gas limit of 2.1 million was defined.
According to Table 2, the nodes are distributed across three sites. For
𝑁 = 8, for example, there are two nodes in Cascavel/Brazil, two more
in Salvador/Brazil, and four in Curitiba/Brazil. For the latter, one node
is configured as a miner for both Bitcoin and Ethereum and as a leader
for Fabric and vCubeChain. The number of random neighbors (i.e., the
fanout) of each Fabric’s gossip node was set to three, which is the
default value adopted by Fabric [24].

The values for the communication latency (in milliseconds) between
nodes at each site were set using the parameters in Fig. 6. Those values
were obtained from real RTT measurements on the RNP (National
Research Network) network that connects the three sites. The normal
distribution (mean and standard deviation) was used for nodes at
different sites, and the inverse gamma distribution was used for nodes
at the same location. The full parameters are available on Github.1

Results are presented for blockchain scalability, focusing on the
execution times and number of messages required by the four different
solutions. Simulations were performed on an Intel i7 with 512 SSD
and 16 GB RAM memory. For each execution, a thousand transactions
were generated, one transaction per round. A new round starts every
15 s. Transactions were randomly distributed among processes using
Blocksim’s transaction factory function.

4.2. Results

The average time taken to validate all transactions is shown in
Fig. 7(a), computed as an average of 30 executions of each scenario and
IC=95%. We assume the transaction validation times of the different
models are roughly comparable. Actually, the transaction validation
times were found to be similar for the four models. This uniformity
across the four models led to some interesting findings. First and fore-
most, it highlights the importance of employing other metrics beyond
time to determine the overall blockchain efficiency. With validation
times being very similar, our attention shifted to resource utilization,
scalability, and adaptability. In particular, resource utilization became
a crucial metric, as algorithms that could achieve similar results with

1 https://github.com/arluiz/FD-blocksim

https://github.com/arluiz/FD-blocksim
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Fig. 7. Average time to validate all transactions and average number of messages in logarithmic scale for 30 executions with CI 95%.
fewer resources emerged as more sustainable and cost-effective. This
aspect of the simulation allowed us to identify potential aspects of
the algorithms that could possibly lead toward more environmentally
friendly and economically viable solutions. Overall, we also highlight
that the Ethereum simulation took a significantly longer time (several
hours) to simulate than those of Bitcoin, Fabric, and vCubeChain (each
just a few minutes).

The total number of messages employed by the Blocksim models is
shown in logarithmic scale in Fig. 7(b). Both models that were already
available in the simulator (Bitcoin and Ethereum) employ two message
types, one for ‘‘header’’ and another for ‘‘body’’. For each message
containing the transaction header, a request is sent for the transaction
body, which in turn generates a new message containing the transaction
content. The same is true for blocks. To ensure a fair comparison, we
implemented Fabric and vCubeChain in exactly the same way.

In the case of vCubeChain, the number of messages employed keeps
small due to the hierarchical broadcast strategy employed. On the hand,
Fabric uses a three-neighbor gossip protocol. In the case of Bitcoin
and Ethereum, the transmission is one-to-one. Moreover, processes in
Bitcoin send initialization messages as they start communicating to
spread their knowledge about new transactions and blocks.

In terms of the number of blocks created, for Ethereum, the number
of transactions per block is determined by the gas limit. For Bitcoin and
VCubeChain, A block size of 2 megabytes was employed. Therefore, all
transactions are combined into a single block in all scenarios.

In a real scenario, considering the TCP connections in an error-free
execution, vCubeChain opens fewer connections compared to Bitcoin,
Ethereum and Fabric because it communicates only with the leader
and 𝑙𝑜𝑔2𝑁 neighbors in average and up to 𝑁 neighbors in worst-case,
in which a single process is correct. Bitcoin and Ethereum use a one-
to-all strategy, i.e. there are (𝑁2 − 𝑁)∕2 connections. In the Fabric
implementation, each process communicates with 3 random neighbors,
so the number of connections can vary from 3 ∗ 𝑁 to (𝑁2 − 𝑁)∕2
depending on the selection of neighbors.

5. Related work

This section presents an overview of related work, including both
permissionless and permissioned blockchains. Several permissionless
blockchains use probabilistic approaches to consensus, such as Bitcoin’s
proof-of-work (PoW) [6]. That approach is actually an implicit leader
election. In PoW, multiple processes compete to solve the cryptographic
challenge and then submit a block proposal for the blockchain. Multiple
processes may succeed, which results in a divergence expressed by a
fork. To bring the blockchain back to a consistent state, Bitcoin adopts
the rule of the survival of the longest chain, similar to vCubeChain’s
approach.
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The so-called PoX (Proof-of-Anything) consensus mechanisms have
been proposed with the purpose of reducing the computational cost of
PoW [25]. Arguably, the most successful PoX strategy is Proof-of-Stake
(PoS), used in platforms such as Ethereum [26] and Algorand [8]. PoS
consensus mechanisms address inefficiencies inherent in conventional
Proof-of-Work (PoW) protocols. Instead of relying on crypto mining,
in PoS blockchains a leader is elected based on its stake, in terms of
tokens or cryptocurrency. The leader verifies and records transactions.
Nodes make stakes in a staking pool, the node with the highest stake is
elected as validator/leader for the next proposal slot. In that proposal
slot, that node (i.e., the leader) proposes a new block that a quorum
must approve to be added to the blockchain. The quorum is also
defined based on the stakes. As it makes new proposals, the leader
earns rewards which are newly generated tokens. PoS is based on game
theory: participants who have a higher amount of tokens for a longer
time have higher chances to be elected as leaders and to the deciding
quorum.

PoS does not prevent the occurrence of forks. The so-called multiple
honest slots may arise by design [27]: they are proposal slots that
emerge when two or more honest nodes are elected as leaders. That
may occur for instance during network instabilities when the system
falls into a non-synchronous timing situation that may result in asym-
metries and cause more than one process to assume the leader role.
Again, there are strategies to bring the blockchain back to consistency.
Ethereum 1.0 [7] also employs the longest chain rule, like Bitcoin.
However, Ethereum 2.0 [10] runs a fork-choice algorithm that mea-
sures the ‘weight’ of the multiple chains, using a variation of the GHOST
fork rule [28].

Some hybrid approaches combine PoW and PoS or use slightly
modified approaches [25]. For instance, the Proof-of-Activity (PoA)
protocol employs PoW to create empty blocks and the PoS to ver-
ify blocks and add transactions [29]. Other hybrid approaches, such
as the protocol proposed in [30], often elect a committee to verify
blocks and confirm transactions. Those approaches try to minimize
power consumption but employ game theory concepts of permissionless
blockchains.

All those approaches based on PoW and PoS, and other PoX and
hybrid approaches heavily rely on cryptocurrency or token rewards.
Similar to those strategies of permissionless blockchains, vCubeChain
can also cope with multiple leaders, and uses rules to reconcile the
blockchain eventually.

In the case of permissioned blockchains, the platforms usually en-
capsulate in their core a traditional consensus approach, as in the case
of Hyperledger Fabric [3] or of Corda [4] that allows an arbitrary
consensus mechanism to be plugged.

Traditional approaches to consensus, such as Paxos [31] and Raft
[11], explicitly use leader election. In Paxos, for example, the proposer
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tries to become the leader in the first phase and get the proposal
accepted. Alternatively, the proposer may fail to gain a majority and
try later, or another leader may be elected. Conversely, Raft clearly
distinguishes the leader election process, which is explicitly executed
by the protocol.

Both the Paxos strategy (based on a majority of acceptors) and the
Raft strategy (based on heartbeat message exchanges and timeouts)

ay experience performance degradations as the number of processes
rows. Furthermore, despite of having the advantage of predictabil-
ty, those deterministic strategies imply on a higher communication
ost. On the other hand, probabilistic algorithms, despite of being
ore efficient in terms of communication, they can also present other

hallenges, such as the high computational cost of the proof-of-work
pproach.

Some Paxos approaches, such as Fast Paxos [32] and Multi-Paxos
33], assume a speculative strategy, which is efficient in graceful
xecutions. In Fast Paxos, different values may be accepted in a fast
ound, i.e., it is prone to collisions, and a value may not be decided. In
hat case, the algorithm turns back to the classic version. In Multi-Paxos

distinguished replica is elected as the protocol leader to improve
ystem performance by reducing the 2-phase commit protocol of classic
axos to a 1-phase commit protocol for 𝑛 consensus rounds. However,

the protocol degrades to the classic version in a collision scenario in
which two or more proposers compete for the leadership.

vCubeChain presents greater scalability even in the degraded sce-
nario, as it employs the autonomic and hierarchical reliable broadcast
strategy that does allow forks to occur but it will bring the system
back to consistency once it becomes stable. Recall that vCubeChain
relies on the underlying vCube both as a failure detector and for leader
election. This strategy avoids contention in a synchronous network: the
leader is the correct process with the highest identifier. If the network
behaves asynchronously, multiple leaders can be elected: forks can
appear, which are resolved a posteriori. This solution seeks to reduce
contention in the permissioned blockchain — as occurs in consensus
algorithms generally used in this environment, which also increases
vCubeChain’s scalability.

RingPaxos [34] uses a logical ring as an overlay network for saving
messages in phase 1. PigPaxos [35] uses a piggy-backing approach to
save messages and employs relays to reduce leader load. In comparison,
our approach is also message savvy, but by using the vCube’s autonomic
spanning trees.

Other consensus approaches address Byzantine faults, such as PBFT
[12], and Zyzzyva [36]. Currently, vCubeChain assumes crash faults.

6. Conclusion

This work presented vCubeChain, a hierarchical and autonomic per-
missioned blockchain. vCubeChain relies on vCube’s failure detection
and reliable broadcast mechanisms. A leader is elected based on failure
detection information, the leader is responsible for making proposals
for new blocks. During a period of instability, multiple leaders can be
elected and forks can appear, but the system returns to a consistent
state as soon as network conditions improve. vCubeChain was imple-
mented through simulation and compared with Bitcoin and Ethereum.
Results demonstrate the scalability of the solution.

Future work includes the investigation of vCubeChain in the context
of Byzantine faults. Other future work should define strategies to
deal with crash-recovery and dynamic processes, that join and leave
the system over time. Currently, vCubeChain implements a complete
stack blockchain, but we envision that specific parts of the proposed
approach may be adapted as a pluggable module for other existing
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blockchain platforms.
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