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2 Rajeev Gor�e5 Tableau Systems For Multimodal Temporal Logics . . . . . . . 695.1 Linear Temporal Logics . . . . . . . . . . . . . . . . . . . 705.2 Branching Temporal Logics . . . . . . . . . . . . . . . . . 735.3 Bibliographic Remarks and Related Systems . . . . . . . 766 Modal Tableau Systems With Explicit Accessibility . . . . . . 766.1 History of Explicit Tableau Systems . . . . . . . . . . . . 776.2 Labelled Tableau Systems Without Uni�cation . . . . . . 796.3 Soundness of Single Step Tableau Rules . . . . . . . . . . 866.4 Fairness, In�nite Tableaux, Chains and Periodicity . . . 906.5 Completeness . . . . . . . . . . . . . . . . . . . . . . . . 946.6 Cycles, Termination and Decidability . . . . . . . . . . . 966.7 Extensions and Further Work . . . . . . . . . . . . . . . 97Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1011 IntroductionModal and temporal logics are �nding new and varied applications in Com-puter Science in �elds as diverse as Arti�cial Intelligence [MST91], Modelsfor Concurrency [Sti92] and Hardware Veri�cation [NFKT87]. Often theeventual use of these logics boils down to the task of deducing whether acertain formula of a logic is a logical consequence of a set of other formula ofthe same logic. The method of semantic tableaux is now well established inthe �eld of Automated Deduction [OS88, BHE95, BP95] as a viable alter-native to the more traditional methods based on resolution [CL73]. In thischapter we give a systematic and uni�ed introduction to tableau methodsfor automating deduction in modal and temporal logics. We concentrateon the propositional fragments restricted to a two-valued (classical) basisand assume some prior knowledge of modal and temporal logic, but givea brief overview of the associated Kripke semantics to keep the chapterself-contained.One of the best accounts of proof methods for modal logics is the bookbyMelvin Fitting [Fit83]. To obtain generality, Fitting uses Smullyan's ideaof abstract consistency properties and the associated maximal consistent setapproach for proving completeness. As Fitting notes, maximal consistentsets can also be used to determine decidability, but in general, they donot give information about the e�cacy of the associated tableau method.E�ectiveness however is of primary importance for automated deduction,and a more constructive approach using �nite sets, due to Hintikka, is moreappropriate. We therefore base our work on a method due to Hintikka[Hin55] and Rautenberg [Rau83].In Section 2 we give the syntax and (Kripke) semantics for propositionalmodal logics, the traditional axiomatic methods for de�ning modal logicsand the correspondences between axioms and certain conditions on frames.



Tableau Methods for Modal and Temporal Logics 3In Section 3 we give a brief overview of the history of modal tableausystems.Section 4 is the main part of the chapter and it can be split into twoparts.In Section 4.1 we motivate our study of modal tableau systems. In Sec-tion 4.2 we cover the syntax of modal tableau systems, explain tableau con-structions and tableau closure. Section 4.3 covers the (Kripke) semanticsof modal tableau systems and the notions of soundness and completenesswith respect to these semantics. Sections 4.4-4.6 relate our tableau systemsto the well-known systems of Fitting and Smullyan, and then cover prooftheoretic issues like structural rules, admissible rules and derivable rules.Section 4.8 covers decidability issues like the subformula property, the an-alytic superformula property, and �niteness of proof search. Sections 4.9-4.12 explain the technical machinery we need to prove the soundness andcompleteness results, and their connections with decidability. The �rst halfof Section 4 concludes with a summary of the techniques covered so far andsets up the speci�c examples of tableau systems covered in the second half.The second half of Section 4 covers tableau systems for: the basic sys-tems; modal logics with epistemic interpretations; modal logics with \prov-ability" interpretations and mono-modal logics with temporal interpreta-tions. Sections 4.18-4.19 cover proof-theoretic issues again by highlightingsome de�ciencies of the tableau methods of Section 4. Section 4.20 closesthe loop on the Kripke semantics by highlighting the �ner characterisa-tion results that are immediate from our constructive proofs of tableaucompleteness. Finally, Section 4.21 covers the connection between modaltableau systems and modal sequent systems, and the admissibility of thecut rule.Section 5 is a very brief guide to tableau methods for multimodal log-ics, particularly linear and branching time logics over discrete frames withoperators like \next", \until" and \since".Section 6 gives a brief overview of labelled modal tableau systems wherelabels attached to formulae are used to explicitly keep track of the possibleworlds in the tableau constructions.2 Preliminaries2.1 Syntax and Notational ConventionsThe sentences of modal logics are built from a denumerable non-empty setof primitive propositions P = fp1; p2; � � �g, the parentheses ) and (, togetherwith the classical connectives ^ (\and"), _ (\inclusive or"), : (\not"), !(\implies"), and the non-classical unary modal connectives 2 (\box") and3 (\diamond").A well-formed formula, hereafter simply called a formula, is any se-quence of these symbols obtained from the following rules: any pi 2 P is



4 Rajeev Gor�ea formula and is usually called an atomic formula; and if A and B areformulae then so are (:A), (A ^ B), (A _ B), (A ! B), (2A) and (3A).For convenience we use ? to denote a constant false formula (p1 ^ :p1)(say) and then use > = (:?) to de�ne a constant true formula.Lower case letters like p and q denote members of P . Upper case lettersfrom the beginning of the alphabet like A and B together with P and Q(all possibly annotated) denote formulae. Upper case letters from the endof the alphabet like X;Y; Z (possibly annotated) denote �nite (possiblyempty) sets of formulae.The symbols :;^;_ and ! respectively stand for logical negation, log-ical conjunction, logical disjunction and logical (material) implication. Toenable us to omit parentheses, we adopt the convention that the connec-tives :;2;3 are of equal binding strength but bind tighter than ^ whichbinds tighter than _ which binds tighter than ! : So :A _ B ^ C ! Dshould be read as (((:A)_ (B ^C))! D). The symbols 2 and 3 can takevarious meanings but traditionally stand for \necessity" and \possibility".In the context of temporal logic, they stand for \always" and \eventually"so that 2A is read as \A is always true" and 3A is read as \A is eventuallytrue".2.2 Axiomatics of Modal LogicsThe logics we shall study are all normal extensions of the basic modal logicK and are traditionally axiomatised by taking the rule of necessitationRN (if A is a theorem then so is 2A) and modus ponens MP (if A andA ! B are theorems then so is B) as inference rules, and by taking theappropriate formulae from Figure 1 as axiom schemas. Thus the rule ofuniform substitution US is built in so that any substitutional instance ofan axiom schema or theorem, is also a theorem.If a logic is axiomatised by adding axioms A1; A2; � � � ; An to K then itsname is written as KA1A2 � � �An. Sometimes however, the logic is so wellknown in the literature by another name that we revert to the traditionalname. The logic KT4, for example, is usually known as S4.For an introduction to these notions see the introductory texts byHughes and Cresswell [HC68, HC84] or Chellas [Che80], or the article byFitting [Fit93].We write `LA to denote that A is a theorem of an axiomatically for-mulated logic L. As with classical logic, the notion of theoremhood can beextended to the notion of \deducibility" where we write X `LA to mean\there is a deduction of A from the set of formulae X". However, somecare is needed when extending this notion to modal logics if we want topreserve the \deduction theorem": X `L (A ! B) i� X [ fAg `L B,since it is well known that the deduction theorem fails if we use the notionof deducibility from classical Hilbert system formulations (due to the ruleof necessitation). Fitting [Fit93] shows how to set up the notions of \de-



Tableau Methods for Modal and Temporal Logics 5Axiom De�ning FormulaK 2(A! B)! (2A! 2B)T 2A! AD 2A! 3A4 2A! 22A5 3A! 23AB A! 23A2 32A! 23AM 23A! 32AL 2((A ^ 2A)! B) _ 2((B ^ 2B)! A)3 2(2A! B) _ 2(2B ! A)X 22A! 2AF 2(2A! B) _ (32B ! A)R 32A! (A! 2A)G 2(2A! A)! 2AGrz 2(2(A! 2A)! A)! AGo 2(2(A! 2A)! A)! 2AZ 2(2A! A)! (32A! 2A)Zbr 2(2A! A)! (232A! 2A)Zem 232A! (A! 2A)Dum 2(2(A! 2A)! A)! (32A! 2A)Dbr 2(2(A! 2A)! A)! (232A! 2A)Fig. 1. Axiom names and de�ning formulae.ducibility" so that the deduction theorem holds, but since axiomatics areof a secondary nature here, we omit details. The important point is thatthe notion of theoremhood `LA remains the same since it corresponds to\deducibility" of A from the empty set viz: fg `LA. We return to thispoint in Section 4.3.2.3 Kripke Semantics For Modal LogicsA Kripke frame is a pair hW;Ri where W is a non-empty set (of possibleworlds) and R is a binary relation onW:We write wRw0 i� (w;w0) 2 R andwe say that world w0 is accessible from world w, or that w0 is reachablefrom w, or w0 is a successor of w, or even that w sees w0. We also writew 6Rw0 to mean (w;w0) 62 R.A Kripkemodel is a triple hW;R; V i where V is a mapping from prim-itive propositions to sets of worlds; that is, V : P 7! 2W . Thus V (p) is theset of worlds at which p is \true" under the valuation V .Given some model hW;R; V i, and some w 2 W , we write w j= p i�w 2 V (p), and say that w satis�es p or p is true at w. We also write w 6j= pto mean w 62 V (p). This satisfaction relation j= is then extended to more



6 Rajeev Gor�ecomplex formulae according to the primary connective as below:w j= p i� w 2 V (p);w j= :A i� w 6j= A;w j= A ^ B i� w j= A and w j= B;w j= A _ B i� w j= A or w j= B;w j= A! B i� w 6j= A or w j= B;w j= 2A i� for all v 2W , w 6Rv or v j= A;w j= 3A i� there exists some v 2 W , with wRv and v j= A.We say that w satis�es A i� w j= A where the valuation is left asunderstood. If w j= A we sometimes also say that A is true at w, or thatw makes A true.A formula A is satis�able in a model hW;R; V i i� there exists somew 2 W such that w j= A. A formula A is satis�able on a frame hW;Ri;i� there exists some valuation V and some world w 2W such that w j= A.A formula A is valid in a model hW;R; V i, written as hW;R; V i j= A, i�it is true at every world in W . A formula A is valid in a frame hW;Ri;written as hW;Ri j= A; i� it is valid in all models hW;R; V i (based onthat frame). An axiom (schema) is valid in a frame i� all instances of thataxiom (schema) are valid in all models based on that frame.Given a class of frames C, an axiomatically formulated logic L is soundwith respect to C if for all formulae A:if `LA then, F j= A for all frames F 2 C:Logic L is complete with respect to C if for all formulae A:if F j= A for all frames F 2 C; then `LA:A logic L is characterised by a class of frames C i� L is sound andcomplete with respect to C.2.4 Known Correspondence and Completeness ResultsThe logics we study are known to be characterised by certain classes offrames because it is known that particular axioms correspond to particularrestrictions on the reachability relation R. That is, suppose hW;Ri is aframe, then a certain axiom A1 will be valid on hW;Ri if and only if thereachability relation R meets a certain condition. Many of the restrictionsare de�nable as formulae of �rst-order logic where the binary predicateR(x; y) represents the reachability relation, as shown in Figure 2, wherethe correspondences between certain axioms and certain conditions arealso summarised. Some interesting properties of frames which cannot becaptured by any one axiom are given in Figure 3; see [Gol87]. But some



Tableau Methods for Modal and Temporal Logics 7Axiom Condition First-Order FormulaT Re
exive 8w : R(w;w)D Serial 8w 9w0 : R(w;w0)4 Transitive 8s; t; u : (R(s; t) ^ R(t; u))! R(s; u)5 Euclidean 8s; t; u : (R(s; t) ^ R(s; u))! R(t; u)B Symmetric 8w;w0 : R(w;w0)! R(w0; w)2 Weakly-directed 8s; t; u 9v :(R(s; t) ^ R(s; u))! (R(t; v) ^ R(u; v))L Weakly-connected 8s; t; u :(R(s; t)^R(s; u))! (R(t; u)_ t = u_R(u; t))X Dense 8u; v 9w : R(u; v)! (R(u;w) ^ R(w; v))Fig. 2. Axioms and corresponding �rst-order conditions on R.quite bizarre axioms, whose corresponding conditions cannot be expressedin �rst-order logic [vB84, vB83] are of particular interest precisely becauseof this \higher order" nature. Some of these \higher order" conditions areexplained next.Given a frame hW;Ri, an R-chain is a sequence of (not necessarilydistinct) points from W with w1Rw2Rw3R � � �Rwn. An 1-R-chain is anR-chain where n can be chosen arbitrarily large. A proper R-chain is anR-chain where the points are distinct. For example, a single re
exive pointgives an (improper) 1-R-chain: wRwRwRw � � �.Transitive frames are of particular interest when R is viewed as a 
ow oftime. Informally, if hW;Ri is a frame where R is transitive, then a clusterC is a maximal subset of W such that for all distinct worlds w and w0 in Cwe have wRw0 and w0Rw: A cluster is degenerate if it is a single irre
exiveworld, otherwise it is nondegenerate. A nondegenerate cluster is properif it consists of two or more worlds. A nondegenerate cluster is simple if itconsists of a single re
exive world. Note that in a nondegenerate cluster,R is re
exive, transitive and symmetric.Because clusters are maximal we can order them with respect to R andProperty Property ofName RIrre
exive 8w : :R(w;w)Intransitive 8s; r; t : (R(s; t) ^ R(t; r))! :R(s; r)Antisymmetric 8s; t : (R(s; t) ^ R(t; s))! (s = t)Asymmetric 8w1; w2 : R(w1; w2)! :R(w2; w1)Strict-order 8w1; w2 : (w1 6= w2)! (R(w1; w2) exor R(w2; w1))Fig. 3. Names of some non-axiomatisable conditions on R.



8 Rajeev Gor�espeak of a cluster preceding another one. Similarly, a cluster C is �nalif no other cluster succeeds it and a cluster is last if every other clusterprecedes it. For an introduction to Kripke frames, Kripke models and thenotion of clusters see Goldblatt [Gol87] or Hughes and Cresswell [HC84].Figure 4 encapsulates the known characterisation results for each of ourlogics by listing the conditions on some class of frames that characteriseseach logic. The breaks in Figure 4 correspond to the grouping of the tableausystems for these logics under Sections 4.14-4.17. Thus we de�ne a frameto be an L-frame i� it meets the restrictions of Figure 4. Then, a modelhW;R; V i is an L-model i� hW;Ri is an L-frame. A formula A is L-validi� it is true in every world of every L-model. An L-model hW;R; V i is anL-model for a �nite set X of formulae i� there exists some w0 2 Wsuch that for all A 2 X , w0 j= A. A set X is L-satis�able i� there is anL-model for X:An axiomatically formulated logic L has the �nite model propertyif every nontheorem A of L can be falsi�ed at some world in some �niteL-model. That is, if 6`LA implies that f:Ag has a �nite L-model.2.5 Logical ConsequenceSuppose we are given some �nite set of formulae Y , some formula A, andassume that the logic of interest is L. We say that the formula A is a locallogical consequence of the set Y i�: for every L-model hW;R; V i andfor every w 2 W , if w j= Y then w j= A. We write Y j=L A whenever Ais a local logical consequence of Y in logic L; thus the subscript is for thelogic, not for the word \local".Since both Y and A are evaluated at the same world w in this de�nition,it is straightforward to show that Y j=L A i� fg j=L bY ! A where fg is theempty set, and bY is just the conjunction of the members of Y . Furthermore,a semantic version of the usual deduction theorem holds for local logicalconsequence viz: Y;A j=L B i� Y j=L A! B where we write Y;A to meanY [ fAg.As we saw in Section 2.2, the traditional axiomatically formulated log-ics obey the deduction theorem only if deducibility is de�ned in a specialway. Fitting [Fit83] shows that a stronger version of logical consequencecalled global logical consequence corresponds to this notion of deducibil-ity. Fitting also gives tableau systems that cater to both notions of logicalconsequence. We concentrate only on the local notion since Fitting's tech-niques can be used to extend our systems to cater for the global notion.2.6 SummaryThe semantic notion of validity j= A and the axiomatic notion of theorem-hood ` A are tied to each other via the notions of soundness and complete-ness of the axiomatic deducibility relation ` with respect to some classof Kripke frames. These notions can be generalised respectively to logical



Tableau Methods for Modal and Temporal Logics 9L AxiomaticBasis L-frame restrictionK K no restrictionKT KT re
exiveKD KD serialK4 K4 transitiveK5 K5 euclideanKB KB symmetricKDB KDB symmetric and serialB KTB re
exive and symmetricKD4 KD4 serial and transitiveK45 K45 transitive and euclideanKD5 KD5 serial and euclideanKD45 KD45 serial, transitive and euclideanS4 KT4 re
exive and transitiveKB4 KB4 symmetric and transitiveS5 KT5 re
exive, transitive and symmetricS4R KT4R re
exive, transitive and 8x; y; z :(x 6= z ^ R(x; z))! (R(x; y)! R(y; z))S4F KT4F re
exive, transitive and 8x; y; z :(R(x; z)^:R(z; x)) ! (R(x; y)! R(y; z))S4:2 KT4:2 re
exive, transitive and weakly-directedS4:3 KT4:3 re
exive, transitive and weakly-connectedS4:3:1 KT4:3Dum re
exive, transitive, weakly-connected andno non�nal proper clustersS4Dbr KT4Dbr re
exive, transitive and no non�nalproper clustersK4DL KD4L serial, transitive and weakly-connectedK4DLX KD4LX serial, transitive, weakly-connected anddenseK4DLZ KD4LZ serial, transitive, weakly-connected andno non�nal non-degenerate clustersK4DZbr K4DZbr serial, transitive and no non�nalnondegenerate clustersG KG transitive and no 1-R-chains (irre
exive)Grz KGrz re
exive, transitive, no proper clustersand no proper 1-R-chainsK4Go K4Go transitive, no proper clusters and noproper 1-R-chainsGL KGL transitive, weakly-connected, no properclusters and no 1-R-chains (irre
exive)Fig. 4. Axiomatic Bases and L-frames



10 Rajeev Gor�econsequence Y j= A and Y ` A. By careful de�nition we can maintain thesoundness and completeness results intact for these generalisations. Unfor-tunately, axiomatic systems are notoriously bad for proof search becausethey give no guidance on how to look for a proof. Tableau systems alsogive rise to a syntactic notion of theoremhood but have the added bene�tthat they facilitate proof search in a straightforward way. Such systemsare the subject of the rest of this chapter.3 History of Modal Tableau SystemsThe history of modal tableau systems can be traced back through tworoutes, one semantic and one syntactic.The syntactic route began with the work of Gerhard Gentzen [Gen35]and the numerous attempts to extend Gentzen's results to modal logics.Curry [Cur52] appears to be the �rst to seek Gentzen systems for modallogics, soon followed by Ohnishi and Matsumoto [OM57b, OM59, OM57a].Kanger [Kan57] is the �rst to use extra-logical devices to obtain Gentzensystems and is the precursor of what are now known as pre�xed or labelledtableau systems. Once the basic method was worked out other authors triedto �nd similar systems for other logics, turning modal Gentzen systems intoan industry for almost twenty years.Not surprisingly, modal Gentzen systems involve a cut-elimination the-orem. In many respects this early work on modal Gentzen systems was verydi�cult because these authors had no semantic intuitions to guide themand had to work quite hard to obtain a syntactic cut-elimination theorem.As we shall see, the task is much easier when we use the associated Kripkesemantics.The semantic route began with the work of Beth for classical propo-sitional logic [Bet55, Bet53] but lay dormant for modal logics for almosttwenty years until the advent of Kripke semantics [Kri59]. From then on,modal tableau systems, and in general modal logic, witnessed a resurgence.The two routes began to meet in the late sixties when it was realisedthat classical semantic tableau systems and classical Gentzen systems wereessentially the same thing. Zeman [Zem73] appears to be the �rst to givean account of both traditions simultaneously, although he is sometimes un-able to relate his tableau systems to his Gentzen systems (c.f. his tableausystem for S4:3 is cut-free, yet his sequent system for S4:3 is not). Raut-enberg [Rau79] gives a rigorous account and covers many logics but has notreceived much attention as his book is written in German. Fitting's book[Fit83] is the most widely known and covers most of the basic logics.During the eighties the two traditions were seen as two sides of the samecoin, but more recently, the semantic tradition has assumed prominence inthe �eld of automated deduction, while the syntactic tradition has gainedprominence in the �eld of type theory [Mas93], [Bor93]. In automated



Tableau Methods for Modal and Temporal Logics 11deduction, the primary emphasis is on �nding a proof, whereas in typetheory, the primary emphasis is on the ability to distinguish di�erent proofsso as to put a computational interpretation on proofs.Regardless of this historical basis, there are essentially two types oftableau systems which we shall call explicit systems and implicit sys-tems. Recall that tableau systems are essentially semantic in nature, hencethe reachability relation R plays a crucial part. In explicit systems, thereachability relation is represented explicitly by some device, and we areallowed to reason directly about the known properties of R, such as transi-tivity or re
exivity. In implicit systems, there is no explicit representationof the reachability relation, and these properties must be built into the rulesin some way since we are not allowed to reason explicitly about R. We shallsee that in some sense the two types of systems are dual in nature sinceimplicit systems can be turned into explicit systems by giving a systematicmethod or strategy for the application of the implicit tableau rules.Here is an outline of what follows. In the �rst few sections we introducethe syntax of implicit modal tableau systems by de�ning the form of therules and tableau systems. These are all purely syntactic aspects of modaltableau systems allowing us to associate a syntactic deducibility relationwith modal tableau systems. In the second part we introduce the semanticsof modal tableau rules, and systems, and de�ne the notions of soundnessand completeness of modal tableau systems with respect to these semantics.In the last part we introduce the mathematical structures that we shall needto prove the soundness and completeness of the given tableau systems.We then give tableau systems in decreasing detail for: the basic modallogics; the monotonic modal logics used to de�ne nonmonotonic modal log-ics of knowledge and belief; modal logics with \provability interpretations";monomodal logics of linear and branching time; and multimodal logics oflinear and branching time.In the later sections of this chapter we introduce explicit tableau sys-tems since they are an extension of implicit tableau systems. The extrapower of explicit tableau systems comes from the labels which carry veryspeci�c semantic information about the (counter-)model under construc-tion. Consequently we see that explicit tableau systems are better for thesymmetric logics.For the sake of brevity we do not consider quanti�ed modal logics, butsee Fitting [Fit83] for a treatment of quanti�ed modal tableau systems.4 Modal Tableau Systems With Implicit Accessi-bility4.1 Purpose of Modal Tableau SystemsAs stated in the introduction, we concentrate on the use of modal tableausystems for performing deduction. In this context, modal tableau systems



12 Rajeev Gor�ecan be seen as refutation procedures that decompose a given set of formulaeinto a network of sets with each set representing a possible world in theassociated Kripke model. Thus, our modal tableau systems are anchoredto the semantics of the modal logic although they can be used in sequentform to obtain metamathetical results like interpolation theorems as well;see [Fit83] and [Rau83, Rau85].The main features of semantic tableau systems carry over from classicalpropositional logic in that a set of formulae X is deemed consistent if andonly if no tableau for X closes. Furthermore, from these open tableaux,we can construct a model to demonstrate that X is indeed satis�able, thustying the syntactic notion of consistency to semantic notion of satis�ability.Now, assume we are given some �nite set of formulae Y = fA1; � � � ; Akg,and some formula A. Let bY = (A1 ^ A2 ^ � � � ^ Ak) with bY = ? whenk = 0. By de�nition, if the set Y [ f:Ag is not L-satis�able, then, inevery L-model, each world that makes each member of Y true, must alsomake A true. That is, if the set Y [ f:Ag is not L-satis�able, then, theformula bY ! A must be L-valid. Modal tableau systems give us a purelysyntactic method of determining whether or not some given formula is L-valid. Thus, they give us a method of determining whether A is a locallogical consequence of a set of formulae Y .4.2 Syntax of Modal Tableau SystemsThe most popular tableau formulation is due to Smullyan as expoundedby Fitting [Fit83]. Following Hintikka [Hin55] and Rautenberg [Rau83,Rau85], we use a slightly di�erent formulation where formulae are car-ried from one tableau node to its child because the direct correspondencebetween sequent systems and tableau systems is easier to see using thisformulation. To minimise the number of rules, we work with primitive no-tation, taking 2;: and ^ as primitives and de�ning all other connectivesfrom these. Thus, for example, there are no explicit rules for _ and ! butthese can be obtained by rewriting A _ B as :(:A ^ :B) and A ! B as:(A ^ :B). All our tableau systems work with �nite sets of formulae.We use the following notational conventions:- ? denotes a constant false proposition and ; denotes the empty set;- p; q denote primitive (atomic) propositions from P;- P;Q; Qi and Pi denote (well formed) formulae;- X;Y; Z denote �nite (possibly empty) sets of (well formed) formulae;- (X ;Y ) stands for X [ Y and (X ;P ) stands for X [ fPg;- 2X stands for f2P j P 2 Xg;- :2X stands for f:2P j P 2 Xg:We use P and Q as formulae in the tableau rules and use A and B in theaxioms to try to separate the two notions. Note that (X ;P ;P ) = (X ;P )



Tableau Methods for Modal and Temporal Logics 13and also that (X ;P ;Q) = (X ;Q;P ) so that the number of copies of theformulae and their order are immaterial as far as the notation is concerned.A tableau rule � consists of a numerator N above the line and a(�nite) list of denominators D1, D2,. . . ,Dk (below the line) separatedby vertical bars: (�) ND1 j D2 j � � � j DkThe numerator is a �nite set of formulae and so is each denominator.We use the terms numerator and denominator rather than premiss andconclusion to avoid confusion with the sequent terminology. As we shallsee later, each tableau rule is read downwards as \if the numerator is L-satis�able, then so is one of the denominators".The numerator of each tableau rule contains one or more distinguishedformulae called the principal formulae. Each denominator usually con-tains one or more distinguished formulae called the side formulae. Eachtableau rule is labelled with a name which usually consists of the mainconnective of the principal formula, in parentheses, but may consist of amore complex name. The rule name appears at the left when the rule isbeing de�ned, and appears at the right when we use a particular instanceof the rule.For example, below at right is a tableau rule with:
1. a rule name (_);2. a numeratorX ;:(P ^Q) with aprincipal formula :(P ^Q); and3. two denominators X ;:P andX ;:Q with respective side for-mulae :P and :Q. (_) X ;:(P ^Q)X ;:P j X ;:Q

A tableau system (or calculus) CL is a �nite collection of tableaurules �1, �2, � � �, �m identi�ed with the set of its rule names; thus CL =f�1; �2; � � � ; �mg. Figure 5 contains some tableau rules which we shall laterprove are those that capture the basic normal modal logic K; thus CK =f(?); (^); (_); (:); (K); (�)g.



14 Rajeev Gor�e(?) X ;P ;:P?(^) X ;P ^QX ;P ;Q (_) X ;:(P ^Q)X ;:P j X ;:Q(:) X ;::PX ;P (K) 2X ;:2PX ;:P(�) X ;YXFig. 5. Tableau rules for CK where X , Y are sets and P , Q are formulae.A CL-tableau for X is a �nite tree with root X whose nodes carry�nite formula sets. A tableau rule with numerator N is applicable to anode carrying set Y if Y is an instance of N . The steps for extending thetableau are:- choose a leaf node n carrying Y where n is not an end node, andchoose a rule � which is applicable to n;- if � has k denominators then create k successor nodes for n, withsuccessor i carrying an appropriate instantiation of denominator Di;- all with the proviso that if a successor s carries a set Z and Z hasalready appeared on the branch from the root to s then s is an endnode.A branch in a tableau is closed if its end node is f?g; otherwise it isopen. A tableau is closed if all its branches are closed; otherwise it isopen.The rule (?) is really a check for inconsistency, therefore, we say thata set X is CL-consistent if no CL-tableau for X is closed. Conversely wesay that a formula A is a theorem of CL i� there is a closed tableau forthe set f:Ag. We write `CLA if A is a theorem of CL and write Y `CLAif Y [ f:Ag is CL-inconsistent.Example 4.2.1. The formula 2(p ! q) ! (2p ! 2q) is an instanceof the axiom K. Its negation can be written in primitive notation andsimpli�ed to 2(:(p ^ :q)) ^ 2p ^ :2q. Below at left is a closed CK-tableau for the (singleton) set X = f2(:(p^:q))^2p^:2qg where eachnode is labelled at the right by the rule that produces its successor(s).Below at right is a more succinct version of the same CK-tableau. Hence2(p! q)! (2p! 2q) is a theorem of CK.



Tableau Methods for Modal and Temporal Logics 15f2:(p ^ :q) ^2p ^ :2qg (^)f2:(p ^ :q) ^ 2p;:2qg (^)f2:(p ^ :q);2p;:2qg (K)f:(p ^ :q); p;:qg (_)f:p; p;:qg (?)? �� QQf::q; p;:qg (?)?

2:(p ^ :q) ^ 2p ^ :2q (^)2:(p ^ :q) ^ 2p;:2q (^)2:(p ^ :q);2p;:2q (K):(p ^ :q); p;:q (_):p; p;:q (?) j ::q; p;:q (?)

4.3 Soundness and CompletenessTableau systems give us a syntactic way to de�ne consistency, and hencetheoremhood. As with the axiomatic versions of these notions, the no-tions of soundness and completeness relate these syntactic notions to thesemantic notions of satis�ability and validity as follows.Soundness: We say that CL is sound with respect to L-frames (theKripke semantics of L) if: Y `CLA implies Y j=L A. In words, if there isa closed CL-tableau for Y [ f:Ag then any L-model that makes Y true atworld w must make A true at world w.Completeness: We say that CL is complete with respect to L-frames (the Kripke semantics of L) if: Y j=L A implies Y `CLA. Inwords, if every L-model that makes Y true at world w also makes A trueat world w, then some CL-tableau for Y [ f:Ag must close.We already know that axiomatically formulated L is also sound andcomplete with respect to L-frames. If we can show that CL is also sound



16 Rajeev Gor�eand complete with respect to L-frames then we can complete the link be-tween CL and L via: Y `CLA i� Y j=L A i� j=L bY ! A i� `L bY ! A.Thus our tableau systems, as given, capture axiomatically formulated theo-remhood only. As stated previously, they can be easily extended to handlethe stronger notion of \deducibility" using techniques for handling globallogical consequence from Fitting [Fit83].4.4 Relationship to Smullyan Tableau SystemsTableau systems are often presented using trees where each node is labelledby a single (possibly signed) formula [Fit83]. The associated tableau rulesthen allow us to choose some formula on the current branch as the principalformula of the rule, and then to extend all branches below this formula byadding other formulae onto the end of these branches. For modal logics,some of the tableau rules demand the deletion of formulae from the currentbranch, as well as the addition of new formulae. In fact, the tableau rulesare often summarised using set notation by collecting into a numeratorall the formulae on the branch prior to a tableau rule application, andcollecting into one or more denominators all the formulae that remain afterthe tableau rule application. Such summarised rules correspond exactly tothe tableau rules we use. In particular, the thinning rule (�) allows us tocapture the desired deletion rules.4.5 Structural RulesTableau systems are closely related to Gentzen systems and both oftencontain three rules known as structural rules; so called because they do nota�ect a particular formula in the numerator but the whole of the numeratoritself.4.5.1 ExchangeSince we use sets of formulae, the order of the formulae in the set is imma-terial. Thus a commonly used rule called the \exchange" rule that simplyswaps the order of formulae is implicit in our formulation.4.5.2 ContractionThe (^) rule is shown below left. Consider the two applications of the (^)rule shown at right:(^)X ;P ^QX ;P ;Q p ^ q (^)p; q p ^ q (^)p ^ q; p; qThe left hand application is intuitive, corresponding to putting X = ;,P = p, and Q = q giving a numerator



Tableau Methods for Modal and Temporal Logics 17N = (X ;P ^Q) = (;; p ^ q) = fp ^ qgand hence obtaining the denominatorD = (X ;P ;Q) = (;; p; q) = fp; qg:However, the right-hand derivation is also legal since we can put X =fp ^ qg, P = p, and Q = q to give the numeratorN = (X ;P ^Q) = (p ^ q; p ^ q) = fp ^ qgand hence obtain the denominatorD = (X ;P ;Q) = (p ^ q; p; q) = fp ^ q; p; qg:Thus, although our tableau rules seem to delete the principal formulaein a rule application, they also allow us to carry that formula into thedenominator if we so choose.Now, in classical propositional logic, it can be shown that the deletionof the principal formula does no harm. However, in certain modal logics,the deletion of the principal formula leads to incompleteness. That is, atableau for X may not close if we always delete the principal formula, andyet, a similar tableau for X may close if we carry a copy of the principalformula into the denominator. For an example, see Example 4.14.1 onpage 31.Completeness is essential if our tableau systems are to be used as deci-sion procedures, thus we need a way to duplicate formulae. It is temptingto add a rule called the contraction rule (ctn) as shown below left. Andbelow at right is an application of it where we duplicate the formula 2p inN = fp ^ q;2pg:(ctn) X ;PX ;P ;P p ^ q;2p (ctn)p ^ q;2p;2pBut now we have a problem, for the de�nition of a tableau is in termsof nodes carrying sets and the two nodes of the right-hand tableau carryidentical sets since (p ^ q;2p) = (p ^ q;2p;2p) = fp ^ q;2pg. Thus, anyexplicit application of the contraction rule immediately gives a cycle andstops the tableau construction. An explicit contraction rule is not what wewant.In order to avoid these complexities we shall omit an explicit contrac-tion rule from our tableau systems and make no assumptions about thedeletion or copying of formulae when moving from the numerator to the



18 Rajeev Gor�edenominator. However, when we wish to copy the principal formula intothe denominator we shall explicitly show it in the denominator. So forexample, the rule below at left explicitly stipulates that a copy of the prin-cipal formula P ^Q must be carried into the denominator, whereas the rulebelow at right allows us to choose for ourselves:(^0) X ;P ^QX ;P ^Q;P ;Q (^) X ;P ^QX ;P ;Q4.5.3 ThinningThe thinning rule (�) allows us to convert any tableau for a given set Y intoa tableau for a bigger set (X ;Y ) simply by adding (X ;Y ) as a new rootnode. It encodes the monotonicity of a logic since it encodes the principlethat if Y `CLA then X [ Y `CLA. In tableau systems for classical logic itcan be built into the basic consistency check by using a base rule like our(?) (shown below right) since all formulae that are not necessary to obtainclosure can be stashed in the set X . Alternatively it becomes necessary ifwe use a base rule like the one shown at below left:P ;:P? X ;P ;:P (?)?Consequently, our tableau system CK is complete for classical proposi-tional logic without (�) and the thinning rule is required only for the modalaspects. The thinning rule can also be built into the modal rules as we shallshow, but we choose to make it explicit because it helps to keep the modalrules simpler.4.5.4 CutThe cut rule shown below encodes the law of the excluded middle but su�ersthe disadvantage that the new formulae P and :P are totally arbitrary,bearing no relationship to the numerator X . To use the (cut) rule we haveto guess the correct P (although note that modal tableau systems basedon Mondadori's system KE [DM94] can use cut sensibly):(cut) XX ;P j X ;:PThe redundancy of the cut rule is therefore very desirable and can beproved in two ways. The �rst is to allow the cut rule and show syntactically



Tableau Methods for Modal and Temporal Logics 19that whenever there is a closed CL-tableau for X containing uses of the cutrule, there is another closed CL-tableau for X containing no uses of the cutrule. This is the cut-elimination theorem of Gentzen. The alternative is toomit the cut rule from the beginning and show that the cut-free tableausystem CL is nevertheless sound and complete with respect to the semanticsof the logic L. For most of our systems, we follow this latter route.A more practical version of the cut rule, known as analytical cut, isone where P is a subformula of some formula in X . Thus the formulae thatappear in the denominator are not totally arbitrary. Some of our systemsrequire such an analytic cut rule for completeness. The use of analyticcut is not as bad as it may seem since it can lead to exponentially shorterproofs.4.6 Derived Rules and Admissible RulesOur rules are couched in terms of (set) variables like X , which denote setsof formulae, and formulae variables like :2P which denote formulae witha particular structure. Thus our rules are really rule schemata which weinstantiate by instantiating X to a set of formulae, and instantiating :2Pto a particular formula like :2q say. And up till now, we have alwaysapplied the rules to sets of formulae. But if a sequence of rule applicationsis used often then it is worth de�ning a new rule as a macro or derived rule.And in de�ning a macro, we apply rules to set variables and to formulavariables, not to actual sets of formulae.More formally, a rule (�) with numerator N and denominators D1, D2,� � � ,Dk is derivable in CL i� there is a �nite CL-tableau that begins withthe schema N itself, and has leaves labelled with the schemata D1, D2,� � � ,Dk, but where the rules are applied to schema rather than to actualsets of formulae. The addition of derived rules does not a�ect soundnessand completeness of CL since their applications can be replaced by themacro-expansion.For example, in order to apply the (K) rule, the numerator (schema)2X ;:2P is not allowed to contain nonmodal formulae like p ^ q. Beforeapplying the (K) rule, these undesirable elements have to be \thinned out"via the set Y as shown below left. But notice that here we have applied the(�) rule, not to a set of formulae, but to a schema which represents a set offormulae. And similarly, the subsequent application of the (K) rule is alsoapplied to a schema rather than an actual set of formulae. Since such anapplication of (�) may be necessary before every application of (K) it maybe worth de�ning a \derived rule" (K�) which builds in this thinning stepas shown below right. In fact, if we replace (K) by (K�) in CK then (�)becomes super
uous since these are the only necessary applications of (�).



20 Rajeev Gor�eY ;2X ;:2P (�)2X ;:2P (K)X ;:P (K�) Y ;2X ;:2PX ;:POn the other hand, it is often possible (and useful) to add extra ruleseven though these rules are not derivable. For example, the cut rule isnot derivable in CK since the denominators of each rule of CK are alwaysrelated to the numerator of that rule, whereas (cut) breaks this propertysince the P in the denominator is arbitrary.We can ensure that the new rules do not add to the deductive power ofthe system as follows. Let (�) be an arbitrary tableau rule with a numeratorN and n denominators D1;D2; � � � ;Dn and let CL� be the tableau systemCL [ f(�)g. Then the rule (�) is said to be admissible in CL if: X isCL-consistent i� X is CL�-consistent. That is, if: a CL-tableau for X isclosed i� a CL�-tableau for X is closed.Lemma 4.6.1. If CL is sound and complete with respect to L-frames and(�) is sound with respect to L-frames then (�) is admissible in CL.Proof: Since CL � CL� we know that if X is CL�-consistent then Xis CL-consistent. To prove the other direction suppose that CL is soundand complete with respect to L-frames, that (�) is sound with respect toL-frames, and that X is CL-consistent. By the completeness of CL, theset X must be L-satis�able. Since (�) is sound with respect to L-frames,so is CL�. Suppose X is not CL�-consistent. Then there is a closed CL�-tableau for X which must utilise the rule (�) since this is the only di�erencebetween CL and CL�. But, by the soundness of CL� this implies that Xmust be L-unsatis�able; contradiction. Hence X must be CL�-consistent.For example, there is no rule for A! B in our tableau system since wealways use primitive notation and rewrite A ! B as :(A ^ :B). But thefollowing rules are clearly sound with respect to the semantics of classicallogic, and hence are admissible for CPC (the calculus CK minus the (K)rule) since CPC is sound and complete with respect to the same semantics:(!) X ;P ! QX ;:P j X ;Q (: !) X ;:(P ! Q)X ;P ;:Q4.7 Invertible RulesA tableau rule (�) is invertible in CL i�: if there is a closed CL-tableaufor (an instance of) the numerator N then there are closed CL-tableaux for(appropriate instances of) the denominators Di.Lemma 4.7.1.



Tableau Methods for Modal and Temporal Logics 21The rules (^), (_) and (:) are invertible in CPC.Proof: The assumption is that we are given a closed CPC-tableau forsome set X that matches the numerator N of rule (�), where (�) is one of(^), (_) and (:). We have to prove that there is a closed CPC-tableau forthe corresponding instantiations of the denominators of (�).We prove this simultaneously for all three rules by induction on thelength of the given closed CPC-tableau for X . The induction argumentrequires slight modi�cations to our CPC-tableaux: we assume that allapplications of the rule (?) are restricted to atomic formulae since everyclosed CPC-tableau can be extended to meet this condition, and we alsoignore the rule (�) since any closed CPC-tableau that uses (�) can beconverted into one that does not use (�).The base case for the induction proof is when the length of the givenclosed CPC-tableau for X is 1; that is, there is some atomic formula psuch that fp;:pg � X . The corresponding denominators of (�) must alsocontain fp;:pg since neither p nor :p can be the principal formulae of (�).So these denominator instances are also closed.The induction hypothesis is that the lemma holds for all closed CPC-tableaux of lengths less than n. Suppose now that the given closed CPC-tableau for X is of length n. We argue by cases, but only give the case forthe (^) rule in detail.(^) The numerator is of the form N = (Z;P ^Q) and we have to providea closed CPC-tableau for the corresponding denominator (Z;P ;Q).Consider the actual �rst rule application (�) in the given closed CPC-tableau for (Z;P ^Q).If P ^Q is not the principal formula A of (�) then the denominatorsof (�) are of the form (Z 0i;P ^ Q), 1 � i � 2, since A must be someformula from Z. The given CPC-tableau for (Z;P ^Q) is closed, soeach (Z 0i;P ^Q), 1 � i � 2, must have a closed CPC-tableau of lengthless than n. Then, by the induction hypothesis, there are closed CPC-tableaux of length less than n for each (Z 0i;P ;Q), 1 � i � 2.If we now start a separate CPC-tableau for (Z;P ;Q) and use (�) withthe same A 2 Z as the principal formula, we obtain the sets (Z 0i;P ;Q)as the denominators of (�). Since we already have closed CPC-tableaux for these sets, we have a closed CPC-tableau for (Z;P ;Q),as desired. It is crucial that the length of the new CPC-tableau isalso n.If P ^ Q is the principal formula A of (�) then (�) = (^) has onlyone denominator (Z;P ;Q), and the CPC-tableau for it closes. Butthis is the closed CPC-tableau we had to provide. In this case, thelength of the \new" CPC-tableau is actually n� 1.(_) Similar to above.(:) Similar to above.



22 Rajeev Gor�e4.8 Subformula Property and Analytic SuperformulaPropertyFor a formula A, the degree deg(A) counts the maximum depth of nestingwhile the modal degree mdeg(A) counts the maximum depth of modalnesting. Their de�nitions are:deg(A) = 0 when A is atomicdeg(:A) = 1 + deg(A)deg(A ^ B) = 1 +max(deg(A); deg(B))deg(2A) = 1 + deg(A)mdeg(A) = 0 when A is atomicmdeg(:A) = mdeg(A)mdeg(A ^ B) = max(mdeg(A);mdeg(B))mdeg(2A) = 1 +mdeg(A)For a �nite set X :deg(X) = maxfdeg(A) j A 2 Xgmdeg(X) = maxfmdeg(A) j A 2 XgThe set of all subformulae of a formula, or of a set of formulae, isused extensively. For a formula A, the �nite set of all subformulae Sf (A)is de�ned inductively as [Gol87]:Sf (p) = fpg where p is an atomic formula Sf (:A) = f:Ag [ Sf (A)Sf (A ^ B) = fA ^ Bg [ Sf (A) [ Sf (B) Sf (2A) = f2Ag [ Sf (A)Note that under this de�nition, a formula must be in primitive notation toobtain its subformulae; for example:Sf (p _ q) = Sf (:(:p ^ :q)) = f:(:p ^ :q);:p ^ :q;:p;:q; p; qgSf (3p) = Sf (:2:p) = f:2:p;2:p;:p; pgFor a �nite set of formulae X; the set of all subformulae Sf (X) consistsof all subformulae of all members of X ; that is, Sf (X) = SA2X Sf (A): Theset of strict subformulae of A is Sf (A) n fAg.A tableau rule has the subformula property i� every formula in thedenominators is a subformula of some formula in the numerator. A tableausystem CL has the subformula property i� every rule in CL has it.If CL has the subformula property then each rule can be seen to \breakdown" its principal formula(e) into its subformulae. Furthermore, if theprincipal formula is not copied into the numerator, then termination is



Tableau Methods for Modal and Temporal Logics 23guaranteed without cycles since every rule application is guaranteed to givea denominator of lower degree, eventually leading to a node with degreezero.Notice that the rules of CK do not have the subformula property, forboth the (_) and (K) rule denominators contain formulae which are nega-tions of a subformula of the principal formula. But clearly this is not adisaster since the degree is not actually increased, but may remain thesame.The modal tableau rules for more complex logics, however, introducequite complex \superformulae" into their denominators, thereby increasingboth the degree and the modal degree. Nevertheless, all is not lost, for everytableau will be guaranteed to terminate, possibly with a cycle.In order to prove this claim we need to introduce the idea of an analyticsuperformula. The intuition is simple: rules will be allowed to \build up"formulae so long as the rules cannot conspire to give an in�nite chain of\building up" operations.A tableau system CL has the analytical superformula property i� toevery �nite set X we can assign, a priori, a �nite set X�CL such that X�CLcontains all formulae that may appear in any tableau for X .Lemma 4.8.1. If CL has the analytic superformula property then thereare (only) a �nite number of CL-tableaux for the �nite set X.Proof: Since CL has the analytical superformula property the only CL-tableaux we need consider are those whose nodes carry subsets of the setX�CL. Since X�CL is �nite, the number of subsets of X�CL is also �nite.For example, the calculus CK has the analytic superformula propertybecause for any given �nite X we can put X�CK = Sf (X) [ :Sf (X) [ f?g.4.9 Proving SoundnessBy de�nition, a tableau system CL is sound with respect to L-frames ifY `CLA implies Y j=L A.Proof Outline: To prove this claim we assume that Y `CLA; that is,that we have a closed CL-tableau for X = (Y ;:A). Then we use inductionon the structure of this tableau to show that X is L-unsatis�able; that is,that Y j=L A.The base case is when the tableau consists of just one application of the(?) rule. In this case, the set X must contain some P and also :P and isclearly L-unsatis�able (since our valuations are always classical two-valuedones).Now suppose that the (closed) CL-tableau is some �nite but arbitrarytree. We know that all leaves of this (closed) tableau end in f?g: So all wehave to show is that for each CL-tableau rule: if all the denominators areL-unsatis�able then the numerator is L-unsatis�able. This would allow usto lift the L-unsatis�ability of the leaves up the tree to conclude that the



24 Rajeev Gor�eroot X is L-unsatis�able. Instead, we show the contrapositive; that is, foreach CL-tableau rule we show that if the numerator is L-satis�able then atleast one of the denominators is L-satis�able.Thus proving the soundness of a tableau system is possible on a ruleby rule basis. For example, the (^) rule is sound with respect to K-modelsbecause if we are given some K-model hW;R; V i with some w 2 W suchthat w j= X ; p ^ q, then we can always �nd a K-model hW 0; R0; V 0i withsome w0 2 W 0 such that w0 j= X ; p; q by simply putting hW;R; V i =hW 0; R0; V 0i and putting w = w0.As another example the (K) rule is sound with respect to K-modelsbecause if we are given some K-model hW;R; V i with some w 2 W suchthat w j= 2X ;:2P then we know that w has some successor w0 2W suchthat wRw0 and w0 j= :P (by the de�nition of w j= :2P ). Furthermore,since w j= 2X and wRw0 we know that w0 j= X (by the de�nition ofw j= 2P ). Thus we can �nd a w0 2 W such that w0 j= X ;:P . In this case,although the underlying model has remained the same, the world w0 maybe di�erent from w.4.10 Static Rules, Dynamic Rules and InvertibilityThe previous two examples show that, in general, the numerator and de-nominators of a tableau rule either represent the same world in the samemodel as in the (^) example, or they represent di�erent worlds in the samemodel as in the (K) example. We therefore categorise each rule as eithera static rule or as a transitional rule.The intuition behind this sorting is that in the static rules, the nu-merator and denominator represent the same world (in the same model),whereas in the transitional rules, the numerator and denominator representdi�erent worlds (in the same model).For example, the tableau rules for CK are categorised as follows:CL Static Rules Transitional RulesCK (�), (?); (:); (^); (_) (K)The division of rules into static or transitional ones is based purelyon the semantic arguments outlined above. But there is a proof-theoreticreason behind this sorting as captured by the following lemma.Lemma 4.10.1. The static rules of CL, except (�), are precisely the rulesthat are invertible in CL.Proof: We shall have to prove this lemma for each CL by extend-ing Lemma 4.7.1. And it is precisely the requirement of invertibility thatsometimes requires us to copy the principal formula into the numerator;see Section 4.14.3.



Tableau Methods for Modal and Temporal Logics 254.11 Proving Completeness Via Model-GraphsBy de�nition, CL is complete with respect to L-frames i�: Y j=L A impliesY `CLA.Proof Outline: We prove the contrapositive. That is, we assumeY 6`CLA by assuming that no CL-tableau for X = (Y ;:A) is closed. Thenwe pick and choose sets with certain special properties from possibly dif-ferent open tableaux for X , and use them as possible worlds to constructan L-model M for X , safe in the knowledge that each of these sets is CL-consistent. The model M is deliberately constructed so as to contain aworld w0 such that w0 j= Y and w0 j= :A. Hence we demonstrate byconstruction that Y 6j= A. The basic idea is due to Hintikka [Hin55].In order to do so we �rst need some technical machinery.4.11.1 Downward Saturated SetsA set X is closed with respect to a tableau rule if, whenever (aninstantiation of) the numerator of the rule is in X; so is (a correspondinginstantiation of) at least one of the denominators of the rule. A set X isCL-saturated if it is CL-consistent and closed with respect to the staticrules of CL excluding (�).Lemma 4.11.1. For each CL with the analytic superformula property andeach �nite CL-consistent X there is an e�ective procedure to construct some�nite CL-saturated (and CL-consistent) Xs with X � Xs � X�CL.Proof: Since X is CL-consistent, we know that no CL-tableau for Xcloses and hence that the (?) rule is not applicable.Let X0 = X , let i = 0 and let (�) 6= (�) be a static rule of CL withrespect to which X0 is not closed. If there are none, then we are done.Given a CL-consistent set Xi which is not closed with respect to thestatic rule (�) 6= (�), apply (�) to (the numerator) Xi to obtain the cor-responding denominators. At least one of these denominators must haveonly open CL-tableaux. So choose a denominator for which no CL-tableaucloses and let Yi be the CL-consistent set carried by it.Suppose that this application of (�) has a principal formula A 2 Xi andside formulae fB1; � � � ; Bkg � Yi. Put Xi+1 = (Yi;A) by adding A to Yi,thereby making Xi+1 closed with respect to this particular application of(�).For a contradiction, assume that Xi+1 is CL-inconsistent; that is, as-sume that there is a closed CL-tableau for (Yi;A). Since (�) was applicableto A, putting N = (Yi;A) and D = (Yi;B1; � � � ;Bk) gives a part of an in-stance of (�); \part of" because (�) may have more than one denominatorand D is an instance of only one of them. But (�) is invertible in CL, so ifthere is a closed CL-tableau for (Yi;A), then there is a closed CL-tableaufor (Yi;B1; � � � ;Bk). Since fB1; � � � ; Bkg � Yi, this means that there is aclosed CL-tableau for Yi. Contradiction, hence Xi+1 is CL-consistent; that



26 Rajeev Gor�eis, no CL-tableau for Xi+1 closes.Now repeat this procedure on Xi+1. Since Xi+1 is closed with respectto at least one more rule application, the number of choices for (�) is oneless. Furthermore, the resulting set Xi+2 is guaranteed to be CL-consistent.By always iterating on the new set we obtain a sequence of �nite CL-consistent sets X0 � Xi+1 � � � �, terminating with some �nal Xn becauseXn is closed with respect to every static rule of CL, except (�), and isCL-consistent, as desired. Let Xs = Xn.Since each rule carries subsets of X�CL to subsets of X�CL and we startwith X � X�CL, we have X � Xs � X�CL.In classic logic, such sets are called downward saturated sets and formthe basis of Hintikka's [Hin55] method for proving completeness of classicaltableau systems. In the next section we introduce the technical machinerynecessary to extend this method to modal logics.4.11.2 Model Graphs and Satis�ability LemmaThe following de�nition from Rautenberg [Rau83] is central for the modelconstructions. A model graph for some �nite �xed set of formulae X isa �nite L-frame hW;Ri such that all w 2 W are CL-saturated sets withw � X�CL and(i) X � w0 for some w0 2 W ;(ii) if :2P 2 w then there exists some w0 2 W with wRw0 and :P 2 w0;(iii) if wRw0 and 2P 2 w then P 2 w0:Lemma 4.11.2. If hW;Ri is a model graph for X then there exists anL-model for X [Rau83].Proof: For every p 2 P, let #(p) = fw 2 W : p 2 wg. Using simul-taneous induction on the degree of an arbitrary formula A 2 w, it is easyto show that (a) A 2 w implies w j= A; and (b) :A 2 w implies w 6j= A.By (a), w0 j= X hence the model M = hW;R; #i is an L-model for X[Rau83].This model graph construction is similar to the subordinate frames con-struction of Hughes and Cresswell [HC84] except that Hughes and Cress-well use maximal consistent sets and do not consider cycles, giving in�nitemodels rather than �nite models.4.12 Finite Model Property and DecidabilityIn the above procedure, if M can be chosen �nite (for �nite X) then thelogic L has the �nite model property (fmp). It is known that a �nitelyaxiomatisable normal modal logic with the �nite model property must bedecidable; see Hughes and Cresswell [HC84, page 154]. Hence CL providesa decision procedure for determining whether Y j=L A.



Tableau Methods for Modal and Temporal Logics 274.13 SummaryIn the rest of this section we present tableau systems for many propositionalnormal modal logics based on the work of Rautenberg [Rau83], Fitting[Fit83], Shvarts [Shv89], Hanson [Han66], Gor�e [Gor92, Gor91, Gor94] andAmerbauer [Ame93]. Most of the systems are cut-free but even those thatare not use only an analytical cut rule. Each tableau system immediatelygives an analogous (cut-free) sequent system. The presentation is basedon the basis laid down in the previous subsections and is therefore ratherrepetitive. The procedure for each tableau system CL is:1. de�ne the tableau rules for CL ;2. de�ne X�CL for a given �xed X ;3. prove that the CL rules are sound with respect to L-frames;4. prove that each CL-consistent X can be extended (e�ectively) to aCL-saturated Xs with X � Xs � X�CL ;5. prove that the CL rules are complete with respect to L-frames bygiving a procedure to construct a �nite L-model for any �nite CL-consistent X and hence prove that L has the �nite model property,that L is decidable and that CL is a decision procedure for decidinglocal logical consequence (Y j=L A) in L.4.14 The Basic Normal SystemsIn this section we study the tableau systems which capture the basic normalmodal logics obtained from various combinations of the �ve basic axiomsof re
exivity, transitivity, seriality, euclideaness, and symmetry. We shallsee that implicit tableau systems can handle certain combinations of the�rst four properties with ease, but require an analytic cut rule to handlesymmetry. In each case, we give the tableau calculi and prove them soundand complete with respect to the appropriate semantics. We shall alsosee that some of the basic logics have no known implicit tableau systems,leaving an avenue for further work.The following notational conventions are useful for de�ning X�CL foreach X and each CL. For any �nite set X :- let Sf (X) denote the set of all subformulae of all formulae in X ;- let :Sf (X) denote f:P j P 2 Sf (X)g;- let eX denote the set Sf (X) [ :Sf (X) [ f?g;- let 2( eX ! 2 eX) denote the set f2(P ! 2P ) j P 2 eXg.We sometimes write SfX instead of Sf (X) whence eX = (Sf:SfX) [ f?g.4.14.1 Tableau CalculiAll the tableau calculi contain the rules of CPC and one or more logicalrules from Figure 6 on page 28. The tableau systems are shown in Figure 7on page 29 and the only structural rule is (�). The calculi marked with a



28 Rajeev Gor�e(K) 2X ;:2PX ;:P (T ) X ;2PX ;2P ;P (D) X ;2PX ;2P ;:2:P(KD) 2X ;:2P where f:2P;:Pg may be emptyX ;:P(K4) 2X ;:2PX ;2X ;:P (S4) 2X ;:2P2X ;:P(45) 2X ;:2Y ;:2PX ;2X ;:2Y ;:2P ;:P(45D) 2X ;:2Y ;:2P where Y [ fPg [ f:Pg may be emptyX ;2X ;:2Y ;:2P ;:P(B) X ;:2PX ;:2P ;P j X ;:2P ;:P ;2:2P (T3) X ;2P ;:2QX ;2P ;P ;:2Q(5) X ;:2PX ;:2P ;2:2P (S5) 2X ;:2Y ;:2P2X ;:2Y ;:2P ;:P(sfc2) X ;2PX ;2P ;P j X ;2P ;:P(sfc3) X ;:2PX ;:2P ;P j X ;:2P ;:P(sfc_) X ;:(P ^Q)X ;:P ;:Q j X ;:P ;Q j X ;P ;:Q(sfc) = f(sfc2); (sfc3); (sfc_)g (sfcT ) = f(sfc_); (sfc3)gFig. 6. Tableau Rules for Basic Systems



Tableau Methods for Modal and Temporal Logics 29CL Static Rules Transitional Rules X�CLCPC (�), (?); (:); (^); (_) | eXCK CPC (K) eXCT CPC, (T ) (K) eXCD CPC, (D) (K) Sf:Sf2 eXCD0 CPC (KD) eXCKB ? ? ?CK4 CPC (K4) eXCK5 ? ? ?CKDB ? ? ?CKD5 ? ? ?CK4D CPC, (D) (K4) Sf:Sf2 eXCK45 CPC (45) eXCK45D CPC (45D) eXCS4 CPC, (T ) (S4) eXCS5�� CPC, (T ) (S5) eXCyK45 CPC, (sfc) (45) eXCyK45D CPC, (sfc) (45D) eXCyK4B CPC, (sfc), (T3), (5) (K4) Sf:Sf2 eXCyS4 CPC, (T ), (sfcT ) (S4) eXCyB CPC, (T ); (B); (sfcT ) (K) Sf:Sf2 eXCyS5 CPC, (T ); (5); (sfcT ) (S4) Sf:Sf2 eXCyS50 CPC, (T ); (sfcT ) (S5) eXFig. 7. Tableau Calculi for Basic Systemssuperscript y require analytic cut whilst the others are cut-free. The entriesmarked by question-marks are open questions.The rules are categorised into two sorts, static rules and transitionalrules as explained on page 24. This sorting should become even cleareronce we prove soundness.The semantic and sometimes axiomatic intuitions behind these rulesare as follows.Intuitions for (K) : if the numerator represents a world w where 2Xand :2P are true, then since :2P = 3:P , there must be a world w0reachable from w such that w0 makes P false and makes all the formulaein X true. The denominator of the (K) rule represents w0.



30 Rajeev Gor�eIntuitions for (T ) : if the numerator represents a world w whereX and 2P are true, then every successor of w must make P true. Byre
exivity of R the world w itself must be one of these successors.Intuitions for (D) : if the numerator represents a world w where Xand 2P are true, then by seriality of R there must exist some w0 such thatwRw0. Then the de�nition of 2P forces P to be true at w0. Hence :2:P ,that is 3P , must be true at w itself. Note that (D) is a static rule since itsnumerator and denominator represent the same world, and also that (D)creates a superformula :2:P .Intuitions for (KD) : if the numerator represents a world w where2X is true, then the seriality of R guarantees a successor w0 for this world,and the de�nition of 2X forces X to be true at w0. So we can applythe (KD) rule even when the numerator contains no formulae of the form:2P . Of course, if such a formula is present then the intuitions for the (K)rule su�ce. Note that (KD) is a transitional rule since the numerator anddenominator represent di�erent worlds, and also that it has the subformulaproperty.Intuitions for (K4) : if the numerator represents a world w where 2Xand :2P are true, there must be a world w0 representing the denominator,with wRw0, such that w0 makes X true and makes P false. Then bytransitivity of R, any and all successors of w0 must also make X true,hence w0 makes 2X true. If w0 does not have successors then it makes 2Xtrue vacuously.Intuitions for (S4) : if the numerator represents a world w where2X and :2P are true, then by transitivity of R there must be a worldw0 representing the denominator, with wRw0, such that w0 makes 2X trueand makes P false.Intuitions for (B) : if R is symmetric and re
exive and the numeratorrepresents a world w where X and :2P are true, we know that this worldeither makes P true or makes P false. If w makes P true then we have theleft denominator. If w makes P false, then we have the right denominatorwhich also contains 2:2P since A! 23A is a theorem of B.Intuitions for (5) : Suppose R is euclidean and the numerator repre-sents a world w where X and :2P are true. Then we immediately havethat w also makes 2:2P true since :2A! 2:2A is just another way ofwriting the axiom 5 which we know must be valid in all euclidean Kripkeframes.Intuitions for (sfc) : if the numerator represents a world w where:(P ^ Q) is true, then we know that w either makes both P and Q false;or makes P false and Q true; or makes P true and Q false. The other casesuse similar intuitions.Intuitions for (sfcT ) : as for the (sfc) rule except that by re
exivitywe cannot have both 2P and :P true at w so one of the cases cannotoccur.



Tableau Methods for Modal and Temporal Logics 31Example 4.14.1. The following example shows that copying the principalformula into the denominator is crucial since the left CKT-tableau, usinga non-copying application of a rule (T 0), does not close but the right one,using (T ), does close.2(q ^ :2q) (T 0)q ^ :2q (^)q;:2q (�):2q (K):q ??
2(q ^ :2q) (T )2(q ^ :2q); q ^ :2q (^)2(q ^ :2q); q;:2q (�)2(q ^ :2q);:2q (K)q ^ :2q;:q (^)q;:2q;:q (?)?Example 4.14.2. The following example shows that the order of themodal rule applications is important, since the CKT-tableau below doesnot close precisely because (K) (and hence (�)) is applied at the start. Ifwe apply the (_) rule �rst then the tableau can be closed:2p;:(p ^ :2q);:2(p ^ q) (�)2p;:2(p ^ q) (K)p;:(p ^ q) (_)(?) p;:p? �� SSp;:qopen



32 Rajeev Gor�e4.14.2 SoundnessTheorem 4.14.3 (Soundness). Each calculus CL and CyL listed in Fig-ure 7 on page 29 (without question marks!) is sound with respect to L-frames.Proof Outline : For each rule in CL we have to show that if the numer-ator of the rule is L-satis�able then so is at least one of the denominators.The CPC rules are obviously sound since each world behaves classically.The rules (sfc) and (sfcT ) are also sound for Kripke frames because anyparticular world in any model either satis�es P or satis�es :P for any for-mula P: For each modal rule we prove that it is sound with respect to someknown property of R as enforced by the L-frames restrictions. The proofsare fairly straightforward and intuitive so we give a sketch only.We often use annotated names like w1 and w0 to denote possible worlds.Unless stated explicitly, there is no reason why w1 and w0 cannot name thesame world.Proof for (K): We show that (K) is sound with respect to all Kripkeframes. Suppose M = hW;R; V i is any Kripke model, w0 2 W and thatw0 satis�es the numerator of (K). That is, suppose w0 j= 2X ;:2P . Wehave to show that there exists some world that satis�es the denominatorof (K). By de�nition of the satisfaction relation, w0 j= :2P implies thatthere exists a w1 2 W with w0Rw1 and w1 j= :P . Since w0 j= 2X andw0Rw1; the de�nition of j= implies that w1 j= X , hence w1 j= (X ;:P ),which is what we had to show.Proof for (T ): We show that (T ) is sound with respect to all re
exiveKripke frames. Suppose M = hW;R; V i is any Kripke model where R isre
exive, w0 2 W and w0 j= 2X ;2P . Then the re
exivity of R and thede�nition of j= implies that w0 j= 2X ;2P ;P .Proof for (D) : We show that (D) is sound with respect to all serialKripke frames. So suppose M = hW;R; V i is any Kripke model whereR is serial. That is, 8w 2 W; 9w0 2 W : wRw0. Suppose w0 2 W andw0 j= X ;2P . By seriality there exists some w1 2 W with w0Rw1. Andsince w0 j= 2P we must have w1 j= P . But then there is a world (namelyw1) accessible from w0 that satis�es P , and hence w0 j= 3P . By de�nition,3P = :2:P , hence w0 j= :2:P , thus satisfying the denominator of (D).Proof for (KD) : We show that (KD) is sound with respect to allserial Kripke frames. So supposeM = hW;R; V i is any Kripke model whereR is serial. Suppose w0 2 W and w0 j= 2X . By seriality there exists somew1 2 W with w0Rw1, and since w0 j= 2X we must have w1 j= X thussatisfying the denominator of (KD) when the :2P part is missing fromthe numerator. On the other hand, if w0 j= 2X ;:2P for some P then, byde�nition, there is a world w2 accessible from w0 with w2 j= X ;:P .Proof for (K4): We show that (K4) is sound with respect to alltransitive Kripke frames. So suppose M = hW;R; V i is any Kripke model



Tableau Methods for Modal and Temporal Logics 33where R is transitive. Suppose w0 2 W and w0 j= 2X ;:2P . Thus thereexists w1 2 W with w0Rw1 and w1 j= X ;:P . Since R is transitive, allsuccessors of w1 are reachable from w0, hence w0 j= 2X implies that everysuccessor of w1, if there are any, must also satisfy X . By the de�nition ofj= this gives w1 j= X ;2X ;:P . If w1 has no successors then it vacuouslysatis�es 2A for any formula A, hence it vacuously satis�es 2X , and we aredone.Proof for (S4): The proof for (K4) also shows that (S4) is sound withrespect to all transitive Kripke models.Proof for (45): Let M = hW;R; V i be any Kripke model where R istransitive and euclidean. Suppose that w0 2W and w0 j= 2X ;:2Y ;:2P .We have to show that there exists a w0 2 W such that w0 j= X ;2X ;:2Y ;:2P ;:P .We need only prove that there exists a w0 2 W such that w0 j=:2Y ;:2P ;:P since the X ;2X part will follow from the transitivity ofR. Since w0 j= :2P we know that there exists some w0 with w0Rw0 andw0 j= :P . By the de�nition of euclideaness w0Rw0 and w0Rw0 (sic) impliesw0Rw0. Hence w0 is re
exive and we have w0 j= :2P . Now, if Y is emptythen we are done; otherwise if Y = fQ1; Q2; � � � ; Qng, n � 1, there willbe worlds w1, w2, . . . ,wn (not necessarily distinct) where w0Rwi for each1 � i � n and such that wi j= :Qi. Since R is euclidean, w0Rw0 andw0Rwi implies that w0Rwi for each 1 � i � n. But then w0 j= :2Y andwe are done.Proof for (45D): Let M = hW;R; V i be any Kripke model where Ris serial, transitive and euclidean, and suppose that w0 2 W and w0 j=2X ;:2Y ;:2P . We have to show that there exists a w0 2 W such thatw0 j= X ;2X ;:2Y ;:2P ; :P allowing for the case where the :2Y ;:2Ppart is missing. Since R is transitive and euclidean the proof for CK45applies when the :2Y ;:2P part is present. If there are no formulae ofthe form :2P in w0 then seriality guarantees that there is some world w0with wRw0, and then transitivity of R ensures that w0 j= X ;2X .Proof for (B): We show that (B) is sound with respect to all sym-metric Kripke frames. SupposeM = hW;R; V i is any Kripke model whereR is symmetric, w0 2 W and w0 j= X ;:2P: We show that w0 j= P orw0 j= :P ;2:2P: If w0 j= P then w0 j= X ;:2P ;P and we are done.Otherwise w0 j= :P: In this latter case, suppose w0 6j= 2:2P: Thenw0 j= :2:2P; that is w0 j= 32P; so there exists some w1 2 W withw0Rw1 and w1 j= 2P: Since R is symmetric, w0Rw1 implies w1Rw0 whichtogether with w1 j= 2P gives w0 j= P: But this contradicts the suppositionthat w0 j= :P: Hence w0 j= X ;:2P ;P or w0 j= X ;:2P ;:P ;2:2P andwe are done.Proof for (T3): We show that (T3) is sound with respect to all Kripkeframes that are symmetric and transitive. Suppose M = hW;R; V i is anyKripke model where R is symmetric and transitive, w0 2 W and w0 j=



34 Rajeev Gor�eX ;2P ;:2Q. Then there exists some w1 2W with w0Rw1 and w1 j= :Q.By symmetry, w0Rw1 implies w1Rw0. By transitivity, w0Rw1 and w1Rw0implies w0Rw0. Therefore w0 j= P and we are done.Proof for (5): We show that (5) is sound with respect to all euclideanKripke frames. Suppose M = hW;R; V i is any Kripke model where R iseuclidean, and suppose w0 2 W with w0 j= X ;:2P . We have to showthat w0 j= 2:2P . Assume for a contradiction that w0 6j= 2:2P ; that is,w0 j= :2:2P , which is the same as w0 j= 32P . Thus there exists somew1 2 W with w0Rw1 and w1 j= 2P . Since w0 j= :2P there is also somew2 with w0Rw2 and w2 j= :P . Since R is euclidean, w0Rw1 and w0Rw2implies w1Rw2. And since w1 j= 2P we must have w2 j= P . Contradiction;hence w0 j= 2:2P as desired.Proof for (S5): We show that (S5) is sound with respect to all Kripkeframes that are transitive and euclidean. Suppose M = hW;R; V i is anyKripke model where R is transitive and euclidean. Suppose w0 2 W andw0 j= 2X ;:2Y ;:2P . Thus there exists some world w0 2 W with w0Rw0and w0 j= :P . Suppose Y = fQ1; Q2; � � � ; Qng, n � 1. Thus there exist(not necessarily distinct) worlds w1; w2; � � � ; wn such that w0Rwi and wi j=:Qi, for 1 � i � n. Since R is euclidean, w0Rw0 and w0Rwi for each i. The�rst gives w0 j= :2P , and the second gives w0 j= :2Qi, 1 � i � n. Hencew0 j= :P ;:2P ;:2Y . If Y is empty then we just get w0 j= :P ;:2P .Now choose any arbitrary world w00 such that w0Rw00 (there is at least onesince w0 is a re
exive world). By transitivity of R, w0Rw00, hence w00 j= X .Since w00 was an arbitrary successor for w0 this holds for all successors ofw0. Hence w0 j= 2X as well giving w0 j= 2X ;:P ;:2P ;:2Y .4.14.3 Invertibility AgainBefore moving on to completeness, we return to the relationship betweenstatic rules and invertible rules.Lemma 4.14.4. For every CL, the static rules of CL, except (�), areinvertible in CL.Proof: We have to extend the proof of Lemma 4.7.1 to each CL. Weconsider only the case of CKT since the proofs for other calculi are similar.The main point is to highlight the need for copying the principal formula2P of the (T ) rule into the denominator.Proof for CKT: As stated already, the induction argument requiresslight modi�cations to our CL-tableaux: we assume that all applications ofthe rule (?) are restricted to atomic formulae since every closed CL-tableaucan be extended to meet this condition. The rule (�) interferes with theinduction argument so we proceed in two steps. We prove the lemma forthe calculus CK�T in which the (K) and (�) rules are replaced by the rule(K�). We then leave it to the reader to prove that a �nite set X has a



Tableau Methods for Modal and Temporal Logics 35closed CKT-tableau i� it has a closed CK�T-tableau but give some hintsat the end of the proof.The assumption is that we are given a closed CK�T-tableau for someset X that matches the numerator N of a static rule (�) of CK�T; thatis, (�) is one of (^), (_), (:) and (T ). Our task is to provide a closedCK�T-tableau for the appropriate instance of the denominators of (�).We again proceed by induction on the length of the given closed CK�T-tableau for X . The base case for the induction proof is when the length ofthe given closed CK�T-tableau forX is 1; and the argument of Lemma 4.7.1su�ces. The induction hypothesis is that the lemma holds for all closedCK�T-tableaux of lengths less than n. Suppose now that the given closedCK�T-tableau for X is of length n. We argue by cases, but only give thecase (�) = (T ) in detail since the cases for the static CPC rules are similar.(�) = (T ) The set X of the given closed CK�T-tableau of length n is of theform N = (Z;2P ) and we have to provide a closed CK�T-tableaufor (Z;2P ;P ), the denominator corresponding to (�) = (T ).Consider the �rst rule application (�) in the given closed CK�T-tableau for (Z;2P ). If 2P is not the principal formula A of (�) thenthere are two subcases:(i) If (�) is a static (logical) rule of CK�T then the denominatorsof (�) are of the form (Z 0i;2P ), 1 � i � 2, since A must besome formula from Z. The given CK�T-tableau for (Z;2P ) isclosed, so each (Z 0i ;2P ), 1 � i � 2, must have a closed CK�T-tableau of length less than n. Then, by the induction hypothesis,there are closed CK�T-tableaux of length less than n for each(Z 0i;2P ;P ), 1 � i � 2.If we now start a separate CK�T-tableau for (Z;2P ;P ) and use(�) with the same A 2 Z as the principal formula, we obtain theset (Z 0i;2P ;P ). Since we already have closed CK�T-tableauxfor these sets, we have a closed CK�T-tableau for (Z;2P ;P ), asdesired. It is crucial that the length of the new CK�T-tableauis also n.(ii) If (�) is (K�) then (Z;2P ) is of the form (Y ;2W ;:2Q;2P )and the denominator of (�) is (W ;:Q;P ). Furthermore, theCK�T-tableau for (W ;:Q;P ) is closed.In this subcase, (Z;2P ;P ) is of the form (Y ;2W ;:2Q;2P ;P ).If we start a new CK�T-tableau for the set (Y ;2W ;:2Q;2P ;P ),then we can obtain the same set (W ;:Q;P ) using (K�). Sincewe already have a closed CK�T-tableau for (W ;:Q;P ) this isa closed CK�T-tableau for (Z;2P ;P ), also of length n. This isthe closed CK�T-tableau (of length n) we had to provide.If 2P is the principal formula of (�) then (�) = (T ) and (�) has a de-nominator (Z;2P ;P ). Furthermore, the CK�T-tableau for (Z;2P ;P )



36 Rajeev Gor�ecloses. But this is exactly the closed CK�T-tableau we had to pro-vide.(�) = (^), (�) = (_), (�) = (:): Similar to above.In order to lift this proof to CKT we have to show that X has a closedCKT-tableau i� it has a closed CK�T-tableau. A closed CK�T-tableaucan be converted to a closed CKT-tableau simply by replacing the rule(K�) with the appropriate application of (�) immediately followed by anapplication of (K), see Section 4.6. Conversely, a closed CKT-tableau canbe converted to a closed CK�T-tableau by �rst moving every applicationof (�) so that it immediately precedes an application of (K), and thenreplacing these pairs by an application of (K�).In Example 4.14.1 we saw the importance of copying the principal for-mula of the (T ) rule into its denominator. We can now explain this inmore proof-theoretic terms: the rule (T ) is invertible in CKT, but the rule(T 0) is not invertible in CKT0. To see that (T 0) is not invertible in CKT0consider the set (:2p;2p):- this set as the numerator of (T 0) has a corresponding denominator(:2p; p),- (:2p;2p) has a closed CKT0-tableau, just apply the (K) rule once,- but (:2p; p) has no closed CKT0-tableau (try it).The curious reader may be wondering why the proof of Lemma 4.14.4fails for CKT0. In the above example, N = (:2p;2p) and (�) is thetransitional rule (K). If we had used CK�T0 it would be (K�), so we en-ter case (ii) of the proof with a known closed CK�T0-tableau for (:p; p).Our task is to provide a closed CK�T0-tableau for D = (:2p; p), the de-nominator of the (T 0) rule corresponding to N . But if we start a newCK�T0-tableau for (:2p; p), we cannot use the (K�) rule to obtain the set(:p; p). In fact, there is no rule which allows us to do this in CK�T0.4.14.4 CompletenessAs we saw in Subsection 4.11 (page 25) , proving completeness boils downto proving the following: if X is a �nite set of formulae and no CL-tableaufor X is closed then there is an L-model for X on an L-frame hW;Ri.We call a formula :2P an eventuality since it entails that eventually:P must hold. A world w is said to ful�ll an eventuality :2P when w j=:P: A sequence of worlds w1Rw2R � � �Rwm is said to ful�ll an eventuality:2P when wi j= :P for some wi in the sequence.As expected we shall associate sets of formulae with possible worlds anduse an explicit immediate successor relation � from which we will obtainR. We abuse notation slightly by using w, w0 and w1 to sometimes denoteworlds in a model, and sometimes to denote sets of formulae (in a modelunder construction). Thus, a set w is said to ful�ll an eventuality :2P



Tableau Methods for Modal and Temporal Logics 37when :P 2 w: A sequence w1 � w2 � � � � � wm of sets is said to ful�ll aneventuality :2P when :P 2 wi for some wi in the sequence.Recall that a set X is CL-saturated i� it is CL-consistent and closedwith respect to the static rules of CL (excluding (�)). We now have tocheck that the X�CL de�ned in Figure 7 on page 29 allow (the Saturation)Lemma 4.11.1 (page 25) to go through.Lemma 4.14.5. If there is a closed CL-tableau for X then there is a closedCL-tableau for X with all nodes in the �nite set X�CL:Proof: Obvious from the fact that all rules for CL operate with subsetsof X�CL only.Lemma 4.14.6. For each CL-consistent X there is an e�ective procedureto construct some �nite CL-saturated Xs with X � Xs � X�CL.Proof: Same as on page 25.A set X is subformula-complete if P 2 Sf (X) implies either P 2 Xor :P 2 X . Some of the completeness proofs make extensive use of thefollowing lemma.Lemma 4.14.7 (sfc). If X is closed with respect to (the static rules) f(?), (:), (^), (_), (sfc) g, or f (?), (:), (^), (_), (sfc), (T3) g or f(?), (:), (^), (_), (T ), (sfcT ) g then X is subformula-complete.Proof: The �rst case is obvious. The (sfcT ) rule is just a special caseof (sfc) and always appears with (T ). Thus, the lemma also holds if wehave both (sfcT ) and (T ) instead of (sfc).Theorem 4.14.8 (Completeness). If X is a �nite set of formulae andX is CL-consistent then there is an L-model for X on a �nite L-frame.Proof Outline: For each CL we give a way to construct a �nite modelgraph hW0; Ri for X . Recall that a model graph for some �nite �xed setof formulae X is a �nite L-frame hW0; Ri such that all w 2 W0 are CL-saturated sets with w � X�CL and(i) X � w0 for some w0 2 W0;(ii) if :2P 2 w then there exists some w0 2W0 with wRw0 and :P 2 w0;(iii) if wRw0 and 2P 2 w then P 2 w0:The �rst step is to create a CL-saturated w0 from X with X � w0 �X�CL. This is possible via Lemma 4.11.1 (page 25). So w0, and in generalw (possibly annotated) stands for a �nite CL-saturated set of formulae(that corresponds to a world of W0). Since w0 is CL-consistent, we knowthat no CL-tableau for w0 closes. We use this fact to construct a graphof CL-saturated worlds, always bearing in mind that the resulting modelgraph must be based on an L-frame. The construction is a meta-level onesince we are free to inspect all CL-tableaux for w0, choosing nodes at will,since all such CL-tableaux are open. We use a successor relation � while



38 Rajeev Gor�ebuilding this graph and then form R from �. Also, if w is a set of formulaein this construction then w2 = fP : 2P 2 wg.By Lemma 4.11.2 (page 26), w0 j= X under the truth valuation # : p 7!fw 2W0 : p 2 wg, giving an L-model for X at w0 as desired.Proof for CK: If no :2P occurs in w0 then hW;Ri = hfw0g; ;i is thedesired model graph since this is a K-frame and (i)-(iii) are satis�ed.Otherwise, let Q1; Q2; � � � ; Qm be all the formulae such that :2Qi 2 w0.Since w0 is CK-consistent, no application of (�) can lead to a closed CK-tableau; in particular, the set f2A : 2A 2 w0g [ f:2Qig must be CK-consistent for each 1 � i � m. Each of these sets matches the numerator of(K) so (K) is applicable to each of them. But we know that an applicationof (K) to any of these sets could not have led to a closed CK-tableau either,so each of their respective denominators (w20 ;:Qi) for i = 1; � � � ;mmust beCK-consistent (by (�) and (K)). Note that these nodes come from di�erentCK-tableaux.Create a CK-saturated vi � X�CK from each (w20 ;:Qi) for i = 1; � � � ;m,by using the static rules, and (the Saturation) Lemma 4.11.1. Put w0 � vifor i = 1; � � � ;m, giving the nodes of level 1. Continue to create the nodesof further levels using (�) and (K) as above.Note that the denominator of the (K) rule has a maximummodal degreewhich is strictly less than that of its numerator, and that the CK-saturationprocess does not increase the maximum modal degree. Hence a path w0 �w1 � w2 � � �must terminate (without cycles) because each successor createdby (K) has a maximum modal degree strictly lower than that of the parentnode.Let R be � and let W0 consist of all the nodes created in this process,then hW0; Ri is a �nite, irre
exive and intransitive tree and a model graphfor X . Hence by Lemma 4.11.2, there is a K-model for X with root w0.Proof for CT: If no :2P occurs in w0 then hW;Ri = hfw0g; f(w0; w0)giis the desired model graph since (i)-(iii) are satis�ed. Otherwise, let Q1,Q2, � � �, Qm be all the formulae such that :2Qi 2 w0 and :Qi 62 w0.Proceed as for CK, noting that CT-saturation now involves (T ) as well,but ignoring the successor for :2Q 2 w if :Q 2 w. Let R be the re
exiveclosure of �; that is, put wRw for all worlds in the tree and also put wRw0if w � w0. Termination is as for CK.Proof for CD: If no :2P occurs in w0 then hfw0g; f(w0; w0)gi is thedesired model graph since (i)-(iii) are satis�ed. Otherwise, proceed as forCK, except that CD-saturation now involves (D) as well, and let Wendbe the nodes of (the resulting tree) W0 that have no successors. For eachw;w0 2 W0; put wRw0 if w � w0 and put wRw if w 2 Wend. We haveto show that (i)-(iii) are satis�ed by this R. The only interesting case isto show that 2P 2 w implies P 2 w for w 2 Wend. This is true sincew 2 Wend implies that w contains no 2P , as otherwise, w would contain:2:P by (D) and hence would have a successor node by (K), contradicting



Tableau Methods for Modal and Temporal Logics 39that w 2 Wend. Termination is as for CK.Proof for CD0: If no :2Q occurs in w0 and no 2P occurs in w0 thenhfw0g, f(w0; w0)gi is the desired model graph. Otherwise, let Z = fQ1; � � �,Qmg be all the formulae such that :2Qi 2 w0, 1 � i � m, and letY = fP1; P2; � � � ; Png be all the formulae such that 2Pj 2 w0, 1 � j � n.We know m + n � 1. Since w0 is CD0-consistent each :Qi;Y is CD0-consistent, for i = 1; 2; � � � ;m by (�) and (KD). Also, Y itself is CD0-consistent by (�) and (KD). If Z is non-empty then create a Qi-successorvi using (KD) containing (:Qi;Y ) for each Qi. But if Z is empty thencreate a single P -successor y using (KD) containing Y . Put w0 � vi foreach i = 1 � � �m, or w0 � y, as the case may be, giving the node(s) of levelone. Continuing in this way obtain the node(s) of level two etc. Again,a sequence w0 � w1 � w2 � � � must terminate since (KD) reduces themaximum modal degree and CD0-saturation does not increase it. As in the�rst proof for CD put wRw if w 2Wend and put wRw0 if w � w0. Property(iii) holds for w 2 Wend as end nodes do not contain any 2P , as otherwise,w would have a successor by (KD), contradicting that w 2Wend.Proof for CK4: If no :2P occurs in w0 then hfw0g; ;i is the desiredmodel graph since it is an K4-frame and (i)-(iii) are satis�ed. Otherwise,let Q1, Q2, � � �, Qm be all the formulae such that :2Qi 2 w0.We can form the sets f2A : 2A 2 w0g [ :2Qi for 1 � i � m, by (�),each of which is a numerator for (K4). Hence by (K4) each denominatorXi = fA : 2A 2 w0g [ f2A : 2A 2 w0g [ :Qi for 1 � i � m, is alsoCK4-consistent.Clearly for each Xi we can �nd some CK4-saturated �i � Xi, with�i � X�CK4: Put w0 � �i, i = 1; � � � ;m and call �i the Qi-successor of w0.These are the immediate successors of w0. Now repeat the constructionwith each �i thus obtaining the nodes of level 2 and so on.In general, the above construction of hW0;�i runs ad in�nitum. How-ever, since w 2W0 implies w � X�CK4; (a �nite set), a sequence w0 � w1 �� � � in hW0;�i either terminates, or a node repeats. If in the latter casen > m are minimal with wn = wm we stop the construction and identifywn and wm in hW0;�i thus obtaining a circle instead of an in�nite path.One readily con�rms that hW0; Ri is a model graph for X where R is thetransitive closure of � : It is obvious that clusters in hW0; Ri form a tree.Proof for CK4D: If no :2P occurs in w0 then hfw0g; f(w0; w0)giis the desired model graph. Otherwise, proceed as for CK4, except thatCK4D-saturation also involves (D). A sequence either terminates or cyclessince X�CK4D is �nite. Put w � w for all w 2 Wend and let R be thetransitive closure of �. Property (iii) is satis�ed by w 2 Wend just as inthe proof for CD.Proof for CK45: Suppose X is CK45-consistent and create a CK45-saturated superset w0 � X�CK45 of X as usual. If no :2P occurs in w0then hfw0g; ;i is the desired model graph since (i)-(iii) are satis�ed.



40 Rajeev Gor�eOtherwise let Qi; Q2; � � � ; Qk be all the formulae such that :2Qi 2 w0and create a Qi-successor for each Qi using (�) and the (45) rule. Continueconstruction of one such sequence S = w0 � w1 � � � � always choosing asuccessor that is new to the current sequence. Note that a successor maybe new either because it ful�lls an eventuality that is not ful�lled by thecurrent sequence, or because it contains formulae that do not appear inprevious nodes that ful�ll the same eventuality. Since X�CK45 is �nite, wemust sooner or later come to a node wm such that the sequence S = w0 �w1 � � � � � wm already contains all the successors of wm. That is, it is notpossible to choose a new successor.Now, the (K45) rule guarantees that if :2P 2 w0 then :2P 2 wi,i > 0, so one of the successors of wm must ful�ll :2P , and furthermore,this successor must already appear in the sequence. However, there is noguarantee that this successor is w1. So, choose the successor wx of wmthat ful�lls some eventuality in wm, but that appears earliest in S and putwm � wx giving S = w0 � w1 � � � � � wx � � � � � wm � wx: There aretwo cases to consider depending on whether x = 0 or x 6= 0:Case 1: If x = 0, put R as the re
exive, transitive and symmetric closureof � over W0 = fw0; w1; � � � ; wmg. This gives a frame hW0; Ri which is anondegenerate cluster.Case 2: If x 6= 0, put W0 = fw0; wx; wx+1; � � � ; wmg, discarding w1, w2,� � �, wx�1, and let R0 be the re
exive, transitive and symmetric closure of �over W0 n fw0g. That is, R0 = f(wi; wj)jwi 2 W0; wj 2 W0; i � x; j � xg.Now put R00 = R0 [ f(w0; wx)g and let R be the transitive closure of R00.The frame hW0; Ri now consists of a degenerate cluster w0 followed by anondegenerate cluster wxRwx+1R � � �RwmRwx where R is transitive andeuclidean.Property (i) is satis�ed by hW0; Ri by construction. We show that (ii)and (iii) are satis�ed as follows.Proof of (ii): The (45) rule also carries all eventualities from the nu-merator to the denominator, including the one it ful�lls. Therefore, for allwi 2 W0 we have: :2P 2 wi implies :2P 2 wm. But we stopped theconstruction at wm because no new Qi-successors for wm could be found.Hence there is a Qi-successor for each eventuality of wm. Since we havea cycle, and eventualities cannot disappear, these are all the eventualitiesthat appear in the cycle. Furthermore, we chose wx to be the successor ofwm that was earliest in the sequence S. Hence all of the eventualities ofwm are ful�lled by the sequence wxR � � �Rwm. All the eventualities of w0are also in wm, hence (ii) holds.Proof of (iii): The (45) rule carries all formulae of the form 2P fromits numerator to its denominator. Hence 2P 2 w and w � v implies thatP 2 v and 2P 2 v. But we know that wx � � � � � wm � wx forms a cycle,hence (iii) holds as well.Proof for CK45D: Based on the previous proof. If the (45D) rule is



Tableau Methods for Modal and Temporal Logics 41ever used with no eventualities present then this can only happen when w0contains no eventualities. For if w0 contained an eventuality then so wouldall successors.So if w0 contains no eventualities and no formulae of the form 2P thenhfw0g, f(w0; w0)gi is the desired model graph. This gives a frame which isa simple (nondegenerate) cluster.Otherwise, let Q1; � � � ; Qk be all the formulae such that :2Qi 2 w0 andlet P1; � � � ; Pm be all the formulae such that 2Pj 2 w0. Create a successorw1 for w0 using (45D) for some Qi or Pj and continue creating successorsusing (45D), always choosing a successor new to the sequence until no newsuccessors are possible. Choose wx as the successor nearest to w0 giving acycle w0 � � � � � wx � � � � � wm � wx and discard w1; w2; � � �wx�1 as inthe previous proof.Form R as in the proof for CK45 where x = 0 gives a frame whichis a simple cluster and x 6= 0 gives a frame which is a degenerate clusterfollowed by a nondegenerate cluster.Properties (i)-(iii) can be proved in a similar manner.Note that the requirement to continually choose a new successor is tan-tamount to following an in�nite path in Shvarts' formulation [Shv89]. Thatis, the inevitable cycle that we encounter constitutes an in�nite branch ifit is unfolded.Proof for CS4: If no :2P occurs in w0 then hfw0g; f(w0; w0)gi isthe desired model graph. Otherwise proceed as for CK4 except createa successor for eventuality :2P 2 w only if :P 62 w, and use (S4) tocreate successors instead of (K4). Then, a successor for w will be based onf2A : 2A 2 wg [ :P . Let R be the re
exive and transitive closure of �(instead of the transitive closure of �). We can add re
exivity because ofclosure with respect to (T ).Proof for CS5��: see page 48.Proof for CyK45: SupposeX is CyK45-consistent and create a CyK45-saturated superset w0 with X � w0 � X�CyK45 as usual. If no :2P occursin w0 then hfw0g; ;i is the desired model graph since (i)-(iii) are satis�ed.Otherwise, let Qi; Q2; � � � ; Qm be all the formulae such that :2Qi 2 w0and create a Qi-successor vi for each Qi using the (45) rule. This gives allthe nodes of level 1, so put w0 � vi; for each i = 1 � � �m; and stop!Consider any two nodes vi and vj with i 6= j. Using the facts that eachnode is subformula-complete and there are no building up rules, we showthat(a) 2P 2 vi implies 2P 2 w0 implies P 2 vj , P 2 vi and 2P 2 vj ;(b) :2P 2 vi implies :2P 2 w0 implies there exists a vk such that:P 2 vk:Proof of (a): Suppose 2P 2 vi: Then 2P 2 Sf (w0) since there are nobuilding up rules, and so 2P 2 w0 or :2P 2 w0 since w0 is subformula-



42 Rajeev Gor�ecomplete. If :2P 2 w0 then :2P 2 vi by (45), contradicting the CyK45-consistency of vi: Hence 2P 2 w0. Note that this holds only because the(45) rule carries :2P into its denominator along with :2Y .Proof of (b): As for (a) except uniformly replace :2P by 2P and vice-versa. The crux of the proof is that (45) preserves all formulae of the form2P and :2P .Hence we can put viRvjRvi for all vi and vj giving a re
exive, transitiveand symmetric nondegenerate cluster. If we also put w0Rvi for all i =1 � � �m, and take the transitive closure, then we obtain a degenerate clusterfollowed by a nondegenerate cluster. If some vk = w0 then we obtain alone nondegenerate cluster. In each case the frame is a K45-frame.In either case, (i)-(iii) are satis�ed giving a model graph and hence aK45-model for X .Proof for CyK45D: Similar to the proofs for CyK45 and CKD.Proof for CyKB4: Suppose no CyKB4-tableau for X is closed. Con-struct a CyKB4-saturated w0 from X as usual. If no :2P occurs in w0then hfw0g; ;i is the desired model graph as (i)-(iii) are satis�ed. Other-wise, create a successor vi for each eventuality in w0 using (�) and (K4)giving the nodes of level one, put w0 � vi and stop. Since w0 containsat least one eventuality, w0 must be closed with respect to (T3), hence2Q 2 w0 implies Q 2 w0. We show that(a) :2P 2 vi implies :2P 2 w0; and(b) 2P 2 vi implies 2P 2 w0from which properties (i)-(iii) follow.(a) Suppose :2P 2 vi and :2P 62 w0. The only super-formulae are ofthe form 2A hence :2P 2 Sf (w0) or :2P 2 :Sf (w0) whence 2P 2Sf (w0). Since w0 is subformula-complete we must have 2P 2 w0 andhence 2P 2 vi by (K4); contradiction.(b) Suppose 2P 2 vi.(i) If 2P 2 Sf (w0) then 2P 2 w0 or :2P 2 w0. The latter implies2:2P 2 w0 by (5) which implies :2P 2 vi; contradiction.Hence if 2P 2 vi and 2P 2 Sf (w0) then 2P 2 w0 whenceP 2 vi by (K4) and P 2 w0 by (T3).(ii) If 2P 62 Sf (w0) then 2P = 2:2Q for some eventuality :2Q ofvi. Hence :2Q 2 vi. By (a) we then have :2Q 2 w0, which by(5) gives 2:2Q 2 w0. But 2:2Q is 2P , hence 2P 2 Sf (w0);contradiction. Hence case 2P 62 Sf (w0) is impossible.Now let R be the re
exive, transitive and symmetric closure of �. Notethat re
exivity for w0 comes from saturation with respect to (T3) andre
exivity for vi comes from property (b) via (K4). Thus when w0 containsat least one eventuality, we get an S5-frame (showing thatK4B is \almost"S5).



Tableau Methods for Modal and Temporal Logics 43Proof for CyS4: If no :2P occurs in w0 then hfw0g; f(w0; w0)gi isthe desired model graph. Otherwise, let Q1; Q2; � � � ; Qk be all the formulaesuch that :2Qi 2 w0 and :Qi 62 w0. Create a Qi-successor vi of level 1 foreach Qi using the (�) and (S4) rules, and continue in this way to obtainthe nodes of level 2 and so on with the following termination condition:(*) if w0 � w1 � � � � � wi�1 � wi is a path in this construction and i � 1is the least index such that 2A 2 wi implies 2A 2 wi�1; then putwi � wi�1 giving a cycle on this path and stop!First of all, this termination condition is satisfactory since (S4) ensuresthat 2A 2 wj implies 2A 2 wj+1 so that 2-formulae accumulate and weeventually run out of new 2-formulae since X�CyS4 is �nite.Second, note that CyS4 contains (sfcT ) and hence each wi is subformula-complete. Since there are no building up rules, the only new formulae thatmay appear by saturating with the (sfcT ) rules are the negations of sub-formulae from the predecessor. Therefore, each wn+1 � Sf (fwn) whereew = Sf (w) [ :Sf (w).Let R be the re
exive and transitive closure of �. It is obvious thatclusters of R form a tree. To prove that hW0; Ri is a model graph for Xwe have to prove (i)-(iii).(i) Clearly (i) holds by construction;(ii) Suppose :2P 2 wj where wj is some arbitrary world of some arbi-trary path of our construction. If the termination condition was notapplied to wj , then either :P 2 wj or wj has a P -successor ful�lling:2P by (S4) and so (ii) is satis�ed. That is (ii) holds for any worldto which the termination condition was not applied.If the termination condition was applied to wj , then it could not havebeen applied to wj�1. Hence (ii) holds for wj�1. So all we have toshow is that :2P 2 wj�1 because, in this case, (ii) would then holdfor wj from the fact that wjRwj�1 and the transitivity of R.Suppose to the contrary that :2P 62 wj�1. Since :2P 2 wj bysupposition, we must have 2P 2 Sf (wj�1) by the second point wenoted above. Then 2P 2 wj�1 by (the subformula-completeness)Lemma 4.14.7, and2P 2 wj by (S4) contradicting the CyS4-consistencyof wj since :2P 2 wj . Hence (ii) also holds.(iii) Suppose 2P 2 wj : If (*) was not applied to wj then (iii) holds as forCS4 by (T ) since (S4) preserves 2-formulae. If (*) was applied to wjthen (iii) would follow from 2P 2 wj�1 by (S4) and (T ). But this isexactly what (*) guarantees. Hence (iii) holds as well.Proof for CyB: If no :2P occurs in w0 then hfw0g; f(w0; w0)gi is thedesired model graph as (i)-(iii) are satis�ed. Otherwise, let Q1; Q2; � � � ; Qmbe all the formulae such that :2Qi 2 w0 and :Qi 62 w0: Since w0 is CyB-saturated, w0 is subformula-complete, hence Qi 2 w0 for each Qi. Create



44 Rajeev Gor�ea Qi-successor for each Qi using (�) and (K) giving the nodes of levelone. Repeat this procedure to give the nodes of level two and so on. Forany node w in this construction let s(w) be the number of formulae withP 2 w and :2P 2 w: Let t(w) = s(w) +mdeg(w): To quote Rautenberg\It is easily seen that w � v ! t(v) < t(w); so that W0 is �nite.", butas shown in [Gor92] Rautenberg's de�nition of mdeg is not su�cient. Weaccept Rautenberg's claim for the moment and return to this issue aftercompleting the model construction.Let R be the re
exive and symmetric closure of � so that hW0; Ri is aB-frame. We have to show that (i)-(iii) hold. The only di�culty is to showsymmetry: that is, 2P 2 wi+1 and wi � wi+1 implies P 2 wi: So supposethat wi � wi+1 and 2P 2 wi+1: We have to show that P 2 wi: There aretwo cases: 2P 2 Sf (wi) or 2P 62 Sf (wi):Case 1: If 2P 2 Sf (wi); then 2P 2 wi or :2P 2 wi since wi issubformula-complete. If 2P 2 wi then P 2 wi by (T ) and we are done.Otherwise, if :2P 2 wi and P 62 wi then :P 2 wi and 2:2P 2 wi by (B)and so :2P 2 wi+1 contradicting the consistency of wi+1 since 2P 2 wi+1by supposition. Hence :2P 2 wi also implies that P 2 wi:Case 2: If 2P 62 Sf (wi) then 2P = 2:2Q for some :2Q 2 wi+1and :Q 2 wi+1: Hence :2Q 2 Sf (wi) or :2Q 2 :Sf (wi) whence 2Q 2Sf (wi). By subformula-completeness we then have 2Q 2 wi or :2Q 2 wi:If 2Q 2 wi; then Q 2 wi+1 contradicting the CyB-consistency of wi+1 since:Q 2 wi+1: Hence :2Q 2 wi. But then P 2 wi since P is :2Q and weare done.Now, we still have to show that this construction terminates. The cruxof the matter is to use a de�nition of a metric mdg say, which is likeour mdeg but where mdg(A ^ B) = mdg(A) +mdg(B) rather than maxfmdg(A);mdg(B)g [Mas95a]. Similarly, for a set X , we use mdg(X) =�A2Xmdg(A) rather than maxfmdg(A) j A 2 Xg. Then, a rather tediouscounting exercise, which we omit for brevity, su�ces to show that if w � vthen t(v) < t(w), which is enough to show termination. We have retainedour version of mdeg because it is useful for other purposes.Proof for CyS5: If no :2P occurs in w0 then hfw0g; f(w0; w0)gi is thedesired model graph as (i)-(iii) are satis�ed. Otherwise, let Q1; Q2; � � � ; Qmbe all the formulae such that :2Qi 2 w0: Since w0 is CyS5-saturated,2:2Qi 2 w0 for each Qi by (5): Create a Qi-successor for each Qi using(�) and (S4) giving the nodes vi of level one, put w0 � vi; for each i =1; 2; � � � ;m and stop! Let R be the re
exive, transitive and symmetricclosure of � : By construction, hW0; Ri is an S5-frame. We have to showthat (i)-(iii) hold.For any k; with 1 � k � m; and w0 � vk; we show that:(a) :2P 2 vk implies :2P 2 w0; and(b) 2P 2 vk implies 2P 2 w0



Tableau Methods for Modal and Temporal Logics 45from which (i)-(iii) follow.(a) Suppose w0 � vk; :2P 2 vk and :2P 62 w0: Since :2P 2 Sf (w0);and w0 is subformula-complete, we have 2P 2 w0: But then, by (S4);2P 2 vk; contradicting the CyS5-consistency of vk: Hence :2P 2 w0.(b) Suppose w0 � vk and 2P 2 vk; then 2P 2 Sf (w0) or 2P 62 Sf (w0).(b1) If 2P 2 Sf (w0) and 2P 62 w0; then :2P 2 w0 since w0 issubformula-complete. Then 2:2P 2 w0 by (5) and :2P 2 vk by (S4);contradicting the CyS5-consistency of vk: Hence, if 2P 2 vk and 2P 2Sf (w0) then 2P 2 w0:(b2) If 2P 62 Sf (w0) then 2P = 2:2Q for some :2Q 2 vk sincethis is the only way that formulae from outside Sf (w0) can appear in vk :By (a), :2Q 2 vk implies :2Q 2 w0 which by (5) implies 2:2Q 2 w0:Since 2:2Q is 2P; we have 2P 2 w0: But this is absurd since it impliesthat 2P 2 Sf (w0) and our supposition was that 2P 62 Sf (w0): Hence thesubcase (b2) cannot occur.Proof for CyS50: For completeness suppose X is CS50-consistent andcreate a CyS50-saturated superset w0 with X � w0 � X�CS50 as usual.If no :2P occurs in w0 then hfw0g; f(w0; w0)gi is the desired modelgraph. Otherwise, let Q1; Q2; � � � ; Qm be all the formulae such that :2Qi 2w0 and :Qi 62 w0: Create a Qi-successor vi of level 1 for each Qi using the(S5) rule and stop!LetW0 = fw0; v1; v2; � � � ; vmg: Consider any two nodes vi and vj of level1 so that w0 � vi and w0 � vj with i 6= j: We claim that:(a) 2P 2 vi implies 2P 2 w0 implies 2P 2 vj ; and(b) :2P 2 vi implies :2P 2 w0 implies there exists a w 2 W0 with:P 2 w:Proof of (a): Suppose 2P 2 vi; then P 2 vi by (T ): Also, 2P 2Sf (w0) as there are no building up rules, hence 2P 2 w0 or :2P 2 w0 by(sfcT ): If :2P 2 w0 then either :P 2 vi or :2P 2 vi by (S5): The �rstcontradicts the CyS50-consistency of vi since P 2 vi and so does the secondsince 2P 2 vi: Hence 2P 2 w0: And then 2P 2 vj by (S5) and P 2 vj by(T ).Proof of (b): Suppose :2P 2 vi. Then as there are no building uprules, :2P 2 Sf (w0): Hence 2P 2 w0 or :2P 2 w0 since w0 is subformula-complete. If 2P 2 w0 then 2P 2 vi by (S5); contradicting the CyS50-consistency of vi since :2P 2 vi by supposition. Hence :2P 2 w0: Andthen either :P 2 w0, or there is some vk such that :P 2 vk by (S5): Thatis, the w we seek is either w0 itself, or one of the nodes of level 1.Putting R equal to the re
exive, symmetric and transitive closure of �gives an S5-model graph since (i)-(iii) follow from (a) and (b).



46 Rajeev Gor�e4.14.5 Bibliographic Remarks and DiscussionThe cut-free calculi CK, CT, CD, CD0, CK4, CK4D and CS4 can all betraced back to Fitting [Fit73] via Fitting [Fit83] although our presentationis based on the work of Hintikka [Hin55] and Rautenberg [Rau83]. Thesystem CK4D is an obvious extension of Rautenberg's system CD, andCD0 is lifted straight from Fitting [Fit83]. The advantage of CD0 is thatit has the subformula property whereas CD does not. Clearly, the (K4)rule can be extended to handle seriality as done in the (KD) rule to give a(K4D) rule, but we omit details. The tableau systems CK45 and CK45Dare based on the work of Shvarts [Shv89] (also known as Schwarz), whileCK4B and the (T3) rule come from the work of Amerbauer [Ame93].Some of the desired properties of R can be obtained in two di�erentways. For example, Rautenberg encodes the seriality of D-frames by thestatic (D) rule which adds an eventuality 3P for every formula of the form2P . The transitional (K) rule then ful�lls that eventuality. On the otherhand Shvarts [Shv89] and Fitting [Fit83] use the transitional rule (KD).Similarly, the (S5) transitional rule due to Fitting builds in the e�ect ofRautenberg's static rule (5) by carrying :2P and :2Y from the numeratorinto the denominator.Rautenberg [Rau83] does not explicitly distinguish transitional andstatic modal rules. Hence his rules for (T ); (D); (B); (sfc) and (sfcT )do not carry all the numerator formulae into their denominators. For ex-ample, Rautenberg's (T ) rule is shown below left whereas ours is shownbelow right: X ;2PX ;P (T ) X ;2PX ;2P ;PThus contraction is implicit in his systems and as we saw in Example 4.14.1(page 31), contraction is necessary for some modal systems.The CyS4 system is based on ideas of Hanson [Han66] where he givesKripke-like tableau systems for S4 and S5 using a form of (sfcT ) as earlyas 1966. The tableau system CyS4 is not exactly Hanson's system butthe ideas are his. The advantage of adding (sfcT ) is that the terminationcondition in the completeness proof is much easier to check than the onefor CS4 where we have to look at all predecessors in order to detect a cycle.However, the overheads associated with any sort of cut rule are signi�cant,and a more detailed analysis shows that CyS4 performs much useless work.Hanson also suggests a tableau system for S5 along these lines, but in ithe uses a rule which explicitly adds a formula to the parent node to obtainsymmetry. This is forbidden for our tableau systems since we cannot returnto previous nodes.The tableau systems of Heuerding et al [HSZ] are further re�nementsof our tableau systems which allow for a more e�cient check for cyclic



Tableau Methods for Modal and Temporal Logics 47branches. However, they are nonstandard in that the denominators andnumerators carry extra sets to store the necessary information.Notice that the e�ects of (sfcT ) on w0 when R is to be transitive andthere are no building up rules like (5) is to 
ush out all the eventualitiesthat could possibly appear in any successor. That is, if :2P is going toappear in a successor, it must be in Sf (w0): But then it must be in w0 sinceotherwise by (sfcT ); we would have 2P 2 w0 contradicting the appearanceof :2P in any consistent successor. Hence the number of eventualitiesnever increases as all the eventualities that will ever appear are already inw0. Indeed this fact may actually make things worse since we will have toful�ll :2P at the �rst level of the model construction as well as at deeperlevels where :2P reappears. The re�nements of Heuerding et al [HSZ]may be useful in such cases since one of their ideas addresses exactly thispoint.The idea behind (sfc) and (sfcT ) is to put extra information into anode before leaving it for good. That is, once we leave a node in our tableauprocedure, we can never return to it. Also, the transitional rules usuallylose information in the transition from the numerator to the denominator.The (sfc) and (sfcT ) rules are used to make up for this \destructive"aspect of our transitional rules.The completeness proofs in this section go through unchanged [Mas95a]if we replace the (sfc) and (sfcT ) rules by the \modal cut" rule (mc) shownbelow: (mc) X where 2P 2 Sf (X)2P ;X j :2P ;XAlso, many of the rule combinations can be further re�ned. For exam-ple, the (B) rule subsumes the modal aspects of the (sfcT ) rule so thatonly the non-modal part is necessary in CyB; see also [Ame93] for furtherre�nements.The tableau systems CyB and CyS5 are due to Rautenberg while CyS50,CyK45 and CyK45D are an amalgamation of ideas of Fitting, Hanson andRautenberg. Note that in the latter, we add (sfc), not (sfcT ) since K45-frames and K45-frames are not re
exive. The advantage over the cut-freecounterparts CK45 and CK45D is that the completeness proofs, and hencethe satis�ability tests based upon them, are much simpler. Note that CyS5does not have the subformula property, but CyS50 does.Fitting [Fit83, page 201] gives tableau calculi for the symmetric logicsKB, KDB, KTB, and S5 using a semi-analytic cut rule (sac), whichhe attributes to Osamu Sonabe. The (sac) rule is allowed to cut on sub-formulae of formulae that are in the numerator, and also on superformulaeobtained by repeatedly pre�xing modalities 2, :2, 3 and :3, to thesesubformulae. Since the superformulae are not bounded, as they are in



48 Rajeev Gor�eRautenberg's systems, the semi-analytic cut rule cannot give a decisionprocedure.Fitting's semi-analytic system for S5 is essentially CT + (S5) + (sac).Fitting [Fit83, page 226] replaces the semi-analytic cut rule with a (static)building up rule of the form (�) X ;PX ;3P ;Pand proves that his system CS5� = CT+(S5)+ (�) is sound and (weakly)complete with respect to S5-frames. But note that the (�) rule is not \onceo�" since it can lead to an in�nite chain A 2 w;3A 2 w;33A 2 w; � � �so this system cannot give a decision procedure for S5 either. That is, wehave merely traded one non-analytic rule for another.Fitting then proves the curious fact that a single formula A is an S5-theorem if and only if a CS5�-tableau for f:Ag closes, and furthermore,that the (�) rule needs to be used only once at the beginning of the CS5�-tableau to lift :A to :2A [Fit83, page 229]. That is, the system CS5��without the (�) rule is (weakly) complete for S5 in the sense that A is anS5-theorem if and only if a CS5��-tableau for f:2Ag closes. Fitting givesa completeness proof in terms of maximal consistent sets, but a constructivecompleteness for this system is also easy as given below.Completeness Proof for CS5��: Suppose no CS5��-tableau forthe singleton set f:2Ag closes. Construct some CS5��-saturated set w0from :2A by applying all the non-structural static rules; obtaining w0 =f:2Ag! Now construct a tree of �-successors as in the CS4 completenessproof except that we use the transitional rule (S5) instead of (S4) to create�-successors. Let R be the re
exive and transitive closure of � to obtain a�nite tree of �nite clusters as in the CS4 case. Consider some �nal clusterC of this tree. Since C is �nal, any eventuality in any of its sets must beful�lled by some set of C itself, as otherwise, C could not be �nal. Butnote that the (S5) rule carries all its eventualities from its numerator intoits denominator. Thus, in this case, :2A is in every member of C, andhence some set w1 2 C has f:2A;:Ag � w1. But a �nal cluster is alsosymmetric, hence C is an S5-frame and hence an S5-model for f:A;:2Agat w1 under the usual valuation #(p) = fw : p 2 wg. This completesthe unusual proof for CS5�� that: if there is no closed CS5��-tableau forf:2Ag then :A is S5-satis�able. That is, if j=S5 A then `CS5��2A.For the logics with a symmetric R we seem to need analytic cut, eitheras (sfc) or as (sfcT ). The subformula property can be regained for somelogics by changing the transitional rules to carry more information fromthe numerator to the denominator. But note that a building up rule seemsessential for CB, so not all the systems are amenable to this trick.



Tableau Methods for Modal and Temporal Logics 49(R) X ;:2PX ;:2P ;:P j X ;:2P ;2:2P ;P(S4F ) U ;2X ;:2P ;:2YU ;2X ;:2P ;:2Y ;2:2P j 2X ;:2P ;:2Y ;:P(S4:2) X ;:2PX ;:2P ;2:2P j X ;:2P ;2(:2:2P )� :2P not starredFig. 8. Tableau rules for S4R, S4F and S4:2.4.15 Modal Logics of Knowledge and BeliefIn this section we give a brief overview of tableau systems for the modallogics S4R, S4F and S4:2. These logics, together with the logics K45and K45D, have proved useful as nonmonotonic modal logics where theformula 2A is read as \A is believed" or as \A is known" [Moo85], [Sch92,Tru, Tru91, ST92, MST91]. In these logics, the re
exivity axiom, 2A! A;is deliberately omitted on the grounds that believing A should not implythat A is true. The logicK45D is another candidate for such logics of beliefbecause its extra axiom, 2A! 3A; which can be written as 2A! :2:A;encodes the intuition that \if A is believed then :A is not believed".Figure 8 shows the tableau rules we require. The tableau calculi weconsider are shown below:CL StaticRules TransitionalRules X�CLCS4R CPC, (T ), (R) (S4) Sf:Sf2 eXCyS4:2 CPC, (sfcT ), (T ), (S4:2) (S4) Sf:Sf2X�CS4RCyS4F CPC, (sfcT ), (T ), (S4:2) (S4F ); (S4) Sf:Sf2X�CS4RThe (S4F ) rule is odd in that its left denominator is static whilst itsright denominator is transitional. The (S4:2) rule is the only potentiallydangerous rule since its denominator contains a formula to which the rulecan be applied in an endless fashion. To forbid this the new formula ismarked with a star and the (S4:2) rule is restricted to apply only to non-starred formulae. All other rules must treat starred formula as if they werenon-starred.The soundness and completeness of these calculi is proved in detail by



50 Rajeev Gor�eGor�e [Gor91]. Gor�e actually proves soundness and completeness with re-spect to a class of �nite frames, each of which is an L-frame as de�ned here.Consequently, these logics are also characterised by the classes of �nite-L-frames shown in Figure 13. Note that the values of X�CL are di�erent fromthose in [Gor91] but it is easy to see that the new ones are the correct onesdue to the e�ect of (sfcT ).Tableau systems for the logicsK4:2 and K4:2G can be found in Amer-bauer's dissertation [Ame93].Example 4.15.1. The formula 32p ! 23p is an instance of the axiom2, and hence is a theorem of S4:2. The following closed CyS4:2-tableaufor its negation (32p ^ :23p) which in primitive notation is (:2:2p) ^(:2:2:p) illustrates the use of starred formulae.



Tableau Methods for Modal and Temporal Logics 51(:2:2p) ^ (:2:2:p) (^):2:2p;:2:2:p (S4:2)(S4) :2:2p;:2:2:p;2:2:2p(::) ::2:p;2:2:2p(T ) 2:p;2:2:2p(S4) 2:p;:2:2p;2:2:2p(::) 2:p;::2p;2:2:2p(T ) 2:p;2p;2:2:2p(T ) :p;2:p;2p;2:2:2p(?) :p;2:p; p;2p;2:2:2p?

!!!! aaaa:2:2p;:2:2:p;2(:2:2:2p)� (S4)::2p;2(:2:2:2p)� (::)2p;2(:2:2:2p)� (T )2p; (:2:2:2p)�;2(:2:2:2p)� (S4)2p;::2:2p;2(:2:2:2p)� (::)2p;2:2p;2(:2:2:2p)� (T )2p;:2p;2:2p;2(:2:2:2p)� (S4)2p;:p;2:2p;2(:2:2:2p)� (T )p;2p;:p;2:2p;2(:2:2:2p)� (?)?4.16 Modal Logics With Provability InterpretationsIn this section we give tableau calculi for the modal logics that have im-portant readings as logics of \provability" where 2A is read as \it is prov-able in Peano Arithmetic that A holds"; see Fitting [Fit83, page 241] andBoolos [Boo79]. These systems are obtained either by adding the axiomG:2(2A ! A) ! 2A, named after G�odel-L�ob and sometimes called GL,or adding the axiom Grz:2(2(A! 2A)! A)! A, named after Grzegor-czyk, or adding the axiom 4 and the axiomGo:2(2(A! 2A)! A)! 2A,to K.It is known that both G and Grz imply the transitivity axiom 4 whenthey are respectively added toK [vB78]. But the logicK4Go whose framesshare some of the properties of G-frames and Grz-frames, explicitly con-



52 Rajeev Gor�e(G) 2X ;:2PX ;2X ;:P ;2P (Grz) 2X ;:2PX ;2X ;:P ;2(P ! 2P )Fig. 9. Tableau Rules for logics of provabilitytains 4 as an axiom. It is also known that Grz implies re
exivity.Once again, all the tableau calculi contain the rules of CPC and one ormore logical rules from Figure 9 on page 52 as shown below:CL Static Rules Transitional Rules X�CLCG CPC (G) eXCK4Go CPC (Grz) Sf2( eX ! 2 eX)CGrz CPC, (T ) (Grz) Sf2( eX ! 2 eX)The semantic and axiomatic intuitions behind these rules are more en-lightening than any technical proof (of soundness) so we present these aswell.Intuitions for (G) : We know that axiomatically formulated logic Gis characterised by G-frames. Therefore, axiom G must be valid on anyG-frame; hence true in any world of any G-model. The axiom G is2(2A! A)! 2A:Its contrapositive is :2A! :(2(2A! A))which is the same as :2A! 3(2A ^ :A):Thus, if the numerator represents a world w where :2P is true, then thereexists another world w0 where 2P is true and P is false, and w0 is reachablefrom w. The denominator represents this world.Intuitions for (Grz) : The axiom Grz is2(2(A! 2A)! A)! A:It is known that 4 and T are theorems of Grz [HC84, page 111], henceS4 � Grz. Segerberg [Seg71, page 107], and more recently Gor�e et al[GHH95], show that Grz = S4Grz = S4Go where Go is2(2(A! 2A)! A)! 2Awhich gives the following (contraposed formulae) as theorems of Grz:



Tableau Methods for Modal and Temporal Logics 53:2A ! :2(2(A! 2A)! A):2A ! 3(2(A! 2A) ^ :A):Thus, if :2P is true at the numerator, then there exists some worldwhere 2(P ! 2P ) ^ :P eventually becomes true. The denominator of(Grz) represents this world.Theorem 4.16.1 (Soundness). The calculi CG, CGrz and CK4Go aresound with respect to G-frames, Grz-frames and K4Go-frames respec-tively.Proof Outline : For each rule in CL we have to show that if thenumerator of the rule is L-satis�able then so is at least one of the denomi-nators.Proof of CG : Suppose M = hW;R; V i is a G-model, w0 2 W andw0 j= 2X ;:2P: Thus there exists some w1 2 W with w0Rw1 and w1 j=X ;2X ;:P by the transitivity of R: Since R is irre
exive, w0 6= w1: Supposew1 6j= 2P: Then w1 j= :2P and there exists some w2 2 W with w1Rw2and w2 j= X ;2X ;:P by transitivity of R: Since R is irre
exive, w1 6= w2:Since R is transitive, w2 = w0 would give w1Rw0Rw1 implying w1Rw1and contradicting the irre
exivity of R; hence w0 6= w2: Suppose w2 6j= 2Pthen : : : Continuing in this way, it is possible to obtain an in�nite pathof distinct worlds in M contradicting the G-frame condition on M. Thusthere must exist some wi 2W with w0Rwi and wi j= X ;2X ;:P ;2P andwe are done.Proof of (T ) for CGrz : The (T ) rule is sound for Grz-frames sinceevery Grz-frame is re
exive.Proof of (Grz) for CK4Go: Suppose M = hW;R; V i is a K4Go-model, then R is transitive, there are no proper clusters, and there areno proper 1-R-chains. Suppose w0 2 W is such that w0 j= 2X ;:2P .We have to show that there exists some wn 2 W with w0Rwn and wn j=X ;2X ;:P ;2(P ! 2P ). Since R is transitive, w0 j= 2X means that 8w 2W;w0Rw implies w j= X ;2X . Thus our task is reduced to showing thatthere exists some wn 2 W such that w0Rwn and wn j= :P ;2(P ! 2P ):Suppose for a contradiction that no such world exists in W . That is,(a) 8w 2W;w0Rw implies w 6j= :P ;2(P ! 2P ).Since w0 j= :2P , there exists some w1 2 W with w0Rw1 and w1 j=:P . By (a), w1 6j= 2(P ! 2P ) and hence w1 j= :2(P ! 2P ): Thusthere exists some w2 2 W with w1Rw2 and w2 j= :(P ! 2P ); that is,w2 j= P ^:2P . Since w1 j= :P , w1 6= w2 and since K4Go-models cannotcontain proper clusters, w0 6= w2. Since w2 j= :2P there exists somew3 2 W with w3 j= :P . Since w2 j= P , w3 6= w2. And w3 6= w0 andw3 6= w1 as either would give a proper cluster. By (a), w3 6j= 2(P ! 2P )



54 Rajeev Gor�eand hence w3 j= :2(P ! 2P ). Continuing in this way, we either obtain anin�nite path of distinct points, giving a proper 1-R-chain, or we obtain acycle, giving a proper cluster. Both are forbidden in K4Go-frames. Hence(a) cannot hold and 9w 2 W;w0Rw and w j= :P ;2(P ! 2P ): That is,the desired wn exists.Proof of (Grz) for CGrz : Every Grz-frame is a K4Go-frame, hencethe proof above su�ces.As we saw in Subsection 4.11, proving completeness boils down to prov-ing the following: if X is a �nite set of formulae and no CL-tableau for Xis closed then there is an L-model for X on an L-frame hW;Ri.Lemma 4.16.2. If there is a closed CL-tableau for X then there is a closedCL-tableau for X with all nodes in the �nite set X�CL.Proof: Obvious from the fact that all rules for CL operate with subsetsof X�CL only.Lemma 4.16.3. For each CL-consistent X there is an e�ective procedureto construct some �nite CL-saturated Xs with X � Xs � X�CL.Theorem 4.16.4 (Completeness). If X is a �nite set of formulae andX is CL-consistent then there is an L-model for X on a �nite L-frame.As usual we construct some CL-saturated w0 from X with X � w0 �X�CL.Proof for CG: If no :2P occurs in w0 then hfw0g; ;i is the desiredmodel graph as (i)-(iii) are satis�ed. Otherwise, let Q1; Q2; � � � ; Qm be allthe formulae such that :2Qi 2 w0. Create a CG-saturated Qi-successorfor each Qi using (�) and (G) giving the nodes vi of level one. Repeatingthis construction on the nodes of level one gives the nodes of level two, andso on for other levels. Consider any sequence wi � wi+1 � wi+2 � � �. Sincewi has a successor, there is some :2Q 2 wi and 2Q 2 wi+j for all j � 1 by(G). Thus wi 6= wi+j for any j � 1 and each such sequence must terminatesince X�CG is �nite. Let R be the transitive closure of �; that is put wRw0if w � w0 and put wRv if w � w0 � v. The resulting tree is a model graphhW0; Ri for X which is also a G-frame.Proof for CGrz: If no :2P occurs in w0 then hfw0g; f(w0; w0)gi is thedesired model graph as (i)-(iii) are satis�ed. Otherwise, let Q1; Q2; � � � ; Qmbe all the formulae such that :2Qi 2 w0 and :Qi 62 w0. Create a CGrz-saturated Qi-successor for each Qi using (�) and (Grz) giving the nodes viof level one, and so on for other levels. Consider any sequence wi � wi+1 �wi+2 � � �. Since wi has a successor, there is some Q such that :2Q 2 wi,:Q 62 wi, and by (Grz), 2(Q ! 2Q) 2 wi+j for all j � 1. Supposewi+j = wi, then 2(Q! 2Q) 2 wi and hence Q! 2Q 2 wi by (T ). SinceQ ! 2Q is just abbreviation for :(Q ^ :2Q), we know that :Q 2 wi or::2Q 2 wi. We created a successor wi+1 for wi precisely because :Q 62 wiand so the �rst case is impossible. And if ::2Q 2 wi then 2Q 2 wi by (:),



Tableau Methods for Modal and Temporal Logics 55contradicting the Grz-consistency of wi since :2Q 2 wi by supposition.Thus each such sequence must terminate (without cycles). Let R be there
exive and transitive closure of � to obtain a model graph hW0; Ri forX which is also a Grz-frame.Proof for CK4Go: If no :2P occurs in w0 then hfw0g; f;gi is thedesired model graph as (i)-(iii) are satis�ed. Otherwise, let Q1; Q2; � � � ; Qmbe all the formulae such that :2Qi 2 w0. A CK4Go-saturated set v isre
exive i� 2A 2 v implies A 2 v. If v is non-re
exive then there existssome 2B 2 v but B 62 v.If w0 is re
exive then create a CK4Go-saturated Qi-successor for each:2Qi with :Qi 62 w0, otherwise if w0 is non-re
exive then create a CK4Go-saturated Qi-successor for each :2Qi, 1 � i � m. This gives the nodesof level one. Continue creating successors in this fashion for these nodesusing (�) and (Grz).Consider any sequence wi � wi+1 � wi+2 � � �. Since wi has a successor,there is some :2Q 2 wi that gives rise to wi+1. Also, 2(Q! 2Q) 2 wi+jfor all j � 1.If wi is re
exive then :Q 62 wi, and yet :Q 2 wi+1 by (Grz); hencewi 6= wi+1. Suppose wi+j = wi, j � 2. That j � 2 is crucial! Then2(Q ! 2Q) 2 wi and Q ! 2Q 2 wi by (Grz). Since Q ! 2Q is justabbreviation for :(Q^:2Q), we know that :Q 2 wi or ::2Q 2 wi. Sincewi is re
exive, we created a successor wi+1 for wi precisely because :Q 62 wiand so the �rst case is impossible. And if ::2Q 2 wi then 2Q 2 wi by (:),contradicting the K4Go-consistency of wi since :2Q 2 wi by supposition.If wi is non-re
exive then there is some 2B 2 wi, with B 62 wi, andyet both 2B and B are in wi+j by (Grz), for all j � 1; hence wi 6= wi+j ,j � 1.Thus each such sequence must terminate (without cycles). Let R bethe transitive closure of � and also put wRw if w is re
exive to obtain amodel graph hW0; Ri for X which is also a K4Go-frame.As Amerbauer [Ame93] points out, this means that K4Go is charac-terised by �nite transitive trees of non-proper clusters refuting the conjec-ture of Gor�e [Gor92] that K4Go is characterised by �nite transitive treesof degenerate non-�nal clusters and simple �nal clusters.4.16.1 Bibliographic Remarks and Related SystemsThe tableau system CG is from Fitting [Fit83] who attributes it to [Boo79],while CGrz is from Rautenberg [Rau83]. Rautenberg gives a hint on howto extend these to handle CK4Go but Gor�e [Gor92] is unable to give anadequate system for CK4Go, leaving it as further work. The given CK4Gois due to Martin Amerbauer [Ame93] who following suggestions of Rauten-berg and Gor�e also gives systems for KG:2 and KGL (which Amerbauercalls K4:3G).Provability logics have also been studied using Gentzen systems, and ap-



56 Rajeev Gor�epropriate cut-elimination proofs have been given by Avron [Avr84], Bellin[Bel85], Borga [Bor83], Borga and Gentilini [BG86], Sambin and Valentini[SV80, VS83, SV82], and Valentini [Val83, Val86].4.17 Monomodal Temporal LogicsIn this section, which is based heavily on [Gor94], we give tableau systemsfor normal modal logics with natural temporal interpretations where 2Ais read as \A is true always in the future" and 3A is read as \A is truesome time in the future". All logics are \monomodal" in that the reverseanalogues of these operators, namely \always in the past" and \some timein the past", are not available. That is, the reachability relation R is takento model the 
ow of time in a forward direction, and each possible worldrepresents a point in this 
ow with some point deemed to be \now". We areallowed to look forwards but not backwards. In all cases time is taken to betransitive and the variations between the logics comes about depending onwhether we view time as linear or branching; as dense or discrete; and asre
exive or non-re
exive (which is not the same as irre
exive). We explainthese notions below.4.17.1 Re
exive Monomodal Temporal LogicsThe logics S4:3, S4:3:1 and S4Dbr are all normal extensions of S4 andare axiomatised by taking the appropriate formulae from Figure 1 as axiomschemas. Their respective axiomatisations are: S4 is KT4; S4:3 is KT43;S4:3:1 is KT43Dum; and S4Dbr is KT4Dbr.The Diodorean modal logics S4:3 and S4:3:1 have received much at-tention in the literature because of their interpretation as logics of denseand discrete linear time [Bul65]. That is, it can be shown that hI;�i j= Ai� `S4:3A where I is either the set of real numbers or the set of rationalnumbers and � is the usual (re
exive and transitive) ordering on numbers[Gol87, page57]. Consequently, between any two points there is always athird and S4:3 is said to model linear dense time. It can be shown thath!;�i j= A i� `S4:3:1A where ! is the set of natural numbers [Gol87].Hence, between any two points there is always a �nite number (possiblynone) of other points and S4:3:1 is said to model linear discrete time.The formal correspondence between hI;�i and S4:3-frames, and betweenh!;�i and S4:3:1-frames can be obtained by using a technique knownas bulldozing and de�ning an appropriate mapping called a p-morphism[Gol87] [HC84].The logics S4 and S4Dbr can be given interpretations as logics ofdense and discrete branching time. That is, it can be shown that S4 is alsocharacterised by the class of all re
exive transitive (and possibly in�nite)trees [HC84, page 120]. That is, by bulldozing each proper cluster of an S4-frame we can obtain an in�nite dense sequence so that S4 is the logic thatmodels branching dense time. The axiomatic system S4Dbr is proposed



Tableau Methods for Modal and Temporal Logics 57by Zeman [Zem73, page 249] as the temporal logic for branching discretetime, but Zeman and Gor�e [Gor94] call this logic S4:14.Therefore, the logics S4, S4:3, S4:3:1 and S4Dbr cover the four pos-sible combinations of discreteness and density paired with linearity andbranching.Figure 10 on page 58 shows the rules we need to add to CS4 in orderto obtain tableau systems for S4:3, S4:3:1 and S4Dbr. The tableaucalculi CS4:3, CS4:3:1 and CS4Dbr are respectively the calculi for thelogics S4:3, S4:3:1 and S4Dbr as shown below:CL Static Rules Transitional Rules X�CLCS4:3 CPC, (T ) (S4:3) eXCS4:3:1 CPC, (T ) (S4); (S4:3:1) Sf (2( eX ! 2 eX);2 eX)CS4Dbr CPC, (T ) (S4); (S4Dbr) Sf (2( eX ! 2 eX);2 eX)Note that CS4:3 does not contain the rule (S4) and that CS4:3:1 doesnot contain the rule (S4:3) but does contain the rule (S4): Also note thatthe (S4:3:1) rule contains some static denominators and some transitionaldenominators.Lemma 4.17.1. If there is a closed CL tableau for the �nite set X thenthere is a closed CL tableau for X with all nodes in the �nite set X�CL.Proof: Obvious from the fact that all rules for CL operate with subsetsof X�CL only.Lemma 4.17.2. For each CL-consistent X there is an e�ective procedureto construct some �nite CL-saturated Xs with X � Xs � X�CL:Proof: As on page 25.Theorem 4.17.3. The CL rules are sound with respect to L-frames.Proof: We omit details since the proofs can be found in [Gor94], al-though note that there, the de�nition of L-frames is slightly di�erent.The intuition behind the (S4:3) rule is based on a consequence of thecharacteristic S4:3 axiom 3. Adding 3 to S4 gives a weakly-connectedR for S4:3 so that eventualities can be weakly-ordered. If there are keventualities, one of them must be ful�lled �rst. The (S4:3) rule can beseen as a disjunctive choice between which one of the k eventualities isful�lled �rst and an appropriate \jump" to the corresponding world.The intuition behind the (S4:3:1) rule is that each eventuality is either\eternal", because it is ful�lled an in�nite number of times in the sequenceof worlds that constitute an S4:3:1-model, or \non-eternal". If the even-tuality :2P is \eternal" then it can be stashed away (statically) as 2:2Pand ignored until \later". Otherwise it must be dealt with immediately byful�lling it via a transition. But there may be many such eventualities and



58 Rajeev Gor�e(S4Dbr) 2X ;:2P2X ;2:2P j 2X ;:P ;2(P ! 2P )
(S4:3) 2X ;:2fP1; � � � ; Pkg2X ;:2Y1;:P1 j � � � j 2X ;:2Yk;:Pkwhere Y = fP1; � � � ; Pkg and Yi = Y n fPig
(S4:3:1) U ;2X ;:2fQ1; � � � ; QkgS1 j S2 j � � � j Sk j Sk+1 j Sk+2 j � � � j S2kwhere Y = fQ1; � � � ; Qkg;Yj = Y n fQjg;Sj = U ;2X ;:2Yj ;2:2QjSk+j = 2X ;:Qj ;2(Qj ! 2Qj);:2Yjfor 1 � j � k

Fig. 10. Tableau rules (S4Dbr), (S4:3) and (S4:3:1).



Tableau Methods for Modal and Temporal Logics 59since R is weakly-connected, they must be ordered.Theorem 4.17.4. If X is a �nite set of formulae and X is CL-consistentthen there is an L-model for X on a �nite L-frame hW;Ri.Again we omit details since they can be found in [Gor94] but notethat there we used S4:14 for S4Dbr. However, the proof for CS4:3 isreproduced below to give an idea of how to handle linearity.Proof sketch for CS4:3: The completeness proof of CS4:3 is similar tothe completeness proof for CS4. The di�erences are that only one sequenceis constructed, and that in doing so, the (S4:3) rule is used instead ofthe (S4) rule. Note that the (S4:3) rule guarantees only that at leastone eventuality gives a CS4:3-consistent successor whereas (S4) guaranteesthat every eventuality gives a CS4-consistent successor. And this crucialdi�erence is why thinning seems essential. The basic idea is to follow onesequence, always attempting to choose a successor new to the sequence.Sooner or later, no such successor will be possible giving a sequence S =w0 � w1 � w2 � � � � � wm � wm+1 � � � � � wn�1 � wm containing a cycleC = wm � wm+1 � � � � � wn�1 � wm which we write pictorially asS = w0 � w1 � w2 � � � � � wm � wm+1 � � � � wn�1:The cycle C ful�lls at least one of the eventualities in wn�1; namely the:2Q that gave the duplicated Q-successor wm of wn�1: But C may notful�ll all the eventualities in wn�1:Let Y = fP j:2P 2 wn�1 and :P 62 wj ; m � j � n � 1g; so that:2Y is the set of eventualities in wn�1 that remain unful�lled by C: Letw0 = fP j2P 2 wn�1g: Since (2w0;:2Y ) � wn�1 is CS4:3-consistent by(�); so is at least one ofXj = 2w0 [ f:Pjg [ :2Yj ; for j = 1; � � � ; kby (S4:3): As before, choose the CS4:3-consistent Xi that gives a S4:3-saturated Pi-successor for wn�1 which is new to S to sprout a continuationof the sequence, thus escaping out of the cycle. If no such new succes-sor is possible then choose the successor wm0 that appears earliest in S:This successor must precede wm; as otherwise, C would already ful�ll theeventuality that gives this successor. That is, we can extend C by puttingwn�1 � wm0 : Recomputing Y using m0 instead of m must decrease thesize of Y since wn�1 has remained �xed. Repeating this procedure willeventually lead either to an empty Y or to a new successor. In the lattercase we carry on the construction of S: In the former case we form a �nalcycle that ful�lls all the eventualities of wn�1 and stop.Sooner or later we must run out of new successors since X�CS4:3 is �niteand so only the former case is available to us. Let R be the re
exiveand transitive closure of � so that the overlapping clusters of � become



60 Rajeev Gor�emaximal disjoint clusters of R: It should be clear that hW;Ri is a linearorder of maximal, disjoint clusters that satis�es properties (i)-(iii), andhence that hW;Ri is a model-graph for X:Note that thinning seems essential. That is, in computing Y , we haveto exclude the eventualities that are already ful�lled by the current cycleC in order to escape out of the cycle that they cause. We return to thispoint later.4.17.2 Non-re
exive Monomodal Temporal LogicsThe logics S4:3 and S4:3:1 respectively have counterparts called K4DLXand K4DLZ [Gol87] that omit re
exivity where the new axiom schemataare D, L, X , Z, and Zbr; see Figure 1 on page 5.It is known that hI; <i j= A i� `K4DLXA and h!;<i j= A i� `K4DLZAwhere I is either the set of real numbers or the set of rational numbers and! is the set of natural numbers [Gol87]. Hence these logics model transitivenon-re
exive linear dense, and transitive non-re
exive linear discrete timerespectively. I am not aware of a proof of completeness for the non-re
exivecounterpart of S4Dbr but it seems reasonable to conjecture thatK4DZbris this counterpart.The simplest way to handle the seriality axiom D is to use the static(D) rule of Rautenberg even though it breaks the subformula property. But(D) and (K4Zbr) can conspire to give an in�nite sequence of building upoperations,1 so we use the transitional (KD4) and (KD4L) rules instead;see Figure 11.Another minor complication is the need for an explicit tableau ruleto capture density (no consecutive degenerate clusters, see [Gol87]) forK4DLX but this is handled by the transitional rule (K4DX), which issound for K4DLX-frames.The non-re
exive analogue of the (S4:3) rule becomes very clumsy sinceit is based on the K4LX-theorem:3P ^3Q! 3(P ^3Q) _3(Q ^3P ) _3(P _Q)and it is easier to use the rule (K4L) which makes explicit use of subsets.The (K4L) rule is similar to a rule given by Valentini [Val86]. By using rulesfrom Figure 11 it is possible to obtain cut-free tableau calculi possessingthe analytic superformula property for these logics as:CL Static Rules Transitional Rules X�CLCK4DLX CPC (K4DX), (K4L) eXCK4DLZ CPC (K4D), (K4LZ) Sf:Sf2 eXCK4DZbr CPC (K4D), (K4Zbr) Sf:Sf2 eX1I missed this aspect in [Gor94]



Tableau Methods for Modal and Temporal Logics 61(K4D) 2X ;:2P where f:2P;:Pg may be emptyX ;2X ;:P(K4DX) 2X ;:2Y where :2Y may be emptyX ;2X ;:2Y(K4Zbr) 2X ;:2PX ;2X ;2:2P j X ;2X ;:P ;2P(K4L) 2X ;:2fP1; � � � ; PkgS1 j S2 j � � � j Smwhere m = 2k � 1; 1 � i � m;Y 1; � � � ; Y m is an enumeration of the non-empty subsets of Y ;Y i = Y n Y iSi = (X ;2X ;:2Y i;:Y i)
(K4LZ) U ;2X ;:2fQ1; � � � ; QkgS1 j S2 j � � � j Sk j Sk+1 j Sk+2 j � � � j Sk+mwhere :Y = fQ1; � � � ; Qkg;m = 2k � 1;Y 1; � � � ; Y m is an enumeration of the non-empty subsets of Y ;Yj = Y n fQjg for 1 � j � k;Y i = Y n Y i for 1 � i � m;Sj = U ;2X ;:2Yj ;2:2Qj for 1 � j � k;Sk+i = X ;2X ;:Y i;2Y i;:2Y i for 1 � i � mFig. 11. Tableau rules for non-re
exive Diodorean logics



62 Rajeev Gor�eFirst of all note that (K4DX) is a transitional rule, not a static rule.Now, it may appear as if the explicit subset notation would allow usto dispense with (�) but this is not so. For (�) allows us to ignore certaineventualities, whereas (K4L) and (K4LZ) only allow us to delay them.Thus using the re
exive analogues of these rules for S4:3 and S4:3:1 doesnot help to eliminate (�).The Saturation Lemma (Lemma 4.11.1 on page 25) will go through asfor the other logics since the tableau systems have the analytic superformulaproperty.Theorem 4.17.5. The CL rules are sound with respect to L-frames.Proof: We omit details since the proofs are similar to the ones for there
exive temporal logics and are not di�cult.Theorem 4.17.6. If X is a �nite set of formulae and X is CL-consistentthen there is an L-model for X on a �nite L-frame hW;Ri.Again we omit details since they are similar to the proofs given in[Gor94] but note that there we used the name Z14 for the axiom we heredub Zbr. However, the proof for CK4DLX is reproduced below to give anidea of how to handle the density requirement.Proof sketch for CK4DLX: The construction of the model graphis similar to the construction for CS4:3 except that we now know thatevery eventuality gives rise to two CK4DLX-consistent successors; onefrom (K4DX) and at least one from (K4L) (and (�)). We again constructjust one sequence but with the following twist.A CK4DLX-saturated set v is re
exive i� 2A 2 v implies A 2 v.If v is non-re
exive then there exists some 2Q 2 v but Q 62 v. If v isnon-re
exive then create a successor v1 for v using (K4DX). If v1 is non-re
exive then create a successor v2 for v1 using (K4DX). Repeating thisprocedure must eventually give a (K4DX)-successor vn that is re
exive.Note that v � v1 � v2 � � � � � vn hence the sole purpose of vn is to carryv and be re
exive; thus it need not ful�ll any eventualities. Now discardv1; v2; � � � ; vn�1 and put v � vn.So in the general CK4DLX construction, if we are constructing a suc-cessor for w and w is re
exive then create a possibly non-re
exive (K4L)-successor, else create a re
exive (K4DX)-successor (like vn) as shownabove. In either case the sequence produced using � satis�es the followingcriterion: there are no consecutive non-re
exive sets in the sequence.Once again, this procedure may produce a cycle, and we may need thin-ning to escape from the cycle if it does not ful�ll all its own eventualities asin the case for CS4:3. Nevertheless, eventually we will produce a sequence,possibly containing cycles, that ful�lls all its eventualities, and furthermorethat has no consecutive non-re
exive worlds in the sequence. Let R be thetransitive closure of � but also put wRw if w is re
exive. The resulting
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Dum can be written as: 2(:p! 3(p ^3:p)) ^32p! p;w0 j= 32p because w3 j= 2p;w0 j= :p! 3(p ^3:p) because of w1 and w2;w0 j= 2(:p! 3(p ^3:p))but w0 6j= p:Fig. 12. A �nite re
exive-and-transitive model in which all but the �nalclusters are simple in which Dum is false at w0.model is a �nite re
exive and transitive linear sequence of R-clusters withno consecutive degenerate R-clusters. The density condition is met becauseif we have w1Rw2 then one of them must be re
exive, as otherwise theywould form two consecutive degenerate R-clusters. Hence between any w1and w2 we can always put a third world w which is a copy of the one thatis re
exive.The observation that we can detect re
exive worlds is due to MartinAmerbauer [Ame93].4.17.3 A Note on S4DbrIn a chapter on modal logic by Segerberg and Bull [BS84, page 51], it isclaimed that the logic S4Dum \is characterised by the �nite re
exive-and-transitive frames in which all but the �nal clusters are simple". Weshow that this second claim is not correct by giving a �nite re
exive-and-transitive model in which all but the �nal clusters are simple, but in whichDum is false. The model is pictured in Figure 12.The explanation rests on the fact that 2(2(P ! 2P ) ! P ) can be



64 Rajeev Gor�ewritten as 2(:P ! 3(P ^3:P )): Thus Dum can be written as: 2(:P !3(:P ^3P )) ^32P ! P:This is just as well because we have just shown that S4Dbr charac-terises this class and Dum and Dbr are di�erent. But note that the extra2 modality in Dbr is exactly what is needed since, in the counter-exampleof Figure 12, w0 6j= 232p: That is, the counter-example does not falsifyDbr because the extra modality handles the branching inherent in S4Dbr-models which is absent in S4:3:1-models.4.17.4 Related Work and ExtensionsZeman [Zem73] appears to have been the �rst to give a tableau system forS4:3 but he is unable to extract the corresponding cut-free sequent system[Zem73, page 232]. Shimura [Shi91] has given a syntactic proof of cut-elimination for the corresponding sequent system for S4:3, whereas we givea semantic proof. Apparently, Serebriannikov has also obtained this systemfor S4:3 but I have been unable to trace this paper. Rautenberg [Rau83]refers to \a simple tableau" system for S4:3 but does not give details sincehis main interest is in proving interpolation, and S4:3 lacks interpolation.In subsequent personal communications I have been unable to ascertain theS4:3 system to which Rautenberg refers [Rau90]. Bull [Bul85] states that\Zeman's Modal Logic (XLII 581), gives tableau systems for S4:3 andD in its Chapter 15, . . . ". The D mentioned by Bull is S4:3:1 but Zeman[Zem73, page 245] merely shows that his tableau procedure for S4:3 goesinto unavoidable cycles when attempting to prove Dum. Zeman does notinvestigate remedies and consequently does not give a tableau system forS4:3:1. In fact, Bull [Bul65] mentions that Kripke used semantic tableaufor S4:3:1, in 1963, but he gives no reference and subsequent texts that usesemantic tableau do not mention this work [Zem73]. Presumably Kripkewould have used tableaux where an explicit auxiliary relation is used tomimic the desired properties (like linearity) of R as is done in the semanticdiagrams of Hughes and Cresswell [HC68, page 290]. Note that no suchexplicit representation of R is required in our systems where the desiredproperties of R are obtained by appropriate tableau rules. I know of noother (cut-free) sequent or tableau systems for the logics S4:3:1 and S4Dbror their non-re
exive counterparts K4DLZ and K4DLZbr.Finally, these techniques extend easily to give a cut-free tableau systemfor S4:3Grz = KGrz:3 [vB78] which is axiomatised as KGrz:3 whereGrz is the Grzegorczyk axiom schema Grz:2(2(A ! 2A) ! A) ! A:This logic is characterised by �nite linear sequences of simple clusters butnote that Shimura [Shi91] has already given a sequent system for this logic,and it is easy to turn his system into a tableau system.The non-re
exive counterpart of S4:3Grz is KLG (sometimes calledG:3 or GLlin or K4:3W) where L is as above and G is the G�odel-L�obaxiom 2(2A ! A) ! 2A: Rautenberg [Rau83] shows that KG is char-



Tableau Methods for Modal and Temporal Logics 65acterised by the class of �nite transitive trees of irre
exive worlds. ThusKLG is characterised by �nite linear sequences of irre
exive worlds, butnote that Valentini [Val86] has already given a cut-free sequent system forthis logic.4.18 Eliminating ThinningThe structural rule (�) corresponds to the sequent rule of weakening whichexplicitly enforces monotonicity; see page 18. From a theorem provingperspective, (�) introduces a form of nondeterminism into each CL sincewe have to guess which formulae are really necessary for a proof. It istherefore desirable to eliminate (�). There are two places where we resortto applications of (�) in our completeness proofs. We consider each in turn.The main applications of (�) in our completeness proofs are the onesused to eliminate the formulae that do not match elements of the numer-ator, prior to an application of a transitional rule; see page 19. Theseapplications of (�) can be eliminated by building thinning in a determin-istic way into the transitional rules. For example, we can change the (S5)rule shown below left to the (S5�) rule shown below right:(S5) 2X ;:2Y ;:2P2X ;:2Y ;:2P ;:P (S5�) X ;:2PX 0;:Pwhere X 0 = f2A : 2A 2 Xg [ f:2B : :2B 2 Xg [ f:2Pg; see Fitting[Fit83]. The new transitional rule (S5�) does the work of (�) and (S5). Thecrucial point is that we can specify X 0 exactly because we know exactlywhich formulae to throw away: namely, the ones that do not match thenumerator of (S5).In some completeness proofs we also avoid creating a successor for:2Q 2 w if :Q 2 w; thus pre-empting the re
exivity of R. This is not anapplication of (�) when the transitional rule in question is non-branchinglike (S4), because a consistent successor also exists for these eventualities,it is just that we are not interested in these successors.However, (�) appears essential for some of the branching transitionalrules like (S4:3), (K4L) and (S4:3:1) etc. even though we can also buildthinning into these rules as well. For in the counter-model construction forCS4:3, we may reach a stage where all CS4:3-consistent successors alreadyappear in S but no such cycle ful�lls all the eventualities of the last node.At this stage it is essential to invoke applications of (�) on subsets of theeventualities. That is, we must be able to ignore some of the eventualitiesin wn�1 using (�) and this means that (�) is now an essential rule of CS4:3.The crucial di�erence between the branching transitional rules like(S4:3) and the non-branching transitional rules like (S4) is that the for-mer guarantee only that at least one denominator is consistent, whereas



66 Rajeev Gor�ethe non-branching rules guarantee that every denominator is consistent(since they only have one denominator). But note that not all branchingtransitional rules are bad, for the (S4Dbr) rule also branches, but the com-pleteness proof (see [Gor94]) goes through without recourse to (�) becausewe can make a second pass of the initial model graph to obtain the desiredframe.It may be possible to eliminate thinning by using cleverer completenessproofs. For example, an alternate proof for CS4:3 may be possible by con-sidering all (S4:3)-successors for every node, giving a tree of nondegenerateclusters, and then showing that any two worlds in this tree can be orderedas is done by Hughes and Cresswell [HC84, page 30-31]. Note however thatthis seems to require a cut rule since Hughes and Cresswell use maximalconsistent sets rather than saturated sets as we do.Clearly the intuitions inherent in our semantic methods are no longersu�cient to prove that weakening is eliminable. We have obtained a syntac-tic proof of elimination of weakening in the sequent system containing thesequent analogues of the modi�ed tableau rule (S4:3�), but this is beyondthe scope of this chapter.4.19 Eliminating ContractionAs we have seen, contraction is built into our tableau rules by the ability tocarry a copy of the principal formula into the denominator. But we believeit can be limited to the explicit contractions we have shown in our modalrules. Unfortunately, our set-based rules and completeness proofs are notsophisticated enough to prove this since (the saturation) Lemma 4.11.1 onpage 25 requires that we copy the principal formula into the denominator.It is possible to rework all of our work using multisets instead of sets, butthe proofs become very messy. For a more detailed study of contraction inmodal tableau systems see the work of Hudelmaier [Hud94] and Miglioli etal [MMO95].4.20 Finite L-framesIn all our completeness proofs we construct �nite model graphs, hence ourlogics are also characterised by the �nite frames shown in Figure 13. Theframes in Figure 13 are all based on trees of clusters or trees of worlds wherewe assume that clusters immediately imply transitivity. Consequently, eachlogic has the �nite model property, and is decidable. These �ner-grainedresults are not always obtainable when using other tableau methods.4.21 Admissibility of Cut and Gentzen SystemsThe cut rule is sound with respect to all our L-frames and each CL is soundand complete with respect to the appropriate L-frames. Thus, putting (�)equal to (cut) in Lemma 4.6.1 (page 20) gives:



Tableau Methods for Modal and Temporal Logics 67L �nite-L-framesK �nite intransitive tree of irre
exive worldsT �nite intransitive tree of re
exive worldsD �nite intransitive tree of worlds with re
exive�nal worldsK4 �nite tree of �nite clustersKDB a single re
exive world; or a �nite intransitiveand symmetric tree of at least two worldsK4D �nite tree of �nite clusters with �nitenondegenerate �nal clustersK45 a single �nite cluster; or a degenerate clusterfollowed by a �nite nondegenerate clusterK45D a single �nite nondegenerate cluster; or adegenerate cluster followed by a �nitenondegenerate clusterS4 �nite tree of �nite nondegenerate clustersKB4 single �nite clusterS5 single �nite nondegenerate clusterB �nite symmetric tree of re
exive worldsS4RS4:3Zem a single �nite nondegenerate cluster; or a simplecluster followed by a �nite nondegenerate clusterS4F a sequence of at most two �nite nondegenerateclustersS4:2 a �nite tree of �nite nondegenerate clusters withone last clusterS4:3 �nite sequence of �nite nondegenerate clustersS4:3:1 �nite sequence of �nite nondegenerate clusterswith no proper non-�nal clustersS4Dbr �nite tree of �nite nondegenerate clusters withno proper non-�nal clustersK4L �nite sequence of �nite clustersK4DL �nite sequence of �nite clusters with anondegenerate �nal clusterK4DLX �nite sequence of �nite clusters with anondegenerate �nal cluster, and no consecutivedegenerate clustersK4DLZ �nite sequence of degenerate clusters with a �nalsimple clusterK4DLZbr �nite tree of degenerate clusters with �nalsimple clustersG �nite transitive tree of irre
exive worldsGrzS4GrzS4MDum �nite transitive tree of re
exive worldsK4Go �nite transitive tree of worldsGL �nite transitive sequence of irre
exive worldsFig. 13. De�nition of �nite-L-frames.



68 Rajeev Gor�eX;P �! P; Y (Ax)X;P;Q �! YX;P ^Q �! Y (^ !) X �! P; Y X �! Q; YX �! P ^Q; Y (! ^)X �! P; YX;:P �! Y (: !) X;P �! YX �! :P; Y (! :)X �! P2X �! 2P (! 2P : K)X �! YX;U �! V; Y (�)Fig. 14. Sequent rules for GKTheorem 4.21.1. The rule (cut) is admissible in each CL.Tableau systems are (upside down) cousins of proof systems calledGentzen systems or sequent systems; see Fitting [Fit83]. For example,the Gentzen system GK shown in Figure 14 is a proof system for modallogicK. That is, a formula A is valid in allK-frames (and hence a theoremof K) i� the sequent �! A is provable in GK. Each of our tableau ruleshas a sequent analogue so it is possible to convert each tableau system CLinto a sequent system GL. Then, GL is cut-free as long as CL does notuse (sfc) or (sfcT ). By induction it is straightforward to show that thesequent X �! Y is provable in GL i� there is a closed CL-tableau forX ;:Y .Our sequent systems do not possess all the elegant properties usuallydemanded of (Gentzen) sequent systems. For example, not only do someof our systems break the subformula property, but most do not possessseparate rules for introducing modalities into the right and left sides ofsequents.Elegant modal sequent systems respecting these ideals of Gentzen haveproved elusive although the very recent work of Avron [Avr94], Cerrato[Cer93], Masini [Mas92, Mas91] and Wansing [Wan94] are attempts to re-dress this dearth. However, some of these methods have their own disadvan-tages. The systems of Cerrato enjoy the subformula property and separateintroduction rules but do not enjoy cut-elimination in general (althoughthe systems for K do so). The systems of Masini enjoy cut-eliminationand give direct proofs of decidability but (currently) apply only to the log-ics K and KD. The systems of Wansing enjoy cut-elimination and clearintroduction rules but do not immediately give decision procedures, and



Tableau Methods for Modal and Temporal Logics 69cannot handle logics like S4:3:1 and S4Dbr [Kra96]. The hypersequentsof Pottinger [Pot83] and Avron [Avr94] seem to retain most of the desiredproperties since they give cut-free systems with the subformula propertyfor most of the basic modal logics including S5. It would be interesting tosee if they can be extended to handle the Diodorean or provability logics.
5 Tableau Systems For Multimodal Temporal Log-icsIn this section we brie
y survey tableau systems for multimodal temporallogics with future and past time connectives which have proved useful inComputer Science. The brevity is justi�ed since the survey by Emerson[Eme90] covers tableau methods for these logics. Here we just try to showhow these logics and their tableau methods relate to the methods we haveseen so far.In Computer Science the term \temporal logic" is used to describe logicswhere the frames are discrete in the sense of S4:3:1-frames and S4Dbr-frames. The term \linear temporal logic" is used when the frames are linear(discrete) sequences and the term \branching temporal logic" is used whenthe frames are (discrete and) branching. If we wish to refer to the pastthen we can use a multimodal tense logic where �A is read as \A is trueat all points in the past" and �A is read as \A is true at some point inthe past" [Bur84]. However, certain binary modal connectives have provedmore useful.The impetus for studying linear binary modal operators started withthe seminal results of Kamp [Kam68]. Kamp showed that linear tenselogic equipped with monomodal tense connectives like �, �, 3 and 2 are\expressively incomplete" because there are simple properties of linear or-ders that cannot be expressed using only these connectives together withthe usual boolean connectives. One example is the property \A is truenow and remains true until B becomes true". Kamp then showed thatcertain binary modal connectives are \expressively complete" in that theycapture any property expressible in the �rst-order theory of linear orders;that is, expressible using time point variables like t1, t2, the quanti�ers8, 9, the boolean connectives and the predicate � familiar from numbertheory. Wolper then showed that even these connectives could not expressall desirable properties of sequences [Wol83]; for example, properties thatcorrespond to regular expressions from automata theory like \A is true inevery second state". Wolper introduced extra connectives correspondingto regular expressions but these are beyond the scope of this article; see[Wol83].



70 Rajeev Gor�e5.1 Linear Temporal Logics5.1.1 Syntax of Linear Temporal LogicsWe add the unary modal connectives u, e, � and �, and the binary modalconnectives U , W , S and Z . Any primitive proposition p is a formula,and if A and B are formulae, then so are: (:A), (A ^ B), (A _ B), (2A),(3A), (�A), (�A), ( eA), ( uA), (A UB), (AWB), (A SB) and (A ZB).Intuitively, eA means \A is true in the next state", uA means \A istrue in the previous state", A UB means \A is true until B becomes true",and A SB means \A has been true since B became true". The others areexplained shortly.5.1.2 Semantics of Linear Temporal LogicsFor brevity we concentrate on the linear temporal logic with future con-nectives only and dub it PLTL for propositional linear temporal logic, andfollow Goldblatt [Gol87].A state sequence is a pair hS; �i where � is a function from thenatural numbers ! onto S enumerating the members of S as an in�nitesequence �0; �1; � � � ; �n � � � (with repetitions when S is �nite). A modelM = hS; �; V i is a state sequence together with a valuation V that mapsevery primitive proposition onto a subset of S as usual. A model satis�esa formula at state �i according to:(M; �i) j= p i� �i 2 V (p);(M; �i) j= :A i� (M; �i) 6j= A;(M; �i) j= A ^ B i� (M; �i) j= A and (M; �i) j= B;(M; �i) j= A _ B i� (M; �i) j= A or (M; �i) j= B;(M; �i) j= eA i� (M; �i+1) j= A;(M; �i) j= 2A i� 8j; j � i; (M; �j) j= A;(M; �i) j= 3A i� 9j; j � i; (M; �j) j= A;(M; �i) j= A UB i� 9k; k � i; (M; �k) j= B and8j; i � j < k; (M; �j) j= A;(M; �i) j= AWB i� (M; �i) j= A UB or (M; �i) j= 2A:Intuitively imagine the states �0; �1; � � � to form an in�nite sequencewhere �iR�j i� j = i + 1 and R is functional. Now if we let � be the



Tableau Methods for Modal and Temporal Logics 71re
exive and transitive closure of R, then 2 is interpreted using � while eis interpreted using R. For example, the formula eA is true at some state�i if A is true at the successor state �i+1. Note that the clause for A UBdemands that there is some future state �k where B becomes true but doesnot specify a value for A at this state. A weaker version of U called W(for weak until) drops the �rst demand by allowing for the possibility thatthere is no future state where B is true as long as 2A is true at �i.Note that we could also obtain 2 and 3 by de�ning 2A as AW? and3A as > UA, and still maintain that 2A is :3:A.If we wish to allow reasoning about the past we can also allow backwardlooking operators. The function � must now map the set of integers ontoS. Some care is needed to ensure the correct behaviour of the de�nitionsbelow if time does not extend ad in�nitum in the past [Fis91]:(M; �i) j= uA i� (M; �i�1) j= A;(M; �i) j= �A i� 8j; j � i; (M; �j) j= A;(M; �i) j= �A i� 9j; j � i; (M; �j) j= A;(M; �i) j= A SB i� 9k; k � i; (M; �k) j= B and8j; k � j < i; (M; �j) j= A;(M; �i) j= A ZB i� (M; �i) j= A SB or (M; �i) j= �A:5.1.3 AxiomatisationsA Hilbert system for PLTL taken from Goldblatt [Gol87] is given below:K : 2(A! B)! (2A! 2B)Ko : e(A! B)! ( eA! eB)Fun : e:A$ : eAMix : 2A! (A ^ e2A)Ind : 2(A! eA)! (A! 2A)U1 : A UB ! 3BU2 : A UB $ B _ (A ^ e(A UB))We also need the inference rules of universal substitution US, modusponens MP and an extended rule of necessitation RN viz: if A 2 L thenboth 2A 2 L and eA 2 L; see page 4.The recursive nature of the Mix and U2 axioms gives rise to a �x-point characterisation of these operators which is the key to the tableauprocedures for these logics; see [Wol83], [BB87]. Notice also that the axiomInd encodes an induction principle: if it is always the case that A being



72 Rajeev Gor�etrue now implies A is true in the next state, then A being true now impliesA is true always in the future. It is this property that makes Gentzensystems for these logics di�cult to obtain; see Section 5.1.6.5.1.4 Finite Model Property, Decidability and ComplexityWolper [Wol83] shows that although our models are in�nite state sequences,linear temporal logic is also characterised by a class of �nite frames. Infact, it is characterised by our �nite-S4:3:1-frames; see [Gol87]. A tableauprocedure is given by Wolper where he also shows that the problem ofdeciding satis�ability in PLTL is PSPACE-complete. Further complexityresults for linear and branching time logics can be found in [ES84, SC85].Decidability and incompleteness results for �rst-order linear temporal logicshave been studied by Merz [Mer92].5.1.5 Tableau SystemsTableau systems for the fragment of linear temporal logic containing onlyfuture connectives have been studied by Wolper. He gives a tableau-baseddecision procedure for this logic, and extensions involving regular operators;see [Wol83, Wol85].The linear temporal logic including both future and past modalities hasbeen extensively studied by Gough [Gou84]. Gough uses (the appropriatelyde�ned analogues of downward saturated) Hintikka sets to build a modelgraph for a given formula of this logic. A second phase then prunes nodesfrom this model graph to check that all eventualities can be ful�lled on alinear sequence. If this is not possible then the graph is pruned by remov-ing the nodes that contain unful�llable eventualities. If the initial node isremoved by this pruning procedure then the initial formula is unsatis�ableon a linear model hence its negation is a theorem of this logic. The proce-dure has been automated and the resulting prover called dp is available byanonymous ftp from Graham Gough (gdg@cs.man.ac.uk) at the Universityof Manchester, England.A system for temporal logic has also been implemented in the MGTPtheorem prover by Koshimura and Hasegawa [KH94].The (informal) gist of any tableau procedure for linear temporal logicsinvolving next-time modalities is to use the �x-point nature of the modal-ities to create a cyclic graph of (state) nodes. This graph is then prunedby deleting nodes that contain unful�llable eventualities. For example, thefollowing logical equivalences hold in linear temporal logic:(A UB) � (B _ e(A UB)) 3B � (> UB)(AWB) � (A UB) _ 2A 2A � (AW?)Suppose we are given an initial node n node containing a set of formulae



Tableau Methods for Modal and Temporal Logics 73X . For every formula in n that is an instance of the left hand of the aboveequivalences, we can add the appropriate instance of the right-hand sideformula and mark the left hand instance as \processed". We can use theusual boolean rules for :: and ^ to saturate this node by adding theappropriate subformulae to node n, again marking all parent formulae as\processed". For _ we put one disjunct in n and create a copy of the old ncontaining the other disjunct giving a branch in the tableau. Repeating thisprocess on the new formulae means that n contains \processed" formulaeand unprocessed formulae. But all unprocessed formulae begin with esincethese are the only formulae not touched by the above procedure. That is,all unprocessed formulae are in outermost- e-form. For each node x wethen create a successor node y and �ll it with fA : eA 2 xg. Repeatingthis procedure on such successors produces a graph because the number ofdi�erent formulae that can be generated from this process is �nite, hencesome nodes reappear. Note that we now allow arbitrary cycles whereas inthe completeness proofs of Section 4 we con�ned cycles to nodes on thesame branch. Some of these nodes contain eventualities like 3B or A UBsince each of these demands the existence of some node that ful�lls B. Nowwe make a second pass and delete nodes that contain both P and :P forsome formula; delete any node s whose eventualities cannot all be jointlyful�lled by some linear path through the graph beginning at s; and deleteany nodes without successors. If the initial node ever gets deleted by thisprocedure then it can be shown that the initial set of formulae cannot besatis�ed on a linear discrete model [Wol83, Wol85]. Otherwise there willbe a linear sequence of nodes that satis�es all the formulae in the initialnode, thus demonstrating a linear discrete model for X .5.1.6 Gentzen SystemsGentzen systems for temporal logics have been given by various authors butalmost all require either a cut rule or an in�nitary rule for completeness[Kaw87, Kaw88]. The exceptions appear to be the work of Gudzhinskas[EG82] and Pliuskevicius [Pli91] but these articles are extremely di�cultto read.5.2 Branching Temporal LogicsJust as S4Dbr and S4:3:1 are branching and linear respectively, there arebranching analogues of the linear temporal logics we have seen using e,U and even S . We brie
y cover the syntax and semantics of one of themost powerful of these branching time logics called CTL�, and point tothe abundant literature for tableau methods for these logics.5.2.1 Syntax of Branching Temporal LogicsWe again concentrate on the future fragment only and follow Emerson andSrinivasan [ES88] using new modal connectives E and X in addition to U .



74 Rajeev Gor�eThe syntax of branching time logics is given in terms of \state" formulaeand \path" formulae where \state" formulae are true or false at some state(world) and where \path" formulae are true or false of (rather than on) alinear sequence of states (worlds). More formally:any atomic formula p is a state formula;if P and Q are state formulae then so are P ^Q and :P ;if P is a path formula then EP is a state formula;any state formula P is also a path formula ;if P and Q are path formulae then so are P ^Q and :P ;if P and Q are path formulae then so are XP and (P UQ);The other boolean connectives are introduced in the usual way whileAP abbreviates :E:P , and FP abbreviates > UP , and GP abbreviates:F:P . Note the absence of e, u, 2, 3, �, and �.5.2.2 Semantics of Branching Temporal LogicsThe semantics of CTL� are again in terms of a Kripke structure M =hS;R;Li where S is a non-empty set of states or worlds; R is a binaryrelation on S such that each state has at least one successor; and L is afunction which assigns to each state a set of atomic propositions (those thatare intended to be true at that state). Note that L is a slight variation onour usual V since the latter assigns atomic propositions to sets of worlds,but the two are equivalent in our classical two-valued setting.A fullpath x = s0; s1; s2; : : : in M is an in�nite sequence of statessuch that siRsi+1 for each i, i � 0. By (M; s) j= P and (M; x) j= Pwe mean that the state formula P is true at state s in model M, and thepath formula P is true of the path x in model M, respectively. If M isunderstood then we just write s j= P or x j= P . The formal de�nition of j=is as below where s is an arbitrary state of someM, where x = s0; s1; s2; : : :is a fullpath inM, and where xi denotes the su�x fullpath si; si+1; si+2 : : :of x: s j= p i� p 2 L(s);s j= P ^Q i� s j= P and s j= Q ;s j= :P i� s 6j= P ;s j= EP i� for some fullpath y starting at s, y j= P ;x j= P i� s0 j= P for any state formula P ;x j= P ^Q i� x j= P and x j= Q ;x j= :P i� x 6j= P ;x j= XP i� x1 j= P ;x j= P UQ i� 9i � 0, xi j= Q and 8j; 0 � j < i, xi j= P .These de�nitions are enough to give a semantics for the modalitiesobtained via de�nitions: AP is true at state s if P is true of all pathsbeginning at s; FP is true of a path x if P is true of some su�x fullpath



Tableau Methods for Modal and Temporal Logics 75xi (i � 0) of x; and GP is true of a path x if P is true of all su�x fullpathsxi, (i � 0).The notions of satis�ability and validity are the same as before forstate formulae. A path formula P is satis�able if there is some model Mcontaining some path x such that x j= P , and is valid if for every modelM and every fullpath path x in M we have x j= P .As Emerson and Srinivasan note, a menagerie of branching time tem-poral logics can be obtained by restricting or extending these de�nitions[ES88].Note that path formulae cannot be evaluated at states since there areno clauses in the de�nition of j= for evaluating XP or P UQ at a state. Buta state formula P can be evaluated on a fullpath simply by checking if the�rst state of the fullpath satis�es P . Hence, if P is a state formula, thenformulaXP cannot be evaluated at some state s, it must be evaluated withrespect to a path x. Once a path is chosen however, it is just the same asthe linear time formula eP since XP is true on path x if the second stateof the path satis�es (state formula) P . Similarly, if P is a state formula,then FP and GP are just 3P and 2P , except that they are evaluated overa linear sequence. But note that CTL� is strictly more expressive thanPLTL.5.2.3 Tableau SystemsThe logic CTL� is known to have the �nite model property, in fact, itis characterised by �nite-S4Dbr-frames, but once again, note the pres-ence of the extra modalities. Emerson and Srinivasan [ES88] compare theexpressiveness of various such branching time logics. Tableau methodsfor branching time logics can be found in Emerson [Eme85]. Once again,these tableau methods are based on the appropriate analogues of Hintikka-structures (see [EH85]) and use the following logical equivalences to expandformulae that match the left hand sides into an \outermost-EX-normal"or \outermost-AX-normal" form [ES88]:E(P _Q) � EP _EQ A(P ^Q) � AP ^ AQEGP � P ^ EXEGP AGP � P ^ AXAGPEFP � P _ EXEFP AFP � P _AXAFPE(P UQ) � Q _ (P ^ EXE(P UQ))A(P UQ) � Q _ (P ^ AXA(P UQ))There are no clauses to \expand" formulae beginning with EX or AXin some given set w. Each formula of the form EXPi gives us reason tocreate a successor state wi containing Pi just as :2P 2 w gave rise toa successor v containing :P in the modal tableau completeness proofs ofSection 4. Now any formula of the form AXQ 2 w allows us to put Q into



76 Rajeev Gor�eeach next state since XQ must be true of all paths that begin at w.Again the procedure gives a cyclic graph since only a �nite number ofdi�erent sets can be built in this manner and some set reappears. Again,we form arbitrary graphs, not cyclic trees. And once again, a second phaseprunes nodes that are inconsistent, that contain unful�llable eventualities,or have no successor.Note that all these tableau methods break the subformula property ina weak way since they introduce superformulae of the form eP or AXPor EXP where P is built from subformulae of the initial set. But wenever apply an expansion rule to these superformulae, thus, EX and AXPact like \wrappers" to keep this building up procedure in check, just ase acted as a wrapper for the PLTL procedure. These \wrappers" are re-moved by creating successor state(s) and �lling these with the \unwrapped"(sub)formulae.5.2.4 Gentzen SystemsOnce we start to use graphs rather than trees, the connection with Gentzensystems becomes very tenuous. Gentzen systems for some branching timelogics (without A and E) have been studied by Paech [Pae88]. Unfortu-nately, these systems require a (partly hidden) cut rule which means thatthey are not the proof-theoretic analogues of the tableau procedures men-tioned above.5.3 Bibliographic Remarks and Related SystemsThe complexity of the decision problem for branching time logics has beenstudied by Emerson and Sistla [ES83]. Temporal logics are known to berelated to B�uchi automata [VW86] and so their decision problems can bestudied from an automata-theoretic perspective as well [MSS88].All these branching time logics exclude past-time operators, but theycan be added. The work of Gabbay [Gab87] and Gabbay et al [GHR94] isparticularly interesting because many temporal logics have the \separationproperty": that is, any complicated formula A has a logically equivalentform A0 where A0 is a conjunction B ^ C ^ D such that B involves onlypast-time modalities, C involves no modalities, and D involves only future-time modalities. Thus the decision problems for these logics can often behandled by separate routines for just past-time modalities, just future-timemodalities and just pure propositional reasoning.6 Modal Tableau Systems With Explicit Accessi-bilityWe now turn to tableau systems where the reachability relation R is repre-sented explicitly. There are essentially two ways to represent R. One is to



Tableau Methods for Modal and Temporal Logics 77maintain a network of named nodes, where each node contains a set of for-mulae, and also maintain a separate relation R(x; y) to represent that thenode named y is reachable from the node named x. The names x and y aremerely indices to allow cross-reference between these two \data-structures".The second is to incorporate complex or structured world names into thesyntax, attaching the label l1 to every formula that belongs to the worldnamed l1 and attaching l2 to every formula that belong to the world namedl2. No separate reachability relation is kept since the reachability relationis built into the structure of the labels.6.1 History of Explicit Tableau SystemsThe most celebrated work is of course that of Kripke [Kri59] where possibleworlds related by an accessibility relation are �rst proposed as a semanticsfor modal logics. Bull and Segerberg [BS84] give an account of the genesis ofthe possible worlds approach and suggest that credit is also due to Hintikkaand Kanger. Zeman [Zem73] even credits C. S. Pierce with the idea of \abook of possible worlds" as far back as 1911!Kripke follows Beth [Bet55] and divides each tableau into a left handside and a right-hand side where the left side is for formulae that mustbe assigned \true" and the right side is for formula that must be assigned\false"; see [Fit93] for examples using this style of tableau. Thus it isclear that this is a refutation procedure and we are attempting to obtaina falsifying model of possible worlds for the given formula. To handlethe added complexities of modal formulae like 2A and :2A, Kripke usesauxiliary tableaux, where a new tableau is used for each possible worldand these auxiliary tableaux are interrelated by an auxiliary reachabilityrelation R. Auxiliary tableaux may have tableaux auxiliary to them andso on, obtaining a complex web of tableaux.Kripke uses two basic rules to handle modal formulae: one to handle2A on the left of a tableau and one to handle 2A on the right of a tableau.They are,Yl: If 2A appears on the left of a tableau t; then for every tableau t0 suchthat tRt0; put A on the left of t0;Yr: If 2A appears on the right of a tableau t; then start out a new tableaut0; with A on the right, and such that tRt0:Di�erent constraints on this auxiliary relation give di�erent tableau sys-tems. That is, the de�nition of the auxiliary relation R changes with eachlogic, so that the auxiliary relation directly mimics the required accessi-bility relation. For example, the auxiliary relation R for S4 is de�ned tobe re
exive and transitive, so for any tableau t we have tRt by de�nition.These constraints form an extra theory about R that must be taken intoaccount at each rule application.Note also that the application of the Yl rule can have delayed con-



78 Rajeev Gor�esequences. For example, if a new auxiliary tableau t00 is created and ithappens to be auxiliary to the tableau t in which the Yl rule has alreadybeen applied, then we have to keep track of this previous application of Yland add A to the left of t00: Thus, the meaning of \every tableau t0 suchthat tRt0" includes tableaux that may come into existence via the Yr rule atany later point of the construction. The rules are therefore like constraintsthat may be activated at a later time.This is essentially a way to keep track of all worlds in the counter modelbeing sought. When a new world comes into existence, it is immediatelylinked into this counter-model according to the constraints on R: That is,Kripke's method is a refutation procedure where extra modal informationis kept in the auxiliary relation between tableaux. The construction ison a global level in that we can return to previous nodes of the tableauconstruction at will. In our tableau systems CL we cannot return to nodeshigher up in the tree.The semantic diagrams of Hughes and Cresswell [HC68] and the tableausystems of Zeman [Zem73] use essentially the same ideas except that Hughesand Cresswell use annotations of ones and zeros instead of using a left andright side. Slaght [Sla77] goes one step further than usual and adds rulesfor quanti�ers and also incorporates a form of negated normal form bytranslating :2P into 3:P; :3P into 2:P; :9x(� � �) into 8x:(� � �) and:2x(� � �) into 9x:(� � �):These ideas have been implemented by Catach in his TABLEAUX the-orem prover [Cat91, Cat88]. Although labels are used in the TABLEAUXprover, they are used only as indices into an explicit and separate represen-tation of the reachability relation. Indeed, Catach even laments the lack ofmodularity in this method [Cat91, page 503].Kanger's spotted formulae [Kan57], which precede Kripke's work, arethe precursors of the second explicit approach which we call the labelledtableau method. In this method, each formula is pre�xed with a label toretain its modal context and the reachability relation is encoded in thestructure of the labels. Given two labels we can tell whether they arerelated by the reachability relation simply by inspecting their structure.Fitting's pre�xed tableaux are direct applications of Kanger's idea to han-dle many di�erent modal logics [Fit83, chapter 8]. And as we shall soon see,Massacci [Mas94, Mas95b] has re�ned these ideas even further to give mod-ular pre�xed tableau systems for many modal logics. If we permit labels tocontain variables then specialised \string uni�cation" methods can be usedto detect closed tableau branches as is done by Wallen [Wal89], and Ar-tosi and Governatori [AG94]. The principle of using labels to \bring someof the semantics into the syntax" is also the basis of Gabbay's LabelledDeductive Systems [Gab9x].Pre�xes are one way to separate the modal component from the clas-sical component. Another is to explicitly translate the modalities into a



Tableau Methods for Modal and Temporal Logics 79restricted subset of �rst-order logic. Specialised routines for �rst-orderdeduction, like resolution, can then be applied to this restricted subset.Such \translation methods" have been investigated by Morgan [Mor76],Ohlbach [Ohl90, Ohl93], Au�ray and Enjalbert [AE89], Frisch and Scherl[FS91], and Gent [Gen91b, Gen93, Gen91a].In all these translational methods, the modal logics K, T, K4, S4 andS5 are easily handled and Gent has also obtained systems for B and S4:3.The most striking feature of Gent's work is that he is unable to give asystem for S4:3:1 and this is essentially due to the fact that the reacha-bility relation R for S4:3:1-frames is not �rst-order de�nable. It is knownthat a formula of second order logic is required to express the reachabilityrelation for S4:3:1 [vB83]. This de�ciency of translational methods is alsomentioned by Au�ray and Enjalbert [AE89] while the method of Frischand Scherl [FS91] is limited to serial logics.The biggest disadvantage of the translational methods is that �rst-orderlogic is known to be only semi-decidable, thus the translated system maynot be decidable even though the original modal logic is decidable. Clearlyit must be possible to identify decidable classes of �rst-order logic intowhich these translations will fall, but I am not aware of any such detailedinvestigations.In all fairness, it must be mentioned that the translational methodsseem to be much better for automated deduction in �rst-order modal logicswhere various domain restrictions can complicate matters for the �rst-orderversions of our implicit tableau systems CL; see [Ohl90]. At the �rst-orderlevel, all modal logics are only semi-decidable since they all include classical�rst-order logic. Then, decidability is no longer an important issue.There is a subtle but deep signi�cance to the use of labels which ex-plains their increased power over implicit tableau methods. Our implicittableaux were local in that, at all times, we worked with a set of formulae(denoting one particular world), with no explicit reference to the particularproperties of the reachability relation since these properties were built intothe rules. Labelled tableaux are global in that the labels allow us to \see"the reachability relation and hence allows us to keep a picture of the wholemodel under construction.6.2 Labelled Tableau Systems Without Uni�cationAs stated previously the idea of labelled tableau systems goes back toat least Kripke and Kanger. The most attractive feature of labels formodal tableau systems is the ability to handle the symmetric logics likeS5 which require some form of analytic cut rule in the implicit systems wehave studied so far, and also logics like KB for which I know no implicittableau system formulation. We now review in some detail recent work ofMassacci [Mas94] which gives simple labelled tableau systems for all the15 distinct basic normal modal logics obtainable from K by the addition



80 Rajeev Gor�eof any combination of the axioms T , D, 4, 5, and B in a modular way.The pre�xed tableaux of Fitting can be obtained as derived rules in thismethod. Hence our labelled tableau systems are a mixture of the methodsof Fitting and Massacci.The irony is that this method is essentially Kripke's \reformulatedmethod" based on his observation [Kri63, page 80] that:\These considerations suggest that the rules, which we havestated in terms of R, could instead be stated in terms of thebasic tree relation S de�ned in the preceding paragraph (lettingR drop out of the picture altogether)."Using trees it is possible to isolate the individual atomic aspects of re
exiv-ity, transitivity, symmetry etc. To model combinations of these propertiesboth Kripke and Fitting merge the respective atomic aspects into new rules.Fitting goes one step further by building in the closure of these propertiesas side-conditions, thereby requiring explicit reference to the underlyingreachability relation. Massacci, on the other hand, merely adds the in-dividual atomic rules as they are, and thereby obtains modularity. Theclosure is obtained by repeated applications of the atomic rules.As an aside, note that [Mas94] contains some minor errors; for exam-ple, the system given there for K5 is incomplete. Massacci has reworked,corrected, and extended his work into a journal version [Mas95b], but mostof this section was written independently of [Mas95b]. Thus there is alot of overlap between this section and [Mas95b], but there are also somesubtle di�erences. In particular, we do not use an empty label at anystage, whereas Massacci sometimes uses an empty label to capture theL-accessibility conditions between labels.We now switch to the tableau formulation of Fitting and Smullyan[Fit83] rather than sticking to the formulation of Rautenberg because thelabels allow us to distinguish formulae that belong to one world (label)from those that belong to another (label), so there is no need to deleteformulae when \traversing" from one world to another. Consequently, wecan work with a single set of labelled formulae.A label is a nonempty sequence of positive integers separated by dots.We use lowercase Greek letters like �, � for labels and often omit the dotsusing �n instead of �:n if no confusion can arise. We use � to denote a setof labels. The length of a label � is the number of integers it contains (orthe number of dots plus one), and is denoted by j�j. For example, 1, 1.21,and 1.2.1 are three labels respectively of lengths 1, 2 and 3. A label � isa simple extension of a label � if � = �:n for some n � 1. A label � isan extension of a label � if � = �:n1:n2: � � � :nk for some k � 1 with eachni � 1.A set of labels � is strongly generated (with root �) if:1. there is some (root) label � 2 � such that every other label in � is an



Tableau Methods for Modal and Temporal Logics 81extension of �; and2. �:n 2 � implies � 2 �.In what follows, we always assume that � = 1 as it simpli�es some technicaldetails.As we shall soon see, the labels capture a basic reachability relationbetween the worlds they name where the world named by �:n is accessiblefrom the world named by �. A set of strongly generated labels can beviewed as a tree with root � where �:n is an immediate child of � (whencethe name \strongly generated").A labelled formula is a structure of the form � :: A where � is a labeland A is a formula. A labelled tableau rule has a numerator and one ormore denominators as before, except that each numerator is comprised of asingle labelled formula, and each denominator is comprised of at most twolabelled formulae. There may be side conditions on the labels that appearin the rule. A labelled tableau calculus is simply a collection of labelledtableau rules.A labelled tableau for a �nite set of formulae X = fA1; A2; � � � ; Angis a tree, where each node contains a single labelled formula, constructed bythe systematic construction described in Figure 15. A tableau branch isany path from the root downwards in such a tree. A branch is closed if itcontains some labelled formula � :: P and also contains � :: :P . Otherwiseit is open. A tableau is closed if every branch is closed, otherwise it isopen.A label � is used on a branch if there is some labelled formula � :: Pon that branch. A label � is new to a branch if there is no labelled formula� :: P on that branch.If X is a set of labelled formulae then we let lab(X ) = f�j� :: P 2 Xgbe the set of all labels that appear in X . Although a branch B of a tableauis de�ned as a set of nodes, each of which contains a formula, we often dropthis pedantic distinction and use B to mean the set of labelled formulae onthe branch. Then lab(B) is just the set of labels that are used on branchB. In Figure 16 we list the rules we need, and in Figure 17 we show howthey can be used to give labelled tableau systems for many basic modallogics including some symmetric logics that proved elusive using implicittableau systems. All are based on those of Massacci [Mas94].The rules are categorised into three types: the PC-rules are just theusual ones needed for classical propositional logic; the �-rules are all therules applicable to formulae of the form � :: 2P (such formulae are called�-formulae in many tableau formulations); and the single �-rule is the onlyrule applicable to formulae of the form � :: :2P (such formulae are called�-formulae in many tableau formulations).As expected, there is no modal aspect to the PC-rules since the labels in
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Stage 1: Put the labelled formulae 1 :: Ai, 1 � i � n, in avertical linear sequence of nodes, one beneath the other, insome order and mark them all as awake.While the tableau is open and some formula is awake do:Begin Stage n+1: Choose an awake labelled formula � :: A asclose to the root as possible. If there are several awake for-mulae at the same level then choose the one on the leftmostbranch. If � :: A is atomic then mark this formula as �n-ished and stop stage n + 1. Otherwise update the tableauas follows where \updating a branch with a labelled for-mula" means adding the formula to the end of the branchand marking it as awake if it does not already appear on thebranch (with any mark), but doing nothing if the formulaalready appears on the branch (with any mark). For everyopen branch B which passes through � :: A, do:(^) if � :: A is of the form � :: P ^ Q then update B with� :: P and then update the new B with � :: Q;(_) if � :: A is of the form � :: :(P ^Q) then split the endof B and update the left fork with � :: :P and updatethe right fork with � :: :Q. If any of these updatesfails to add the corresponding formula then delete thatfork, possibly leaving B unaltered or with no fork;(:) if � :: A is of the form � :: ::P then update B with� :: P ;(�) if � :: A is of the form � :: 2P then, for every �-rule rulein the calculus which is applicable to � :: 2P , updateB with the corresponding denominator;(�) if � :: A is of the form � :: :2P then let k be thesmallest integer such that the label �k is new on branchB, update B with �k :: :P , and mark all formula on Bof the form � :: 2Q as awake;End Stage n+1: Once this has been done for every open branchthat passes through � :: A, if � :: A is of the form � :: 2Pthen mark it as asleep, otherwise mark � :: A as �nished,and terminate Stage n+1.Fig. 15. Systematic tableau construction for X = fA1; A2; � � � ; Ang.
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(l:) � :: ::P� :: P (l^) � :: P ^Q� :: P� :: Q (l_) � :: :(P ^Q)� :: :P j � :: :Q(l�) � :: :2P where �:n is new to the current branch�:n :: :P(lK) � :: 2P�:n :: P (lD) � :: 2P� :: :2:P (lT ) � :: 2P� :: P(lB) �:n :: 2P� :: P (l4) � :: 2P�:n :: 2P (l5) 1:n :: 2P1 :: 22P(l4r) �:n :: 2P� :: 2P (l4d) �:n :: 2P�:n:m :: 2PNote: except for �n in the rule (l�), each label in the numerator anddenominator must already exist on the branch.Fig. 16. Single Step Rules for the Basic Modal Logicsthe numerator and denominator(s) are identical. The �-rule is a \successorcreator" since it is the only rule allowed to create new labels. Each �-ruleis a licence to add the formula in the denominator to the already existingworld named by the label of the denominator. It is the power to lookbackwards along the reachability relation (in rules like (lB) and (l4r) thatallows us to handle the symmetric and euclidean logics with such ease.Notice that none of the rules explicitly mention the reachability relationbetween labels in their side-conditions. Furthermore, in all rules, the worldnamed by the label in the denominator is at most one step away from theworld named by the label in the numerator. For example, the (lT ) ruleadds the formula P to the same world, whereas the (lK) and (lB) rulesadd P to a successor and predecessor respectively.At �rst sight, the \single step" nature of the �-rules seems a drawbacksince we know that a �-formula can a�ect all successors, regardless of howmany primitive steps it takes to reach them. One is immediately temptedto add side conditions that explicitly mention the reachability relation tocapture this notion as is done by Fitting [Fit83]. But it is precisely this\single step" nature that allows the rules to ignore the reachability relationand which gives us the modularity apparent in the calculi of Figure 17.



84 Rajeev Gor�eLCL PC-Rules �-Rules �-RuleLCPC (l:), (l^), (l_) | |LCK LCPC (lK) (l�)LCT LCPC (lK), (lT ) (l�)LCD LCPC (lK), (lD) (l�)LCKB LCPC (lK), (lB) (l�)LCK4 LCPC (lK), (l4) (l�)LCK5 LCPC (lK), (l4d), (l4r), (l5) (l�)LCKDB LCPC (lK), (lB), (lD) (l�)LCKD5 LCPC (lK), (lD), (l4d), (l4r), (l5) (l�)LCK4D LCPC (lK), (lD), (l4) (l�)LCK45 LCPC (lK), (l4), (l4r), (l5) (l�)LCK45D LCPC (lK), (l4), (l4r), (l5), (lD) (l�)LCK4B LCPC (lK), (lB), (l4), (l4r) (l�)LCB LCPC (lK), (lT ),(lB) (l�)LCS4 LCPC (lK), (lT ), (l4) (l�)LCS5 LCPC (lK), (lT ), (l4), (l4r) (l�)Fig. 17. Labelled Tableau Systems for the Basic LogicsA particular rule may not capture a property of accessibility completely,but some combination of the rules will do so. For example, for transitivitywe require � :: 2P to be able to give �:� :: P , for any j�j � 1, assuming thatboth these labels (worlds) � and �:� exist. As Massacci [Mas94] points out,instead of building this transitive closure property into a side condition for(l4), it is obtained by the combination of (l4) and (lK), one step at a time,as shown below extreme left where we assume that � = n:m. That is, wecannot derive Fitting's actual rule for transitivity since that rule capturesthe closure of the transitivity property by referring to L-accessibility in theside condition. But we can derive every instance of transitivity, therebycomputing the closure by repeated applications of the single step rules.We can also derive other useful rules. For example, the rule of \delayedre
exivity" (lT d) below centre says something like \all worlds (�:n) thathave a predecessor (�) are re
exive". It can be derived in LCK5 andLCK4B as shown below extreme right:� :: 2P (l4)�:n :: 2P (lK)�:n:m :: Pderivation of transitivity (lT d) �:n :: 2P�:n :: P �:n :: 2P (l4r)� :: 2P (lK)�:n :: Pderivation of (lT d)



Tableau Methods for Modal and Temporal Logics 85As an aside, note that in a symmetric frame, like those for K4B, anyworld that has a predecessor also has a successor, hence (lT d) captures theessence of the (T3) rule of CyK4B on page 28.The systematic construction is based on the one given by Fitting [Fit83,page 402] for his pre�xed tableau, and the one given by Massacci [Mas94],except that we have amalgamated two of Fitting's procedures in one here.Fitting �rst works with occurrences of labelled formulae in order to markthem as �nished, adding fresh un�nished occurrences to handle necessaryrepetitions. Later he re�nes the procedure to stop explicit repetitions sincethis is just a form of contraction where such formulae may have to be usedmore than once for completeness.We work with labelled formulae per se, avoiding repetitions right fromthe beginning, and mark most formulae as �nished once we have dealt withthem. But we do not mark �-formulae as �nished since they may need to beused again and again. Because we always start a stage at the highest awakeformulae, these formulae get considered over and over again as desired.Notice that the systematic procedure constructs only one tableau andthat it traverses this tableau in a breadth-�rst manner (except that someformulae may change from asleep to awake and temporarily interrupt thistraversal). Massacci [Mas94] gives an alternative systematic procedurewhere the formulae on a branch are processed using a di�erent strategy;all formulae of the form � :: :2P on a branch are processed before all for-mulae of the form � :: 2Q for example. Space forbids us from comparingthese strategies in more detail.



86 Rajeev Gor�eExample 6.2.1. Below we show a closed systematic LCK-tableau forX = f2(p ! q);:(2p ! 2q)g. We assume that A ! B is written as:(A ^ :B) and that :(A ! B) is rewritten and simpli�ed to A ^ :B.We use \a", \s" and \f" for awake, asleep and finished respectively. Thenotation s/a indicates that the formula was asleep but was woken up duringthe stage.Systematic LCK-tableau for X = f2(p! q);:(2p! 2q)gExtant Tableau at Marks atStage End Stage End1 2 3 4 5 6 7 8 91 :: 2(p! q) a s s s s/a s s s s1 :: :(2p! 2q) a a f f f f f f f1 :: 2p a s s/a a s s s1 :: :2q a a f f f f f1:1 :: :q a a a f f1:1 :: p! q a a a f1:1 :: p a a a1:1 :: :p a1:1 :: ::q a(closed) (closed)Example 6.2.2. The formula (23p) ^ (3p) can be written in primitivenotation as (2:2:p) ^ (:2:p). As the reader can verify, the systematicS4-tableau for X = f(2:2:p) ^ (:2:p)g neither terminates nor closes.6.3 Soundness of Single Step Tableau RulesThe soundness of the tableau rules is proved using a method from Fitting[Fit83], but modi�ed to cater for the strongly generated property. We �rstextend the primitive notion of reachability between labels � and �:n intoa general notion of L-accessibility between labels � and � , and show that itcaptures the conditions on L-frames.Recall that label � is the root of a strongly generated set of labels ifevery other label in the set is an extension of �.A set X of labelled formulae is strongly generated if lab(X ) is stronglygenerated. For any two labels � and � from some strongly generated set �of labels with root � = 1 we de�ne an L-accessibility relation � accordingto Figure 18. These conditions are calculated by taking the appropriateclosure of the underlying basic reachability relation between � and �:n.(Thanks to Nicolette Bonnette for many simpli�cations.) For example, thecondition on K45-frames is calculated by computing the transitive andeuclidean closure of the basic reachability relation. It is here that our



Tableau Methods for Modal and Temporal Logics 87De�nition of � � � where � and � are nonempty and drawnfrom a strongly generated set of labels � with root � = 1Logics for all �; � 2 �, � is L-accessible from � i�K � = �:n for some n � 1KT � = �:n or � = �KB � = �:n or � = �:mK4 � = �:� and j�j � 1K5 � = �:n or (j�j � 2 and j� j � 2)K45 (� = �:� and j�j � 1) or (j�j � 2 and j� j � 2)KD K-condition or (� is a K-deadend and � = �)KDB KB-condition or (j�j = 1 and � = � = 1)KD4 K4-condition or (� is a K-deadend and � = �)KD5 K5-condition or (j�j = 1 and � = � = 1)KD45 K45-condition or (j�j = 1 and � = � = 1)KB4 j�j � 2B � = � or � = �:n or � = �:mS4 (� = �:� and j�j � 1) or (� = �)S5 j�j � 1Fig. 18. De�nition of L-accessibility �.assumption that the root � = 1 simpli�es the conditions for L-accessibility,but there is still a slight complication for the serial logics.For any nonserial logic L1 we say that � is an L1-deadend if there is no� that is L1-accessible from �. Now we can express the seriality conditionfor the serial counterpart L = L1D by demanding that all L1-deadends bere
exive. In particular, we say that � 2 � is a K-deadend if no label in� is a simple extension of �. In Figure 18 we have computed the forms ofthe L1-deadends and added an extra condition to make them re
exive foreach logic L1D. The notation j�j means the number of labels in �.We leave it to the reader to generalise these conditions to account forthe case where � is an arbitrary label. Note that the conditions on L-accessibility in Figure 18 and the conditions on accessibility in the �nite-L-frames of Figure 13 on page 67 are closely related. We return to this pointlater.But �rst we relate L-accessibility to the L-frames of Figure 4 on page 9.Theorem 6.3.1. If � is a strongly generated set of labels with root � = 1then F = h�;�i is an L-frame.Proof: It is obvious that KT-accessibility, K4-accessibility and KB-accessibility forces F to be respectively re
exive, transitive and symmetric.We consider only the case for K45 in detail.We have to show that K45-accessibility forces F to be euclidean and



88 Rajeev Gor�etransitive. K45-accessibility � is euclidean if �0 � �1 and �0 � �2 implies�1 � �2, where K45-accessibility � is de�ned as:� � � i� (� = �:� and j�j � 1) or (j�j � 2 and j� j � 2)By substitution we get:Hypotheses Expanded Hypothesis�0 � �1 (�1 = �0:�1 and j�1j � 1) or (j�0j � 2 and j�1j � 2)and and�0 � �2 (�2 = �0:�2 and j�2j � 1) or (j�0j � 2 and j�2j � 2)Goal Expanded Goal�1 � �2 (�2 = �1:�3 and j�3j � 1) or (j�1j � 2 and j�2j � 2)Now, we know that �0 is nonempty, hence j�0j � 1. But this togetherwith (�1 = �0:�1 and j�1j � 1) in the left disjunct of the �rst hypothesisimmediately gives j�1j � 2. Thus both disjuncts of the �rst line of thehypothesis imply j�1j � 2.Similarly, j�0j � 1 together with (�2 = �0:�2 and j�2j � 1) in the leftdisjunct of the second hypothesis gives j�2j � 2. Thus both disjuncts ofthe second hypothesis imply j�2j � 2).And the conjunction of these two gives the second disjunct of the goalshowing that K45-accessibility relation � is indeed euclidean.To show that K45-accessibility is also transitive, we must show that�0 � �1 and �1 � �2 implies �0 � �2. The same expansions can be usedbut the roles of hypotheses and goal are slightly altered. The argumentis almost identical, except for one subcase which relies on the fact thatj�0j = 1 implies �0 = 1.Let X be a strongly generated set of labelled formulae, let lab(X ) bethe set of labels that appear in X and letM = hW;R; V i be some L-modelwhere L is any one of the 15 distinct basic normal modal logics obtainableby adding any combination of the axioms T , D, B, 4 and 5 to logic K.Call a world in M idealisable i� it has an R-successor in M.An L-interpretation of (a strongly generated set of labelled formulae)X in M is a mapping I : lab(X ) 7! W that satis�es: if � � � and I(�)is idealisable then I(�)RI(�), where � is the appropriate L-accessibilityrelation from Figure 18 [Fit83].A strongly generated set X of labelled formulae is L-satis�able underthe L-interpretation I if I(�) j= A for each � :: A in X ; and is L-



Tableau Methods for Modal and Temporal Logics 89satis�able if it is L-satis�able under some L-interpretation. A branch ofa labelled tableau is L-satis�able if the set of labelled formulae on it isL-satis�able, and a tableau is L-satis�able if some branch of the tableau isL-satis�able.Proposition 6.3.2. The set of labelled formulae lab(B) from any branchB of a labelled tableau is a strongly generated set.Proof: By the fact that the initial label is always � = 1, and the factthat the only new labels that may be created are labels of the form �:n,n � 1, which are all simple extensions of some � 2 lab(B).We now prove soundness of some of the rules leaving the others tothe reader. Since the systematic procedure updates all branches that passthrough the chosen formula, the soundness theorem states the following: ifa tableau T is L-satis�able and we apply rule (l�) to get tableau T 0, thenT 0 is also L-satis�able. Since every rule has at most two denominators, arule can cause a given branch to split into at most branches. Consequentlywe have to prove that if a branch B is L-satis�able, and applying rule (l�)causes it to be updated into branches C and D, then at least one of thenew branches is also L-satis�able.Soundness of (l�) for L-frames: Suppose B is an L-satis�able branchand that we apply the (l�) rule to some awake � :: :2P on B to obtainbranch C containing �n :: :P where �n is a simple extension of � that isnew to B. We have to show that C is L-satis�able.Since B is L-satis�able, there is some L-modelM = hW;R; V i and someL-interpretation I inM such that I(�) 2W and I(�) j= :2P . Hence I(�)is idealisable as there is some w 2W with I(�)Rw and w j= :P . Since �nis new, it does not appear in B and hence has no image under I . Extend Iby putting I(�n) = w. We then have ���n, I(�)RI(�n), and I(�n) j= :Pmeaning that C is indeed L-satis�able under the extended I in M.Soundness of (l4d) for K5-frames: Suppose B is a K5-satis�ablebranch and that we apply the (l4d) rule to some �n :: 2P to get a branchC containing �nm :: 2P . We have to show that C is also K5-satis�able.Since B is K5-satis�able and the labels �n and �nm must already existon B, there is some K5-modelM = hW;R; V i and someK5-interpretationI inM such that I(�n) 2 W , I(�nm) 2W and I(�n) j= 2P . The label �ncan exist on B only if � also exists on B since B is strongly generated. Hencethere is some I(�) 2W . The con�guration ���n��nm immediately im-plies I(�)RI(�n)RI(�nm) by the de�nition of I . Because R is euclidean weknow that I(�n)RI(�n); that is I(�n) is re
exive. Then I(�n)RI(�nm)and I(�n)RI(�n) gives I(�nm)RI(�n). Hence I(�nm) j= 32P . Eu-clidean frames must validate axiom 5 (32A! 2A) hence I(�nm) j= 2P .We have not altered I in any way, so by de�nition, C isK5-satis�able underI in M.Soundness of (l5) for K5-frames: Suppose B is a K5-satis�able



90 Rajeev Gor�ebranch and that we apply the (l5) rule to some 1:n :: 2P to get a branchC containing 1 :: 22P . We have to show that C is also K5-satis�able.As before there is some K5-model M = hW;R; V i and some K5-interpretation I in M such that I(1:n) 2 W and I(1:n) j= 2P . Since1 is used on B and 1�1:n, there must be some I(1) 2W with I(1)RI(1:n).Now suppose for a contradiction that I(1) j= :22P ; then there is somew 2 W such that I(1)Rw and w j= :2P , which in turn implies that thereis some w0 2 W such that wRw0 and w0 j= :P . Since R is euclidean,I(1)RI(1:n) and I(1)Rw gives wRI(1:n), and then wRw0 gives I(1:n)Rw0.But then I(1:n) j= 2P implies w0 j= P ; contradiction. Hence I(1) j= 22Pand C is K5-satis�able under I in M.Theorem 6.3.3. If the systematic tableau for X closes then X is L-unsatis�able.Proof: For a contradiction, suppose the tableau for X is closed andthat X is L-satis�able. The latter means that there is some L-modelM =hW;R; V i and some world w 2 W such that w j= X . Our tableau beginswith nodes 1 :: Ai, for each Ai 2 X so de�ne an L-interpretation I in Msuch that I(1) = w. Then the initial tableau comprising the linear sequenceof these nodes 1 :: Ai is L-satis�able (under I in M). Since each of ourtableau rules is sound, any tableau obtained from this initial tableau bythese rules is also L-satis�able. Hence our tableau is L-satis�able.Suppose B is some branch of this closed tableau. Then B itself is closedand hence contains some labelled formula � :: P and also contains � :: :P .Now any L-interpretation I 0 for B in any L-model M0 would entail thatI 0(�) j= P and also that I 0(�) j= :P , which is clearly impossible. HenceB is not L-satis�able. Since B was an arbitrary branch this must be truefor all branches of this closed tableau. Then, by de�nition, our tableau isnot L-satis�able. Contradiction, hence if the tableau for X closes then Xis L-unsatis�able.Corollary 6.3.4 (soundness). If the systematic tableau for f:Ag is closedthen A is L-valid.6.4 Fairness, In�nite Tableaux, Chains and PeriodicityThe systematic tableau construction may go on ad in�nitum in some cases.We now prove some useful properties of our systematic labelled tableauprocedure giving some insight into its behaviour.We have already noted that the systematic procedure is essentially abreadth-�rst traversal of the tableau under construction except that certainformulae may awaken to interrupt this traversal. In what follows we refer tothe uninterrupted sequence of node traversal as the visit sequence. Thatis, the visit sequence is the sequence in which the systematic procedurewould visit the nodes if no �-formula is reawakened. It has little to do withthe sequence of nodes on a particular branch.



Tableau Methods for Modal and Temporal Logics 91The systematic tableau is a �nitely generated tree in that each nodehas at most two immediate children (since branches are caused only by the(_) rule). By K�onigs lemma, an in�nite but �nitely generated tree mustcontain an in�nite branch (see Fitting [Fit83, pages 404-407]). Hence thereare four ways in which the systematic procedure can go on ad in�nitum:1. by constructing an in�nite branch containing a sequence of distinctlabelled formulae � :: P1; � :: P2; � :: P3; � � � ; � :: Pn; � � � all with thesame label �;2. by constructing an in�nite branch containing a sequence of labelledformulae �:1 :: P1; �:2 :: P2; �:3 :: P3; � � � ; �:n :: Pn; � � � all simpleextensions of some common �;3. by constructing an in�nite branch containing a sequence of labelledformulae �1 :: P1; �2 :: P2; �3 :: P3; � � � ; �n :: Pn; � � � all with di�erentlabels ; and4. by traversing a set of formulae that repeatedly switch from asleep toawake and vice-versa on the visit sequence.We show that items (1), (2) and (4) cannot occur.Lemma 6.4.1. In any branch of a systematic tableau for the �nite set offormulae X, the maximum number of formulae with some given label � is�nite.Proof: By induction on the length of �. If j�j = 1 then � = 1 andthe only possible formulae with this label are either subformulae of X ,negations of a subformula of X , or are obtained from some subformulaeof X by the building up rules (l5) and (lD). But no in�nite sequence ofbuilding up rules is possible. If j�j � 1 then � must have been created by(l�) which adds only the negation of a subformula of its numerator. Fordetails see Fitting [Fit83, page 411].Item 1 above is then impossible since any branch has but a �nite num-ber of formulae with label � and we do not permit the branch to containrepetitions. We leave it to the reader to compute actual bounds noting thepresence of the \building up rules" (lD) and (l5); see Massacci [Mas94]Lemma 6.4.2. In any branch of a systematic tableau for the �nite set offormulae X, the number Nk of di�erent labels of length k is �nite.Proof: Proof by induction on k and the fact that the systematic tableauconstruction avoids repetitions. See Fitting [Fit83, pages 410-412] andMassacci [Mas94] for more exact bounds but once again beware that theseneed to be adjusted for the \building up rules".Thus no branch can contain an in�nite number of labels all of the samelength k for any k, and item 2 above is also impossible.We now turn to item 4 in some detail since these details cannot be foundelsewhere. First note that although a branch does not contain repetitions,



92 Rajeev Gor�ethe visit sequence may do so.Lemma 6.4.3. A particular labelled formula occurrence � :: 2Q on thevisit sequence can be awakened only a �nite number of times.Proof: The only way to awaken a �-formula occurrence � :: 2Q is tovisit some �-formula occurrence � :: :2P that appears on the same branchas � :: 2Q. Since the systematic tableau is �nitely branching, the numberof such branches is �nite. A branch can contain � :: :2P at most once,hence the number of occurrences of � :: :2P on the visit sequence is (also)�nite. Since � must be of �nite length, Lemma 6.4.1 guarantees that thereare only a �nite number of formulae with label � on any branch of thetableau. Hence there are a �nite number of �-formulae occurrences thatcan awaken � :: 2Q.If none of these �-formulae occurrences is visited then � :: 2Q is neverawakened. On the other hand, whenever one of these �-formulae occur-rences is visited, it is marked as �nished, and �-formulae are never reawak-ened, hence � :: 2Q can be awakened only a �nite number of times. Sincethis formula occurrence was an arbitrary �-formula occurrence we knowthat every �-formula occurrence can be awakened only a �nite number oftimes.Lemma 6.4.4 (fairness). If a labelled formula occurrence � :: A on thevisit sequence is awake at the end of Stage n, the systematic procedure isguaranteed to visit it at some later stage.Proof: By induction on the number of �-formulae occurrences thatprecede � :: A in the visit sequence. Clearly, if � :: A is the root then itis immediately visited at Stage n+1. Similarly, if there are no �-formulaeoccurrences between the root and � :: A on the visit sequence then everysubsequent stage will visit the next intervening formulae occurrence in thevisit sequence and mark it as asleep or �nished. The absence of intervening�-formulae occurrences means that no formulae occurrences can awakenuntil after � :: A is visited. Hence there must come a stage that visits� :: A.Suppose the lemma holds for any labelled formula occurrence with j�-formulae occurrences preceding it in the visit sequence.Consider some � :: A occurrence that is awake at the end of stage n butthat has j + 1 �-formulae occurrences preceding it in the visit sequence.Let � :: :2B be the last �-formula occurrence in the visit sequence thatprecedes � :: A.If � :: :2B is not awake at the end of stage n then it must be �nished,meaning that all �-formula occurrences preceding � :: A in the visit se-quence must be �nished. Each subsequent stage must visit one of the awake�-formulae occurrences preceding � :: A and mark each one as asleep. No�-formulae occurrences can awaken during this process since there are no



Tableau Methods for Modal and Temporal Logics 93awake �-formula occurrences preceding � :: A. Hence there must come astage that visits � :: A.If � :: :2B is awake at the end of stage n then it satis�es the inductionhypothesis, so it will eventually be visited at some later stage, and markedas �nished, meaning that no �-formula occurrences preceding � :: A in thevisit sequence are awake. Some �-formulae occurrences preceding � :: Amay be awakened by the visit to � :: :2B but each of these will be visitedin turn and put to sleep in the stages that follow. Again, no formulaeoccurrences will be awakened in this process. Hence there must come astage when we visit the formula occurrence immediately after � :: :2B inthe visit sequence. If this is � :: A then we are done. Otherwise this stageand subsequent stages must bring us closer and closer to � :: A since noneof these intervening formulae occurrences is a �-formula.Lemma 6.4.5. No labelled formula occurrence on the visit sequence canremain awake for ever.Proof: Suppose the occurrence � :: A is awake at stage n. Lemma 6.4.4guarantees that � :: A will be visited at some later stage m with m > n.If � :: A is not a �-formula then it will be marked as �nished and willremain so hereafter. Else � :: A is a �-formula and it will be marked asasleep at the end of stage m. If � :: A ever awakens at some later stage kthen Lemma 6.4.4 again guarantees that it will be visited and put back tosleep. But this can happen only a �nite number of times since Lemma 6.4.3guarantees that � :: A can awaken only a �nite number of times. Hencethere must come a stage when � :: A is put to sleep, never to awaken again.Thus the systematic procedure is \fair" in that item 4 is also impossible.The only way the systematic procedure can go ad in�nitum is for somebranch to have at least one in�nite sequence of longer and longer labelsof the form �, �:n1, �:n1:n2 � � � where each label is a simple extension ofits predecessor. In fact, since every label starts with a 1 we can be moreprecise as below (again following Fitting [Fit83]).A chain is a sequence of labels 1, �1 , �2 � � � where each label in thesequence is a simple extension of its predecessor [Fit83]. A chain of labels1, �1 , �2 � � � from branch B is periodic if there exist distinct labels �i and�j in the chain (i < j) such that �i :: A is on B i� �j :: A is on B; that isif fAj�i :: A on B g = fBj�j :: B on B g. A branch is periodic if everyin�nite chain (of labels) on B is periodic.Lemma 6.4.6. If any branch of a systematic tableau for the �nite set offormulae X is in�nite, then it must be periodic [Fit83].Proof: Basically, given a �nite X , there is a limit to the number ofdi�erent (unlabelled) formulae we can play with, even with the buildingup rules. Thus any in�nite chain of pre�xed formulae from any one branch



94 Rajeev Gor�emust repeat formulae at some stage. Since this is true for every chain onan in�nite branch, the branch must become periodic.We thus have a handle on the systematic construction since an in�nitebranch is not as bad as it �rst seemed. If we could keep track of cyclesthen we could obtain a decision procedure. We brie
y return to this pointlater.6.5 CompletenessAgain we follow Fitting [Fit83, pages 408-410] but make adjustments forthe strongly generated property. A strongly generated set X of labelledformulae is L-downward-saturated if it satis�es the following conditions,where � is the appropriate L-accessibility relation between labels fromFigure 18 (page 87):0) there is no formula A such that both � :: A and � :: :A are in X ;1) if � :: ::A 2 X then � :: A 2 X2) if � :: A ^B 2 X then � :: A 2 X and � :: B 2 X ;3) if � :: :(A ^ B) 2 X then � :: :A 2 X or � :: :B 2 X ;4) if � :: 2A 2 X then � :: A 2 X for every � 2 lab(X ) such that � � � ;5) if � :: :2A 2 X then � :: :A 2 X for some � 2 lab(X ) such that �� � .Lemma 6.5.1. If X is a strongly generated set of labelled formulae that isL-downward-saturated and lab(X ) has root � = 1, then X is L-satis�ablein a model whose possible worlds are the labels that appear in X .Proof: Suppose X is L-downward-saturated and let lab(X ) be the setof labels that appear in X . Since X is strongly generated, so is lab(X ).Now de�ne a model hW;R; V i as follows:1. let W = lab(X );2. let �R� i� � � � (that is, i� � is L-accessible from �);3. for each primitive proposition p let V (p) = f�j� :: p 2 Xg.It is then easy to show by induction on the degree of a formula Aand the L-downward-saturated property that: if � :: A 2 X then � j= Ain the model hW;R; V i. The identity mapping I(�) = � is then an L-interpretation for X in the model hW;R; V i.Once again, the condition that � = 1 is forced upon us by our relianceon this condition in the de�nitions of L-accessibility.We have already noted that the systematic procedure is essentially abreadth-�rst traversal of the tableau under construction. We have alsoidenti�ed the mode in which this procedure can go ad in�nitum. Keepingthese in mind, we say that an open tableau is completed if it is in�niteor if no formulae in it is awake. But before we can prove the completenesstheorem we need to show that our systematic procedure \does everythingthat is necessary" in the following sense.



Tableau Methods for Modal and Temporal Logics 95Lemma 6.5.2. If B is an open branch of a completed systematic tableauthen B is closed with respect to every tableau rule in the calculus in that:every rule that could have been applied to a formula in B must have beenapplied at some stage.Proof: By fairness, every formula is visited at least once. Thus the PC-rules and the �-rules must have been applied whenever it was possible. Forthe �-rules, suppose � :: 2P is some �-formula on B and suppose someinstance of a �-rule (l�) is applicable to it because some label � of therequired form is used on B.Now, when � :: 2P was �rst visited, if � was used on the extant partof B then we are done for the given instance of rule (l�) must have beenapplied then.Else, � must be �:n and must have been created at some later stageby some awake �-formula � :: :2Q on B. The creation of �:n must haveawakened � :: 2P . Since B is completed, and our systematic procedure isfair, the procedure must have visited � :: 2P at some later stage still. Thegiven instance of rule (l�) must have been applied at that later stage since� was used on the extant part of B.Lemma 6.5.3. If B is an open branch of a completed systematic tableauthen B is L-downward-saturated.Proof: By Lemma 6.5.2, B is closed with respect to every rule ofthe calculus (in the appropriate sense). We now have to go through thenecessary clauses (see page 94) to show that B is L-downward-saturated.Clause 0) is satis�ed since B is open. Clauses 1), 2) and 3) are satis�edsince B must be closed with respect to the classical propositional rules.Clause 5) must be satis�ed because B is closed with respect to (l�). Forclause 4) assume that � :: 2A 2 B and that �� � for some � in lab(B). Wehave to show that � :: A 2 B for each de�nition of L-accessibility � fromFigure 18.We give the proof for K5 only. By the de�nition of K5-accessibility,� � � means that � = �:n or (j�j � 2 and j� j � 2)Case 1: If � = �:n then � :: 2A 2 B implies �n :: A 2 B by the fact thatB is closed with respect to the rule (lK).Case 2: Otherwise, if (j�j � 2 and j� j � 2) then � = 1:n1:n2 � � �nk forsome k � 1 and � = 1:m1:m2 � � �ml for some l � 1. Then starting from(� :: 2A) = (1:n1:n2 � � �nk :: 2A) we can obtain 1:n1 :: 2A 2 B and1 :: 2A 2 B by closure of B with respect to (l4r). From the �rst we canobtain 1 :: 22A 2 B by closure of B with respect to (l5), and from thiswe obtain 1:m1 :: 2A 2 B by (lK). Now, if l = 1 then � = 1:m1 and1 :: 2A 2 B immediately implies � :: A 2 B by (lK). Otherwise, if l � 2



96 Rajeev Gor�ethen 1:m1 :: 2A 2 B and closure with respect to (l4d) guarantee that1:m1:m2 � � �ml�1 :: 2A 2 B from which we get (1:m1:m2 � � �ml :: A) =(� :: A) 2 B by (lK) as desired.Theorem 6.5.4. If the systematic tableau for X does not close then X isL-satis�able.Proof: Suppose the systematic tableau for X does not close. Thenthe tableau must be completed, and must contain some open branch B byde�nition. Lemma 6.5.3 guarantees that B is an L-downward-saturated set.Since lab(B) must have root � = 1, Lemma 6.5.1 then guarantees that B isL-satis�able (under the identity L-interpretation I(�) = �) in an L-modelM = hlab(B);�; V i. Furthermore, if � :: A 2 B then � j= A in M. Thetableau started with a linear sequence of nodes 1 :: Ai for every Ai 2 X ,hence 1 :: Ai 2 B for every Ai 2 X . But then 1 j= X in M.Corollary 6.5.5 (completeness). If A is L-valid then the systematictableau for f:Ag must close.These methods extend easily to cater for \strong completeness" wherewe are allowed both \global" and \local" assumptions; see Fitting [Fit83]and Massacci [Mas94].6.6 Cycles, Termination and DecidabilityIn the previous sections we have seen how an in�nite tableau must give riseto a counter-model. But it is also possible to modify the systematic pro-cedure to identify potential periodic chains and keep tabs on them duringthe systematic procedure. That is, once a chain of labels becomes periodicbecause �i and �j label identical sets of formulae, all formulae with thelonger label are put to sleep. They are awakened only when periodicity forthis chain is broken by the appearance of some new formula with a label�i or �j ; see Massacci [Mas94]. Lemma 6.4.6 guarantees that every in�-nite branch will eventually become periodic, hence the modi�ed systematicprocedure will terminate for �nite X . If the tableau has not closed then weare still guaranteed the same model as if we had allowed it to run ad in�ni-tum. Thus these labelled tableaux can be used as decision procedures forthe 15 basic logics. By keeping tabs on cycles we can also prove the �nitemodel property for these logics since the resulting L-frames are exactly the�nite-L-frames of Figure 13 (page 67).The details are considerably more intricate than the preceding para-graph suggests since we have to preserve \fairness" and completeness. Butthere simply is no space. Massacci [Mas94, Mas95b] gives alternative proofsof decidability for his systematic procedure based on an interpretation ofthe tableau rules as term rewriting rules. But a check for periodicity cannotbe avoided for the transitive logics.



Tableau Methods for Modal and Temporal Logics 97(l�G) � :: :2P where �:n is new to the current branch�:n :: :P�:n :: 2P(l�Grz) � :: :2P where �:n is new to the current branch�:n :: :P�:n :: 2(P ! 2P )LCL PC-Rules �-Rules �-Rule L-accessibility �LCG LCPC (lK), (l4) (l�G) KLCK4Go LCPC (lK), (l4) (l�Grz) K4LCGrz LCPC (lK), (l4), (lT ) (l�Grz) S4Fig. 19. Labelled Tableau Systems for Provability Logics6.7 Extensions and Further WorkThe most obvious extensions of this approach are to multi-modal logicswhere di�erent sorts of labels are used to model the di�erent reachabilityrelations.An alternative extension is to change the �-rule, thereby obtaining sys-tems for the provability logics, as shown in Figure 19. Note that �rst-orderde�nability is not a hurdle for these labelled tableau systems since the classof G-frames and Grz-frames are not �rst-order de�nable. It may also bepossible to extend these systems to handle some of the Diodorean modallogics.We noted on page 87 that the L-accessibility relation � and the �nite-L-frames of Figure 13 (page 67) are closely related. We also mentioned onpage 11 that there is a duality between the explicit tableau methods andthe implicit tableau methods. We now brie
y explain these comments byway of an alternative labelled tableau system LC�K45 for logic K45.Consider the system LC�K45 = LCPC[f (l�1) ; (l4r�) ; (l4r1) ; (lK) gwhere the new rules are as given below:



98 Rajeev Gor�e(l4r�) 1:n :: :2P1 :: :2P (l4r1) 1:n :: 2P1 :: 2P (lK) � :: 2P�:n :: P(l�1) 1 :: :2P where 1:n is new to the current branch1:n :: :PNote: except for 1:n in the rule (l�1) , each label in the numerator anddenominator must already exist on the branch.The system LC�K45 does not �t into the mould of our other labelledsystems since: it has two �-rules, neither of which is the usual (�) rule; the(l4r�) rule does not create a successor but merely moves a �-formula fromworld 1:n to the root world 1; and the (l�1) rule is a special case of theusual (�) rule, and creates a successor for a � formula only if its label is theroot label 1. We therefore need to modify the systematic procedure slightlyso that one of the mutually exclusive rules (l4r�) or (l�1) is applied to thechosen (awake) �-formula as is appropriate. Then a �-formula with a label� 6= 1 cannot cause the creation of a successor and a systematic LC�K45-tableau for a �nite X will contain labels of length at most 2. Furthermore,even though the logic is transitive, we do not need any check for periodicitysince every systematic tableau is guaranteed to terminate for �nite X .Theorem 6.7.1. The rules of LC�K45 are sound for K45-frames.Proof: We have to show that if the numerator is K45-satis�able thenso is each denominator. So as in Section 6.3 (page 86), suppose there issomeK45-modelM and an L-interpretation I under which each numeratoris K45-satis�able in M.Proof for (l4r�) : If I(1:n) j= :2P then 1 � 1:n gives I(1)RI(1:n)which gives I(1) j= 3:2P which is I(1) j= 33:P . Then, by the variant33A ! 3A of the transitivity axiom 4 we have I(1) j= 3:P , that is,I(1) j= :2P as required.Proof for (l4r1) : If I(1:n) j= 2P then 1�1:n gives I(1)RI(1:n), givingI(1) j= 32P , which by the euclidean axiom 32A! 2A gives I(1) j= 2P ,as required.Proof for (l�1) : The rule (l�1) is just an instance of (l�) and weknow the latter is sound for all Kripke frames.Theorem 6.7.2. The calculus LC�K45 is complete with respect to K45-frames.Proof: We have to show that if the systematic tableau for X is openthen some open branch B gives an K45-downward-saturated set of labelledformulae (see page 94).Very well, suppose the systematic tableau for X is open. Choose an



Tableau Methods for Modal and Temporal Logics 99open branch B. The branch must be closed with respect to all the rulesof LC�K45 in the appropriate sense (page 95) since this is a consequenceof the systematic procedure itself rather than the form of the rules. Theclauses 0) to 3) of the de�nition of K45-downward-saturated go throughas before. For clause 4) note that 1� 1:n and 1:n� 1:m for all n and m,where n and m are integers, captures K45-accessibility over lab(B) com-pletely since B contains labels of length at most 2. The derivation belowleft shows that clause 4) must be satis�ed while the derivation below rightshows that clause 5) must also be satis�ed1:n :: 2P (l4r1)1 :: 2P (lK)1:m :: P 1:n :: :2P (l4r�)1 :: :2P (l�1)1:m :: :PThus X is K45-satis�able under the identity L-interpretation I(�) = �in the K45-model hlab(B);�; V i as de�ned in Lemma 6.5.1 on page 94.The new rules of LC�K45 are essentially the operations that we requiredin the completeness proofs for CyK45 on page 41. Thus LC�K45 imple-ments the completeness proof for CyK45, but LC�K45 is cut-free! Fur-thermore, the K45-model created by the completeness proof for LC�K45(above) is also a �nite-K45-frame as de�ned on page 67. The extra powerof rules that look backward against R, like (l4r1) and (l4r�) , have allowedus to eliminate even analytic cut.For most cases, LC�K45 will be more e�cient than LCK45 due to therestriction that labels be at most length 2. Given a �nite X , the numberof pre�xes of length 2 on any branch of a systematic tableau for X canbe bounded by extending Lemma 6.4.2; see Massacci [Mas94] or Fitting[Fit83]. Hence, as pointed out to me by Massacci, we may even be ableto determine the complexity of the decision and satis�ability problems forK45 using this system, although such results are already known for mostof the basic logics; see [Lad77, HM85].The system KE of Mondadori [DM94] has already been described inanother chapter in this handbook. Clearly, it should be possible to extendall our modal tableau systems by modifying our tableau rules to incorporatethe rule (PB). The only work along these lines that I know of is the work ofArtosi, Governatori and coworkers [AG94] who use both (PB) and labelledtableaux, but where the labels are allowed to contain variables as well asconstants. A branch is now closed if it contains some � :: A and some� :: :A as long as the labels � and � are uni�able as strings with di�erentstring uni�cation algorithms for di�erent modal logics. The rule (PB) isalso driven by string uni�cation of labels. That is, the restrictions on thereachability relation are not built into a notion like L-accessibility, but



100 Rajeev Gor�einto the uni�cation algorithms. The main advantage is that we can now\detect" closure subject to a constraint that two given labels unify.Ohlbach [Ohl93] has also studied such systems but in a di�erent guise,for Ohlbach literally translates modal logics into classical �rst-order logic.Any method that uses labels is really translating the modal logic intoclassical �rst-order logic since all these methods use a label of \universalforce" for 2-formulae and use a label of \existential force" for 3-formulae.The recent work of Russo [Rus95] makes these intuitions explicit.Acknowledgements: I would like to thank Melvin Fitting, Jean Goubault,Alain Heuerding, Bob Meyer and Minh Ha Quang for their comments onearlier drafts. Particular thanks to Fabio Massacci for many useful com-ments and fruitful discussions, and Nicolette Bonnette for numerous cor-rections.
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