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Introduction

® Recognition systems usually works on cropped images.
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Background concepts - Image Pyramid
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Background concepts - Facial landmarks

e Landmarks
o 5,17, 21, 29, 51, 68 points

5 points

Source: Benjamin Johnston, Philip de Chazal. A review of
image-based automatic facial landmark identification
techniques. EURASIP Journal on Image and Video
Processing, 2018.
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(a) 17 points (b) 29 points (c) 51 points (d) 68 points

Source: Junliang Xing, Zhiheng Niu, Junshi Huang, Weiming Hu, Xiaoping Zhou, Shuicheng Yan. Towards
Robust and Accurate Multi-View and Partially-Occluded Face Alignment. IEEE TPAMI, 2018.

Source: https://sefiks.com/2020/02/23/face-alignment-for-face-recognition-in-python-within-opencv/



Background concepts - Region proposal

e How to find a face? Searching everywhere
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Background concepts - Region proposal

e How to find a face? Searching everywhere

NMS &

i

NMS &
Bounding box regression

Stage 3
O-Net

Ul

Fig. 1.  Pipeline of our cascaded framework that includes three-stage multitask
deep convolutional networks. First, candidate windows are produced through
a fast P-Net. After that, we refine these candidates in the next stage through
a R-Net. In the third stage, the O-Net produces final bounding box and facial
landmarks position.




RetinaFace

® Asingle-shot, multi-level face localisation

(1) More semantic points, more accurate box prediction
method that unifies: K\
o  Face box prediction A

1k 3D points enhance

o 2D facial landmark localisation and pose-invariant 5 points
o  Head pose estimation e —
o  Face parts segmentation B oo 1B
@) 3D vertices regression Face Detection 2D Face Alignment 3D Face Reconstruction
(one center point)  (five points) (1k points)
(2) More challenging training scenario, more robust point prediction
Figure 4. Three face localisation tasks have different levels of de-
tail but share the same target: accurate point prediction on the im-
age plane. Each task can benefit from other tasks.
Definition

e Traditional face detection — bounding box prediction
e Face localisation — face detection, pose estimation, alignment, segmentation and 3D reconstruction



RetinaFace

3D face reconstruction
o  Facial template

68 vertices ([x, y, z]*68) + 111 triangles (template) = Mesh68

1035 vertices ([x, y, zZ]*1035) + 1999 triangles (template) = Mesh1k

Figure 3. A mesh consists of vertices plus triangles. Mesh68 is
a coarse version used for quantitative evaluation and Meshlk is a
more elaborate version which includes facial details. In this paper,
we regress Mesh68 and Mesh1k simultaneously.




RetinaFace

® 3 main components:
o  Feature pyramid network
o  Context head module
o  Cascade multi-task loss
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Figure 2. (a) An overview of the proposed single-shot multi-level face localisation approach. (b) Detailed illustration of our loss design.

RetinaFace is designed based on the feature pyramids with five scales. For each scale of the feature maps, there is a deformable context

module. Following the context modules, we calculate a joint loss (face classification, face box regression, five facial landmarks regression 10
and 1k 3D vertices regression) for each positive anchor. To minimise the residual of localisation, we employ cascade regression.



RetinaFace

predicted gt
® 3 main components:

o  Feature pyramid network
o Context head module
o  Cascade multi-task loss

Face detection — Ecls(pi,pf) = Cross-Entropy Loss

ResNet 152
pre-trained on
ImageNet-11k
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Figure 2. (a) An overview of the proposed single-shot multi-level face localisation approach. (b) Detailed illustration of our loss design.
RetinaFace is designed based on the feature pyramids with five scales. For each scale of the feature maps, there is a deformable context
module. Following the context modules, we calculate a joint loss (face classification, face box regression, five facial landmarks regression 11
and 1k 3D vertices regression) for each positive anchor. To minimise the residual of localisation, we employ cascade regression



RetinaFace

® 3 main components:
o  Feature pyramid network
o  Context head module
o  Cascade multi-task loss

Bbox regression — Ly (ti, t;) = Mean Absolute Error

ResNet 152
pre-trained on
ImageNet-11k
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Figure 2. (a) An overview of the proposed single-shot multi-level face localisation approach. (b) Detailed illustration of our loss design.
RetinaFace is designed based on the feature pyramids with five scales. For each scale of the feature maps, there is a deformable context
module. Following the context modules, we calculate a joint loss (face classification, face box regression, five facial landmarks regression 12
and 1k 3D vertices regression) for each positive anchor. To minimise the residual of localisation, we employ cascade regression



RetinaFace

® 3 main components:
o  Feature pyramid network
o  Context head module
o  Cascade multi-task loss

5 landmarks regression — L,,;5(1;, ;) = Mean Absolute Error

ResNet 152
pre-trained on
ImageNet-11k
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Figure 2. (a) An overview of the proposed single-shot multi-level face localisation approach. (b) Detailed illustration of our loss design.
RetinaFace is designed based on the feature pyramids with five scales. For each scale of the feature maps, there is a deformable context
module. Following the context modules, we calculate a joint loss (face classification, face box regression, five facial landmarks regression 13
and 1k 3D vertices regression) for each positive anchor. To minimise the residual of localisation, we employ cascade regression
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® 3 main components:
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o  Context head module 3M 1

o  Cascade multi-task loss
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Figure 2. (a) An overview of the proposed single-shot multi-level face localisation approach. (b) Detailed illustration of our loss design.
RetinaFace is designed based on the feature pyramids with five scales. For each scale of the feature maps, there is a deformable context
module. Following the context modules, we calculate a joint loss (face classification, face box regression, five facial landmarks regression 14
and 1k 3D vertices regression) for each positive anchor. To minimise the residual of localisation, we employ cascade regression
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® 3 main components:

o  Feature pyramid network Multi-task Loss — £ = Lo15(pi, p;) + AMP; Loox(tis t7)
o Context head'module 3 )\2p;‘£pts(li7 l:) i )\3p:£mesh (vi,v;‘)
o  Cascade multi-task loss
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Figure 2. (a) An overview of the proposed single-shot multi-level face localisation approach. (b) Detailed illustration of our loss design.
RetinaFace is designed based on the feature pyramids with five scales. For each scale of the feature maps, there is a deformable context
module. Following the context modules, we calculate a joint loss (face classification, face box regression, five facial landmarks regression 15
and 1k 3D vertices regression) for each positive anchor. To minimise the residual of localisation, we employ cascade regression
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gt (1=face; 0= nonface)

® 3 main components: {
o  Feature pyramid network Multi-task Loss — £ = Lo15(pi, p;) + AMP; Loox(tis t7)
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Figure 2. (a) An overview of the proposed single-shot multi-level face localisation approach. (b) Detailed illustration of our loss design.
RetinaFace is designed based on the feature pyramids with five scales. For each scale of the feature maps, there is a deformable context
module. Following the context modules, we calculate a joint loss (face classification, face box regression, five facial landmarks regression 16
and 1k 3D vertices regression) for each positive anchor. To minimise the residual of localisation, we employ cascade regression



RetinaFace o

Input image size: 640 x 640
o Anchors (face candidates): 16x16 to 406x406

® 3 main components: o 102,300 anchors
o  Feature pyramid network o First head module:
o Context head.module m Positive anchors = loU 2 0.7 to ground-truth
o  Cascade multi-task loss

m  Negative anchors = loU < 0.3 to ground-truth

m Others are ignored
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Figure 2. (a) An overview of the proposed single-shot multi-level face localisation approach. (b) Detailed illustration of our loss design.
RetinaFace is designed based on the feature pyramids with five scales. For each scale of the feature maps, there is a deformable context
module. Following the context modules, we calculate a joint loss (face classification, face box regression, five facial landmarks regression 17
and 1k 3D vertices regression) for each positive anchor. To minimise the residual of localisation, we employ cascade regression.



RetinaFace o

Input image size: 640 x 640
o Anchors (face candidates): 16x16 to 406x406

® 3 main components: o 102,300 anchors
o  Feature pyramid network o Second head module:
o Context head.module m Positive anchors = loU 2 0.5 to ground-truth
o  Cascade multi-task loss

m Negative anchors = loU < 0.4 to ground-truth
m Others are ignored
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Figure 2. (a) An overview of the proposed single-shot multi-level face localisation approach. (b) Detailed illustration of our loss design.
RetinaFace is designed based on the feature pyramids with five scales. For each scale of the feature maps, there is a deformable context
module. Following the context modules, we calculate a joint loss (face classification, face box regression, five facial landmarks regression 1g
and 1k 3D vertices regression) for each positive anchor. To minimise the residual of localisation, we employ cascade regression.



Datasets and Training

e  WIDER FACE - http://shuovang1213.me/WIDERFACE/
o Images are selected from the publicly available WIDER dataset
o 393,703 labeled faces from 32,203 images

o  They manually annotated 5 facial landmarks for 84.6k faces on the training set and 18.5k faces on

the validation set (Figure 5-a).
o  To generate 3D ground-truth, they automatically recover 68 3D landmarks [15] and apply a 3DMM
fitting algorithm [3] to reconstruct a dense 3D face with 53K vertices.

(a) Five Landmarks Annotation (b) 1k 3D Vertices Annotation

Figure 5. We annotate (a) five facial landmarks and (b) 1k 3D
vertices on faces that can be annotated from the WIDER FACE

dataset.

[3] James Booth, Anastasios Roussos, Evangelos Ververas, Epameinondas Antonakos, Stylianos Ploumpis, Yannis Panagakis, and Stefanos Zafeiriou. 3d reconstruction of “in-the-wild” faces in images

and videos. TPAMI, 2018. 19
[15] Jiankang Deng, Anastasios Roussos, Grigorios Chrysos, Evangelos Ververas, Irene Kotsia, Jie Shen, and Stefanos, Zafeiriou. The menpo benchmark for multi-pose 2d and 3d facial landmark

localisation and tracking. 1JCV, 2019.
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Datasets and Training

e  WIDER FACE - http://shuovang1213.me/WIDERFACE/
o  WIDER train.zip
o wider_face_split.zip

Pose Occlusion IHlumination

20


http://shuoyang1213.me/WIDERFACE/

Conclusion

Experimental results showed that the multi-task approach can simultaneously achieve
accurate face detection, 2D face alignment and 3D face reconstruction with efficient
single-shot inference.

Official code:
https://github.com/deepinsight/insightface/tree/master/detection/retinaface

Google Colab:
https://colab.research.google.com/drive/1M K430vyJIbMRCayvkDVydZRS4Cwm ZfD
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