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A B S T R A C T

In this work we present upper bounds 𝜙(𝛽) and 𝜓(𝛽) on the expected approximation factor of
algorithms for, respectively, the minimum dominating set and vertex cover problems in power-
law graphs. In our analysis we use a generalized random graph model with expected power-
law degree distribution. Let 𝐺 be a graph with 𝑛 vertices, 𝑉1 the set of vertices of degree one
in 𝐺, and 𝑁(𝑉1) the neighborhood of 𝑉1. We show that the combination of a preprocessing
step on 𝑁(𝑉1) ∪ 𝑉1 and the execution of an approximation algorithm in the graph induced by
𝑉 ⧵ {𝑁(𝑉1) ∪ 𝑉1} leads to values for 𝜙(𝛽) and 𝜓(𝛽) that do not depend on 𝑛 and outperforms
previous results in literature. More specifically, we show that in the minimum dominating set
problem, 𝜙(𝛽) is asymptotically at most 9.14 for 2.1 ≤ 𝛽 ≤ 2.729, and 3.68 for 2.729 < 𝛽 < 4,
tighter bounds than the ones of Gast et al. (2015). For the vertex cover problem, we show that
𝜓(𝛽) is asymptotically strictly smaller than 2 for 2 < 𝛽 < 4, outperforming the bounds of Gast
and Hauptmann (2014) and Vignatti and da Silva (2016).

1. Introduction
Empirical studies from the late 1990’s and early 2000’s [12, 2, 25, 6, 26, 24, 19, 35, 11] pointed out that a number

of large real-world networks – also commonly called complex networks – from social, biological, and technological
applications follow a power law on their vertex degree distribution. We can informally describe a power law as a
function that decreases in the vertex degree 𝑖 as 𝑖 grows large for a fixed exponent 𝛽 > 0 and a proportionality constant
𝛼, i.e. 𝑓 (𝑖) = 𝛼𝑖−𝛽 . Random graph models for such complex networks are referred as power-law graphs. There is
evidence that optimization problems might be easier for power-law graphs than for graphs in general [11, 32, 18, 9, 10].
More precisely, if one assumes that the input graph is drawn from a distribution where the expected degree distribution
follows a power law, then several problems admit approximation algorithms with expected factors that may not be
achievable for general graphs [36, 15, 16, 17].

Random graph models with arbitrary degree distributions have been studied since at least the late 1970’s
[3, 38, 4, 29, 30, 7, 8, 5]. In this paper we use the generalized random graph (GRG) model, introduced by Britton
et al. [5], which is a generalization of the well-known Erdős–Rényi random graph model, where weights are assigned
to the vertices of the graph. These weights are used for obtaining an arbitrary expected distribution for the vertex
degrees. One advantage of this model is that the edges of the graph are created independently. In order to have an
expected power-law distribution, we use the sequence of weights given by the formula described in the work of Aiello
et al. [1]. The authors propose a random graph model known as ACL(𝛼, 𝛽), which is also a model for power-law graphs,
but it does not have the convenience of having independent edge probabilities.

We refer to the random graph model used in this paper as GRG(𝛼, 𝛽) (the precise definitions are given in Section
2). We note that the well-known Chung–Lu model [7, 8] also uses a sequence of weights for the vertices, so that the
expected degree of each vertex corresponds to its weight. In the work of Vignatti and da Silva [36], the authors show
that the edge probabilities of the Chung–Lu model and the GRG(𝛼, 𝛽) are asymptotically the same for the particular
degree sequence that we are using in this work. As a consequence, every result present in this paper also holds for the
Chung–Lu model.

⋆This document is the result of the research project funded by CAPES (Proc. 88882.461738/2019-01) and CNPq (Proc. 428941/2016-8 and
420079/2021-1).

∗Corresponding author
amlima@inf.ufpr.br (A.M. de Lima); murilo@inf.ufpr.br (M.V.G. da Silva); vignatti@inf.ufpr.br (A.L. Vignatti)
http://www.inf.ufpr.br/amlima/ (A.M. de Lima); http://www.inf.ufpr.br/murilo/ (M.V.G. da Silva);

http://www.inf.ufpr.br/vignatti/ (A.L. Vignatti)
ORCID(s): 0000-0003-4575-2401 (A.M. de Lima); 0000-0002-3392-714X (M.V.G. da Silva); 0000-0001-8268-5215 (A.L. Vignatti)

AM de Lima et al.: Preprint submitted to Elsevier Page 1 of 16

http://www.inf.ufpr.br/amlima/
http://www.inf.ufpr.br/murilo/
http://www.inf.ufpr.br/vignatti/


Improved approximation bounds for the dominating set and the vertex cover in power-law graphs

The main result we prove in this work is a lower bound for the expected size of the neighborhood of vertices of
degree one. As a consequence, we obtain tighter bounds for the approximability of both the minimum dominating
set and the vertex cover problems, improving the previous results from Gast et al. [17] and Vignatti and da Silva
[36], respectively. The minimum dominating set (MDS) problem consists of finding the minimum set of vertices
𝐷 ⊆ 𝑉 in a graph 𝐺 = (𝑉 ,𝐸) such that each 𝑣 ∈ 𝑉 is either in 𝐷 or has at least one neighbor in 𝐷. The
minimum vertex cover (MVC) problem corresponds to finding the minimum set 𝐶 ⊆ 𝑉 such that each 𝑒 ∈ 𝐸 has
at least one endpoint in 𝐶 [14]. Both problems are -Hard [14] and have applications in a variety of contexts and
scenarios [37, 39, 40, 31, 20, 21, 28]. In fact, Ferrante et al. [13] showed that these problems remain -Hard for
the (deterministic) class of graphs respecting the degree distribution given by the formula described in the ACL(𝛼, 𝛽)
model [1].

The minimum dominating set problem is conjectured not to admit a polynomial time approximation algorithm with
a strictly sublogarithmic factor unless  =  [33]. Similarly, the vertex cover problem is conjectured not to admit
a polynomial time approximation algorithm with a factor smaller than 2 [23]. However, when restricted to power-law
graphs, both barriers can be overtaken [15, 17, 36]. An approximation factor of (log 𝑛) can be achieved for the MDS
problem using an approximation algorithm for graphs in general. Gast et al. [17] showed that the expected factor of
approximation for this algorithm is constant when the input graph is a random sample from the ACL(𝛼, 𝛽)model. In this
paper we use the GRG(𝛼, 𝛽) to show that for 2 < 𝛽 ≤ 2.52 and 2.729 < 𝛽 < 2.85 the expected approximation factor
is significantly smaller than the one obtained in [17]. We note that, in many power-law graphs that model practical
applications, 𝛽 falls between 2 and 3 [6, 22, 27, 34]. Additionally we show that our results also imply a significantly
better expected approximation factor for the MVC for graphs in the GRG(𝛼, 𝛽) model, for 2 < 𝛽 < 4, where this factor
is near 1 as 𝛽 gets closer to 4. It is important to highlight, though, that our bounds for the MDS cannot be directly
compared with the ones in [15, 17] since the random graph models are not exactly the same.

At the center of our analysis for both the MDS and MVC problems there is a proof of a lower bound for the expected
size of the neighborhood of the vertices with degree one. We use this lower bound to estimate the optimal solution
obtained by an approximation algorithm together with a simple preprocessing step. Following the previous approaches
of [15, 17, 36], the idea is that the neighborhood of degree one vertices is included in the optimal solution – this
corresponds to a large portion of the vertices – and an approximation algorithm is used in the remaining part of the
graph. The expected approximation factors for the MDS and MVC problems, respectively denoted by 𝜙(𝛽) and 𝜓(𝛽),
corresponds to

𝜙(𝛽) ≲
𝜁 (𝛽) + Li𝛽−1(1∕𝑒)

(Li𝛽−1(1∕𝑒)
2𝜁 (𝛽−1) − 1

)

𝜁 (𝛽)𝜌(𝛽) − (Li𝛽−1(1∕𝑒))2

2𝜁 (𝛽−1)

and

𝜓(𝛽) ≲ 2 −
⎛

⎜

⎜

⎝

𝜌(𝛽)

1 − Li𝛽 (1∕𝑒)
𝜁 (𝛽) − Li𝛽−1(1∕𝑒)

𝜁 (𝛽)

⎞

⎟

⎟

⎠

,

where 𝜌(𝛽) ≈ 1 −
Li𝛽

⎛

⎜

⎜

⎝

(

1
𝑒

)

Li𝛽−1(1∕𝑒)
𝜁 (𝛽−1)

⎞

⎟

⎟

⎠

𝜁 (𝛽) , for 2 < 𝛽 < 4. The symbols “≈” and “≲” denote asymptotic approximations for,
respectively, equality and upper bound (see Section 2). The upper bounds of 𝜙(𝛽) and 𝜓(𝛽) can be better understood
from Figures 1 and 2. As far as we know, the expected approximation factors obtained for both problems are the best
for power-law graphs.

This paper is organized as follows: in Section 2 we provide the definitions of our random graph model; in Section 3
we present the crux of our analysis, which is a lower bound for the neighborhood of the degree one vertices; in Section
4 we show our strategy for dealing with the approximability of the MDS problem; Section 5 describes our new results
for approximability of the MVC problem, and Section 6 presents the concluding remarks and directions for future
work.
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(a) (b)

(c)

Figure 1: In (c), the graph of our approximation factor for the minimum dominating set problem 2 < 𝛽 < 4. In (a) and
(b), we compare our bound (darker blue line) with the results of Gast et al. [17] (lighter orange line).

Figure 2: Comparison of the expected approximation factor between our work and the results of Gast et al. [15] and
Vignatti and da Silva [36], for 2 < 𝛽 < 4.
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2. Preliminaries
Throughout this paper, we use ≈ to denote an asymptotic approximation, i.e. given functions 𝑓 (𝑛) and 𝑔(𝑛), then

𝑓 (𝑛) ≈ 𝑔(𝑛) if lim𝑛→∞
𝑓 (𝑛)
𝑔(𝑛) = 1. We also use ≲ and ≳, respectively, to denote an asymptotic upper and lower bound

approximation. Formally, we have that 𝑓 (𝑛) ≲ 𝑔(𝑛) if lim𝑛→∞
𝑓 (𝑛)
𝑔(𝑛) ≤ 1, and 𝑓 (𝑛) ≳ 𝑔(𝑛) if lim𝑛→∞

𝑓 (𝑛)
𝑔(𝑛) ≥ 1. It is

worth mentioning that the lower and upper asymptotic approximations that are used here are stronger than the Ω and
 asymptotic notations.

For the next definitions and throughout the results of this paper, we denote 𝜁 (𝛽) =
∑∞
𝑗=1

1
𝑗𝛽 the Riemann zeta

function and Li𝛽(𝑧) =
∑∞
𝑗=1

𝑧𝑗

𝑗𝛽 the polylogarithmic function.
Let 𝐺 = (𝑉 ,𝐸) be a random graph with 𝑛 = |𝑉 | and 𝑚 = |𝐸|. Consider the vertex set 𝑉 = {1, 2,… , |𝑉 |}.

In this work we use the GRG model proposed by Britton et al. [5], where there is a weight 𝑤𝑣 associated to each
vertex 𝑣 ∈ 𝑉 . We denote 𝑊𝑘 the set of vertices having weight 𝑘, i.e. 𝑊𝑘 = {𝑣 ∈ 𝑉 ∣ 𝑤𝑣 = 𝑘}. Let 𝑤 be a
vector with entries 𝑤1, ..., 𝑤|𝑉 |. In the GRG model, every edge 𝑖𝑗 is created independently at random with probability
Pr(𝑖𝑗 ∈ 𝐸) = 𝑤𝑖𝑤𝑗

𝓁𝑛+𝑤𝑖𝑤𝑗
, where 𝓁𝑛 =

∑

𝑣∈𝑉 𝑤𝑣. In the literature 𝑝𝑖𝑗 usually refers to the probability of an edge connecting
vertex 𝑖 and vertex 𝑗. For the sake of convenience, however, we refer to 𝑝𝑖𝑗 as the probability of a vertex having weight
𝑖 connects to a vertex having weight 𝑗.

Naturally, the vertex degrees depends on 𝑤, so we set the weights in such vector using similar principles of the
ones in Aiello et al. [1] to create a power-law random graph with exponent 𝛽 > 2. Consider 𝑦𝑗 =

⌊

𝑒𝛼

𝑗𝛽

⌋

, for each

𝑗 = 1,… ,Δ, where Δ = ⌊𝑒𝛼∕𝛽⌋ and 𝛼 = ln
(

|𝑉 |
𝜁 (𝛽)

)

. On the ACL(𝛼, 𝛽) model, there are 𝑦𝑗 vertices of fixed degree 𝑗.
Similarly, in our model, we assign weight 𝑗 to 𝑦𝑗 vertices. We denote by GRG(𝛼, 𝛽) a GRG random graph having such
distribution on its vertex degrees.

Note that, from the definition of 𝛼, we have |𝑉 | = 𝑒𝛼𝜁 (𝛽). Aiello et al. [1] observe that we can ignore rounding in
the values of 𝑦𝑗 and Δ. However, some extra care has to be taken in the values of 𝑦𝑗 in the ACL(𝛼, 𝛽) model, since the
vertex degrees sequence must be a graphic sequence. In the GRG(𝛼, 𝛽) model we do not need such restriction since 𝑦𝑗
is associated to the weights and not to the degrees.

Using the 𝑦’s values defined above, note that

𝓁𝑛 =
∑

𝑣∈𝑉
𝑤𝑣 =

Δ
∑

𝑗=1
𝑗 ⋅ 𝑦𝑗 ≈

Δ
∑

𝑗=1
𝑗 ⋅ 𝑒

𝛼

𝑗𝛽
≈ 𝑒𝛼𝜁 (𝛽 − 1),

and hence, and edge connecting a vertex of degree 𝑖 with a vertex of degree 𝑗 is created independently at random with
probability 𝑝𝑖𝑗 =

𝑖𝑗
𝑒𝛼𝜁 (𝛽−1)+𝑖𝑗 . In Lemma 2.1 in [36], the authors show that 𝑝𝑖𝑗 ≈

𝑖𝑗
𝑒𝛼𝜁 (𝛽−1) . On the other hand, using the

𝑦’s values on the Chung–Lu model [7, 8], we have 𝑝𝑖𝑗 =
𝑖𝑗

𝑒𝛼𝜁 (𝛽−1) . Thus, we conclude that GRG(𝛼, 𝛽) and Chung–Lu
models are asymptotically equivalent for the power-law weight distribution that we use here, and all results in this
paper hold in the Chung–Lu model.

We use the notation 𝑢 → 𝑣 to refer to the event where the vertex 𝑢 is adjacent to 𝑣 in the resulting graph 𝐺. The
degree of 𝑣 ∈ 𝑉 is denoted by 𝑑(𝑣) and we denote 𝑉𝑘 the set of vertices of degree 𝑘.

Let 𝑉 − = 𝑉 ⧵ {𝑉0 ∪ 𝑉1}. For 𝑆 ⊆ 𝑉 , denote 𝐺[𝑆] the graph induced by 𝑆 and denote 𝑁(𝑆) the neighborhood
of 𝑆 in 𝐺, i.e. the set of vertices that are adjacent to a vertex of 𝑆. The set 𝑁(𝑉1) denotes the neighborhood of 𝑉1 in
𝐺 and it can be expressed as 𝑁(𝑉1) = 𝑁(𝑉1)− ∪𝑁(𝑉1)(1), where 𝑁(𝑉1)− corresponds to the set of vertices in 𝑁(𝑉1)
that have degree greater than one and 𝑁(𝑉1)(1) are vertices of 𝑁(𝑉1) that have degree equal to one.

Lemma 1. (see [36], Lemma 3.1) Let 𝑞𝑖𝑘 = 1 − 𝑝𝑖𝑘. Then

Δ
∏

𝑘=1
𝑞|𝑊𝑘|
𝑖𝑘 ≈ 1

𝑒𝑖
.

Lemma 2. (see [36], Lemma 3.2)

Pr(𝑣 ∈ 𝑊𝑖) =
(𝑒𝛼∕𝑖𝛽)
𝑒𝛼𝜁 (𝛽)

= 1
𝑖𝛽𝜁 (𝛽)

.
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Lemma 3. (see [36], Lemma 3.3)

Pr(𝑣 ∈ 𝑉0 ∣ 𝑣 ∈ 𝑊𝑖) ≈
1
𝑒𝑖
.

Lemma 4. (see [36], Lemmas 3.5 and 3.6)

Pr(𝑣 ∈ 𝑉0) ≈
Li𝛽(1∕𝑒)
𝜁 (𝛽)

and Pr(𝑣 ∈ 𝑉1) ≈
Li𝛽−1(1∕𝑒)
𝜁 (𝛽)

.

Lemma 5. Let 𝑞𝑗𝑘 = 1 − 𝑝𝑗𝑘, where 𝑝𝑗𝑘 =
𝑗𝑘

𝑒𝛼𝜁 (𝛽−1) . Then

Δ
∏

𝑙=1
(𝑞𝑘𝑙𝑞𝑖𝑙)|𝑊𝑙| ≈ 1

𝑒𝑖+𝑘
.

Proof. Trivially from Lemma 1.

3. Technical lemmas
The main result of this section is the expected value of |𝑁(𝑉1)| and its corresponding parts, i.e. |𝑁(𝑉1)−| and

|𝑁(𝑉1)(1)|. We show these results in Lemmas 9, 13, and 14. The size of these sets are crucial for the approximation
algorithms presented in Sections 4 and 5. For both algorithms we can run a preprocessing step in the set of vertices in
𝑁(𝑉1)− and 𝑁(𝑉1)(1). We observe that the vertices in 𝑁(𝑉1)(1) are all in 𝑉1 and each edge between vertices from this
set corresponds to an isolated edge.

A first observation is that we are interested in estimating the size of large sets, such as 𝑉1 and 𝑁(𝑉1). These sets
grow asymptotically with the size of the graph. On the other hand, for large graphs, probabilities of events related to
one particular vertex or one particular edge are asymptotically negligible, as shown in Lemma 6. We combine these
two facts in Lemmas 7 and 8 in order to show that for a given vertex 𝑣, adjacent to a given vertex 𝑤, the asymptotic
probability of the event 𝑑(𝑣) = 1 is the same of the event 𝑑(𝑣) = 0 in the graph induced by 𝑉 ⧵ {𝑤}.
Lemma 6. Consider 𝑗, 𝑘 ∈ {1,… , 𝑒𝛼∕𝛽} and 𝑞𝑗𝑘 = 1 − 𝑝𝑗𝑘, where

𝑝𝑗𝑘 =
𝑗𝑘

𝑒𝛼𝜁 (𝛽 − 1)
.

Then, 𝑞𝑗𝑘 ≈ 1.
Proof. Using the fact 𝛽 > 2,

lim
𝛼→∞

𝑗𝑘
𝑒𝛼𝜁 (𝛽 − 1)

≤ 1
𝜁 (𝛽 − 1)

lim
𝛼→∞

𝑒
𝛼
𝛽 𝑒

𝛼
𝛽

𝑒𝛼
= 1
𝜁 (𝛽 − 1)

lim
𝛼→∞

𝑒𝛼
(

2
𝛽 −1

)

= 0.

Lemma 7. Consider (𝑢,𝑤) ∈ 𝑉 2 such that 𝑢 ∈ 𝑊𝑗 and 𝑤 ∈ 𝑊𝑖. Then

Pr(𝑢 ∈ 𝑉1 ∣ 𝑢 ∈ 𝑊𝑗 and 𝑤 ∈ 𝑊𝑖 and 𝑤 → 𝑢) ≈ Pr(𝑢 ∈ 𝑉0 ∣ 𝑢 ∈ 𝑊𝑗).

Proof. Let𝑋𝑣 be the binary random variable associated to vertex 𝑢 such that𝑋𝑣 = 1 if 𝑢 → 𝑣,𝑋𝑣 = 0 otherwise. Note
that these binary random variables are mutually independent, since edges are independently generated in our random
graph model. We now compute the probability of 𝑢 not being adjacent to any other vertex in 𝑉 except 𝑤. That is,

Pr(𝑢 ∈ 𝑉1 ∣ 𝑢 ∈ 𝑊𝑗 and 𝑤 ∈ 𝑊𝑖 and 𝑤→ 𝑢)

= Pr

⎛

⎜

⎜

⎜

⎝

⋂

𝑣∈𝑉
𝑣≠𝑢≠𝑤

𝑋𝑣 = 0
|

|

|

|

𝑢 ∈ 𝑊𝑗 and 𝑤 ∈ 𝑊𝑖 and 𝑤 → 𝑢

⎞

⎟

⎟

⎟

⎠

=
∏

𝑣∈𝑉
𝑣≠𝑢≠𝑤

Pr(𝑋𝑣 = 0 ∣ 𝑢 ∈ 𝑊𝑗 and 𝑤 ∈ 𝑊𝑖 and 𝑤→ 𝑢)

= 1
𝑞𝑖𝑗𝑞𝑗𝑗

Δ
∏

𝑘=1

∏

𝑣∈𝑊𝑘

𝑞𝑗𝑘 =
1

𝑞𝑖𝑗𝑞𝑗𝑗

Δ
∏

𝑘=1
𝑞|𝑊𝑘|
𝑗𝑘 ≈ 1

𝑒𝑗
1

𝑞𝑖𝑗𝑞𝑗𝑗
≈ 1
𝑒𝑗

≈ Pr(𝑢 ∈ 𝑉0 ∣ 𝑢 ∈ 𝑊𝑗),
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where the approximations follow from Lemmas 1, 3, and 6.

Lemma 8. Consider (𝑢, 𝑣) ∈ 𝑉 2 such that 𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗 . Then

Pr(𝑢 ∈ 𝑉1 and 𝑣 ∈ 𝑉1 ∣ 𝑢 → 𝑣 and 𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗) ≈ Pr(𝑢 ∈ 𝑉0 ∣ 𝑢 ∈ 𝑊𝑖) ⋅ Pr(𝑣 ∈ 𝑉0 ∣ 𝑣 ∈ 𝑊𝑗).

Proof. Consider the random variable 𝑋𝑧𝑢 with respect to 𝑢, defined for each 𝑧 ∈ 𝑉 , such that 𝑋𝑧𝑢 = 1 if 𝑧 → 𝑢 (and
𝑋𝑧𝑢 = 0 otherwise). The random variable 𝑋𝑧𝑣 is defined analogously to 𝑋𝑧𝑢.

Note that each 𝑋𝑧𝑢 (and 𝑋𝑧𝑣) are mutually independent, since edges are independently generated in our random
graph model. We now compute the probability of 𝑢 not being adjacent to any other vertex in 𝑉 except 𝑣 (and vice-versa
for 𝑣). Then

Pr(𝑢 ∈ 𝑉1 and 𝑣 ∈ 𝑉1 ∣ 𝑢 → 𝑣 and 𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗)

= Pr

⎛

⎜

⎜

⎜

⎝

⋂

𝑧∈𝑉
𝑧≠𝑢≠𝑣

(𝑋𝑧𝑢 = 0) and
⋂

𝑧∈𝑉
𝑧≠𝑢≠𝑣

(𝑋𝑧𝑣 = 0)
|

|

|

|

|

𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗 and 𝑢→ 𝑣

⎞

⎟

⎟

⎟

⎠

=Pr

⎛

⎜

⎜

⎜

⎝

⋂

𝑧∈𝑉
𝑧≠𝑢≠𝑣

(𝑋𝑧𝑢 = 0)
|

|

|

|

|

𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗 and 𝑢 → 𝑣

⎞

⎟

⎟

⎟

⎠

⋅ Pr

⎛

⎜

⎜

⎜

⎝

⋂

𝑧∈𝑉
𝑧≠𝑢≠𝑣

(𝑋𝑧𝑣 = 0)
|

|

|

|

|

𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗 and 𝑢→ 𝑣

⎞

⎟

⎟

⎟

⎠

=
∏

𝑧∈𝑉
𝑧≠𝑢≠𝑣

Pr(𝑋𝑧𝑢 = 0 ∣ 𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗 and 𝑢 → 𝑣) ⋅
∏

𝑧∈𝑉
𝑧≠𝑢≠𝑣

Pr(𝑋𝑧𝑣 = 0 ∣ 𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗 and 𝑢→ 𝑣)

≈ 1
𝑒𝑖

1
𝑞𝑖𝑖𝑞𝑖𝑗

1
𝑒𝑗

1
𝑞𝑖𝑗𝑞𝑗𝑗

≈ 1
𝑒𝑗

1
𝑒𝑖

≈ Pr(𝑢 ∈ 𝑉0 ∣ 𝑢 ∈ 𝑊𝑖) Pr(𝑣 ∈ 𝑉0 ∣ 𝑣 ∈ 𝑊𝑗),

where the second and third equations follow since the events are mutually independent, and the approximations follow
from Lemmas 1, 3, and 6.

Lemma 9.

E[|𝑁(𝑉1)(1)|] ≈
𝑒𝛼(Li𝛽−1(1∕𝑒))2

𝜁 (𝛽 − 1)
.

Proof. Consider the binary random variable 𝑋𝑢𝑣 defined as follows:

𝑋𝑢𝑣 =

{

1, if 𝑢 ∈ 𝑉1 and 𝑣 ∈ 𝑉1 and 𝑢→ 𝑣
0, otherwise.

Then we have

Pr(𝑢 ∈ 𝑉1 and 𝑣 ∈ 𝑉1 and 𝑢→ 𝑣)

=
Δ
∑

𝑖=1
Pr(𝑢 ∈ 𝑉1 and 𝑣 ∈ 𝑉1 and 𝑢→ 𝑣 ∣ 𝑢 ∈ 𝑊𝑖) Pr(𝑢 ∈ 𝑊𝑖)

=
Δ
∑

𝑖=1

Δ
∑

𝑗=1
Pr(𝑢 ∈ 𝑉1 and 𝑣 ∈ 𝑉1 and 𝑢 → 𝑣 ∣ 𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗) Pr(𝑣 ∈ 𝑊𝑗) Pr(𝑢 ∈ 𝑊𝑖).

For given events 𝐴, 𝐵, and 𝐶 , by the definition of conditional probability we have that

Pr(𝐴 and 𝐵 ∣ 𝐶) =
Pr(𝐴 ∣ 𝐵 and 𝐶) Pr(𝐵 ∣ 𝐶) Pr(𝐶)

Pr(𝐶)
= Pr(𝐴 ∣ 𝐵 and 𝐶) Pr(𝐵 ∣ 𝐶).
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Therefore,

Pr(𝑢 ∈ 𝑉1 and 𝑣 ∈ 𝑉1 and 𝑢→ 𝑣 ∣ 𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗)
= Pr(𝑢 ∈ 𝑉1 and 𝑣 ∈ 𝑉1 ∣ 𝑢 → 𝑣 and 𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗) Pr(𝑢 → 𝑣 ∣ 𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗)
≈ Pr(𝑢 ∈ 𝑉0 ∣ 𝑢 ∈ 𝑊𝑖) ⋅ Pr(𝑣 ∈ 𝑉0 ∣ 𝑣 ∈ 𝑊𝑗) Pr(𝑢 → 𝑣 ∣ 𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗)

where the approximation is given by Lemma 8. By Lemmas 2 and 3, we have

E[|𝑁(𝑉1)(1)|] =
∑

(𝑢,𝑣)∈𝑉 2

Pr(𝑋𝑢𝑣 = 1)

=
∑

(𝑢,𝑣)∈𝑉 2

Δ
∑

𝑖=1

Δ
∑

𝑗=1
(Pr(𝑋𝑢𝑣 = 1 ∣ 𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗) ⋅ Pr(𝑢 ∈ 𝑊𝑖) ⋅ Pr(𝑣 ∈ 𝑊𝑗))

≈
∑

(𝑢,𝑣)∈𝑉 2

Δ
∑

𝑖=1

Δ
∑

𝑗=1

(

Pr(𝑢 ∈ 𝑉0 ∣ 𝑢 ∈ 𝑊𝑖) ⋅ Pr(𝑣 ∈ 𝑉0 ∣ 𝑣 ∈ 𝑊𝑗)

⋅ Pr(𝑢 → 𝑣 ∣ 𝑢 ∈ 𝑊𝑖 and 𝑣 ∈ 𝑊𝑗) Pr(𝑢 ∈ 𝑊𝑖) Pr(𝑣 ∈ 𝑊𝑗)
)

≈
∑

(𝑢,𝑣)∈𝑉 2

Δ
∑

𝑖=1

Δ
∑

𝑗=1

1
𝑒𝑖+𝑗

𝑖𝑗
𝑒𝛼𝜁 (𝛽 − 1)

1
(𝑖𝑗)𝛽𝜁 (𝛽)2

= 1
𝑒𝛼𝜁 (𝛽 − 1)𝜁 (𝛽)2

∑

(𝑢,𝑣)∈𝑉 2

Δ
∑

𝑖=1

𝑖
𝑒𝑖𝑖𝛽

Δ
∑

𝑗=1

𝑗
𝑒𝑗𝑗𝛽

≈
𝑒2𝛼𝜁 (𝛽)2(Li𝛽−1(1∕𝑒))2

𝑒𝛼𝜁 (𝛽 − 1)𝜁 (𝛽)2
=
𝑒𝛼(Li𝛽−1(1∕𝑒))2

𝜁 (𝛽 − 1)
.

Given a fixed vertex 𝑣 of weight 𝑗 and a set of vertices 𝑌 ⊆ 𝑉 adjacent to 𝑣, we show in Lemma 10 that all events
of the type “𝑦 is adjacent only to 𝑣”, 𝑦 ∈ 𝑌 , are approximately mutually independent.

Lemma 10. For fixed 𝑣 ∈ 𝑉 with weight 𝑗, for any 𝑢 ∈ 𝑉 with weight 𝑖, and for a subset 𝑆 ⊆ 𝑉 , such that 𝑢 ∉ 𝑆,

Pr

(

𝑣→ 𝑢 and 𝑢 ∈ 𝑉1
|

|

|

|

⋂

𝑦∈𝑆
(𝑣→ 𝑦 and 𝑦 ∈ 𝑉1)

)

≈ Pr(𝑣 → 𝑢 and 𝑢 ∈ 𝑉1).

Proof. We have that

Pr

(

𝑢 ∈ 𝑉1 and 𝑣 → 𝑢
|

|

|

|

⋂

𝑦∈𝑆
(𝑣→ 𝑦 and 𝑦 ∈ 𝑉1)

)

=
Pr

(

𝑢 ∈ 𝑉1 and 𝑣→ 𝑢 and
⋂

𝑦∈𝑆 𝑣→ 𝑦 and
⋂

𝑦∈𝑆 𝑦 ∈ 𝑉1
)

Pr
(

⋂

𝑦∈𝑆 𝑣→ 𝑦 and
⋂

𝑦∈𝑆 𝑦 ∈ 𝑉1
)

=
Pr

(

𝑢 ∈ 𝑉1 and
⋂

𝑦∈𝑆 𝑦 ∈ 𝑉1
|

|

|

|

𝑣 → 𝑢 and
⋂

𝑦∈𝑆 𝑣→ 𝑦
)

Pr
(

𝑣 → 𝑢
|

|

|

|

⋂

𝑦∈𝑆 𝑣→ 𝑦
)

Pr
(

⋂

𝑦∈𝑆 𝑦 ∈ 𝑉1
|

|

|

|

⋂

𝑦∈𝑆 𝑣 → 𝑦
)

by the fact that

Pr(𝐴 and 𝐵 ∣ 𝐶 and 𝐷) =
Pr(𝐴 and 𝐵 and 𝐶 and 𝐷)

Pr(𝐶 and 𝐷)
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=
Pr(𝐴 and 𝐶 ∣ 𝐵 and 𝐷) Pr(𝐵 ∣ 𝐷) Pr(𝐷)

Pr(𝐶 ∣ 𝐷) Pr(𝐷)
=

Pr(𝐴 and 𝐶 ∣ 𝐵 and 𝐷) Pr(𝐵 ∣ 𝐷)
Pr(𝐶 ∣ 𝐷)

.

Consider a vertex 𝑤 with weight 𝑘. Let 𝑋𝑢𝑤 be the binary random variable having 𝑋𝑢𝑤 = 1 if 𝑤 → 𝑢 (and 𝑋𝑢𝑤 = 0
otherwise). The set of events 𝑤→ 𝑢, for each 𝑤 ∈ 𝑉 , is mutually independent. Then

Pr

(

𝑢 ∈ 𝑉1 and
⋂

𝑦∈𝑆
𝑦 ∈ 𝑉1

|

|

|

|

𝑣→ 𝑢 and
⋂

𝑦∈𝑆
𝑣→ 𝑦

)

= Pr

(

⋂

𝑦∈𝑆
𝑋𝑦𝑢 = 0 and

⋂

𝑦∈𝑆
𝑋𝑢𝑦 = 0 and

⋂

𝑦∈𝑆

⋂

𝑦′∈𝑆∶𝑦≠𝑦′
(𝑋𝑦𝑦′ = 0 and 𝑋𝑦′𝑦 = 0)

and
⋂

𝑤∈{𝑉 ⧵𝑆}∶𝑤≠𝑢≠𝑣
𝑋𝑤𝑢 = 0 and

⋂

𝑦∈𝑆

⋂

𝑤∈{𝑉 ⧵𝑆}∶𝑤≠𝑢≠𝑣
𝑋𝑤𝑦 = 0

)

=
∏

𝑦∈𝑆
Pr(𝑋𝑦𝑢 = 0 and 𝑋𝑢𝑦 = 0)

∏

𝑦∈𝑆

∏

𝑦′∈𝑆
𝑦≠𝑦′

Pr(𝑋𝑦𝑦′ = 0 and 𝑋𝑦′𝑦 = 0)

∏

𝑤∈𝑉 ⧵𝑆
𝑤≠𝑢≠𝑣

Pr(𝑋𝑤𝑢 = 0)
∏

𝑦∈𝑆

∏

𝑤∈𝑉 ⧵𝑆
𝑤≠𝑢≠𝑣

Pr(𝑋𝑤𝑦 = 0).

We have that

Pr

(

⋂

𝑦∈𝑆
𝑦 ∈ 𝑉1

|

|

|

|

|

|

⋂

𝑦∈𝑆
𝑣 → 𝑦

)

=Pr
⎛

⎜

⎜

⎝

⋂

𝑦∈𝑆

⋂

𝑦′∈𝑆∶𝑦≠𝑦′
(𝑋𝑦𝑦′ = 0 and 𝑋𝑦′𝑦 = 0) and

⋂

𝑦∈𝑆

⋂

𝑤∈{𝑉 ⧵𝑆}∶𝑤≠𝑢≠𝑣
𝑋𝑤𝑦 = 0 and

⋂

𝑦∈𝑆
𝑋𝑢𝑦 = 0

⎞

⎟

⎟

⎠

=
∏

𝑦∈𝑆

∏

𝑦′∈𝑆
𝑦≠𝑦′

Pr(𝑋𝑦𝑦′ = 0 and 𝑋𝑦′𝑦 = 0)
∏

𝑦∈𝑆

∏

𝑤∈𝑉 ⧵𝑆
𝑤≠𝑢≠𝑣

Pr(𝑋𝑤𝑦 = 0)
∏

𝑦∈𝑆
Pr(𝑋𝑢𝑦 = 0)

=
∏

𝑦∈𝑆

∏

𝑦′∈𝑆
𝑦≠𝑦′

Pr(𝑋𝑦𝑦′ = 0 and 𝑋𝑦′𝑦 = 0)
∏

𝑦∈𝑆

∏

𝑤∈𝑉 ⧵𝑆
𝑤≠𝑢≠𝑣

Pr(𝑋𝑤𝑦 = 0) ⋅
∏

𝑦∈𝑆
Pr(𝑋𝑢𝑦 = 0)

∏

𝑦∈𝑆
Pr(𝑋𝑢𝑦 = 0 and 𝑋𝑦𝑢 = 0).

The last equality comes from the fact that
∏

𝑦∈𝑆
Pr(𝑋𝑢𝑦 = 0 and 𝑋𝑦𝑢 = 0) =

∏

𝑦∈𝑆
Pr(𝑋𝑦𝑢 = 0 ∣ 𝑋𝑢𝑦 = 0) Pr(𝑋𝑢𝑦 = 0)

=
∏

𝑦∈𝑆
Pr(𝑋𝑦𝑢 = 0).

In addition, the event 𝑣→ 𝑢 is independent from
⋂

𝑦∈𝑆 𝑣 → 𝑦, and hence,

Pr

(

𝑣→ 𝑢
|

|

|

|

|

|

⋂

𝑦∈𝑆
𝑣→ 𝑦

)

= Pr(𝑣→ 𝑢) ≈
𝑖𝑗

𝑒𝛼𝜁 (𝛽 − 1)
.
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Therefore,

Pr

(

𝑣→ 𝑢 and 𝑢 ∈ 𝑉1
|

|

|

|

|

|

⋂

𝑦∈𝑆
(𝑣 → 𝑦 and 𝑦 ∈ 𝑉1)

)

=
𝑖𝑗

𝑒𝛼𝜁 (𝛽 − 1)
∏

𝑦∈𝑆
Pr(𝑋𝑦𝑢 = 0)

∏

𝑤∈𝑉 ⧵𝑆
𝑤≠𝑢≠𝑣

Pr(𝑋𝑤𝑢 = 0)

=
𝑖𝑗

𝑒𝛼𝜁 (𝛽 − 1)
∏

𝑤∈𝑉
𝑤≠𝑢≠𝑣

Pr(𝑋𝑤𝑢 = 0)

≈
𝑖𝑗

𝑒𝛼𝜁 (𝛽 − 1)
1
𝑒𝑖

1
𝑞𝑖𝑖𝑞𝑖𝑗

≈
𝑖𝑗

𝑒𝑖𝑒𝛼𝜁 (𝛽 − 1)

where the approximations in the last line come from Lemmas 5 and 6.
By Lemma 7, this corresponds to

Pr(𝑢 ∈ 𝑉1 and 𝑣→ 𝑢) = Pr(𝑢 ∈ 𝑉1 ∣ 𝑢 → 𝑣) Pr(𝑢 → 𝑣).

This concludes the proof.

Corollary 1. For fixed 𝑣 ∈ 𝑉 with weight 𝑗 and for any 𝑢 ∈ 𝑉 with weight 𝑖, the events 𝑣 → 𝑢 ∧ 𝑢 ∈ 𝑉1 are
approximately mutually independent.

For the lemmas and theorems below, we denote by 𝑣⟶ 𝑆 the event of the vertex 𝑣 be connected to the set 𝑆 ⊆ 𝑉 .

Lemma 11.

Pr(𝑣⟶ 𝑉1 ∣ 𝑣 ∈ 𝑊𝑗) ≳ 1 −
(1
𝑒

)

𝑗Li𝛽−1(1∕𝑒)
𝜁 (𝛽−1) .

Proof. Let𝑋𝑢 be the binary random variable associated to 𝑢 ∈ 𝑊𝑖, for 1 ≤ 𝑖 ≤ Δ, such that𝑋𝑢 = 1 if 𝑣→ 𝑢 and 𝑢 ∈ 𝑉1
(and𝑋𝑢 = 0 otherwise). From De Morgan’s law, from Corollary 1, and Lemma 10, and the fact that

(

1 − 𝑎
𝑥

)𝑥
≤
(

1
𝑒

)𝑎
,

we have

Pr(𝑣⟶ 𝑉1 ∣ 𝑣 ∈ 𝑊𝑗) = Pr

(

⋃

𝑢∈𝑉
(𝑣 → 𝑢 and 𝑢 ∈ 𝑉1)

|

|

|

|

|

𝑣 ∈ 𝑊𝑗

)

=1 − Pr

(

⋂

𝑢∈𝑉
(𝑣 ↛ 𝑢 or 𝑢 ∉ 𝑉1)

|

|

|

|

|

𝑣 ∈ 𝑊𝑗

)

=1 − Pr

( Δ
⋂

𝑖=1

⋂

𝑢∈𝑊𝑖

(𝑋𝑢 = 0)
|

|

|

|

|

|

𝑣 ∈ 𝑊𝑗

)

≈1 −
Δ
∏

𝑖=1

∏

𝑢∈𝑊𝑖

(

1 −
𝑖𝑗

𝑒𝑖𝑒𝛼𝜁 (𝛽 − 1)

)

=1 −
Δ
∏

𝑖=1

(

1 −
𝑖𝑗

𝑒𝑖𝑒𝛼𝜁 (𝛽 − 1)

)𝑒𝛼∕𝑖𝛽

≳1 −
Δ
∏

𝑖=1

(1
𝑒

)

𝑖𝑗
𝑒𝑖𝜁 (𝛽−1)𝑖𝛽 = 1 −

(1
𝑒

)

∑Δ
𝑖=1

𝑖𝑗
𝑒𝑖𝜁 (𝛽−1)𝑖𝛽

≈1 −
(1
𝑒

)

𝑗Li𝛽−1(1∕𝑒)
𝜁 (𝛽−1) .
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Let 𝜌(𝛽) ≈ 1 −
Li𝛽

⎛

⎜

⎜

⎝

(

1
𝑒

)

Li𝛽−1(1∕𝑒)
𝜁 (𝛽−1)

⎞

⎟

⎟

⎠

𝜁 (𝛽) .

Lemma 12.

Pr(𝑣⟶ 𝑉1) ≳ 𝜌(𝛽).

Proof. By Lemmas 2 and 11,

Pr(𝑣⟶ 𝑉1) =
Δ
∑

𝑗=1
Pr(𝑣⟶ 𝑉1 ∣ 𝑣 ∈ 𝑊𝑗) Pr(𝑣 ∈ 𝑊𝑗)

≳
Δ
∑

𝑗=1

⎛

⎜

⎜

⎝

1 −
(1
𝑒

)

𝑗Li𝛽−1(1∕𝑒)
𝜁 (𝛽−1)

⎞

⎟

⎟

⎠

1
𝑗𝛽𝜁 (𝛽)

≈ 1 −

Li𝛽

(

(

1
𝑒

)

Li𝛽−1(1∕𝑒)
𝜁 (𝛽−1)

)

𝜁 (𝛽)
.

Lemma 13.

E[|𝑁(𝑉1)|] ≳ 𝑒𝛼𝜁 (𝛽)𝜌(𝛽).

Proof. Let𝑋𝑣 be the binary random variable associated to 𝑣 ∈ 𝑉 such that𝑋𝑣 = 1 if 𝑣⟶ 𝑉1 (and𝑋𝑣 = 0 otherwise).
Then by Lemma 12,

E[|𝑁(𝑉1)|] =
∑

𝑣∈𝑉
Pr(𝑣⟶ 𝑉1) ≳ 𝑒𝛼𝜁 (𝛽)𝜌(𝛽).

Lemma 14.

E[|𝑁(𝑉1)−|] ≳ 𝑒𝛼
(

𝜁 (𝛽)𝜌(𝛽) −
(Li𝛽−1(1∕𝑒))2

𝜁 (𝛽 − 1)

)

.

Proof. Directly from E[|𝑁(𝑉1)|] = E[|𝑁(𝑉1)−|] + E[|𝑁(𝑉1)(1)|], and Lemmas 9 and 13.

4. Approximation algorithm for the minimum dominating set problem
The strategy that we use for finding an approximation is similar to the one of Gast and Hauptmann (2015) [17].

We start with a preprocessing step where we include every vertex of 𝑁(𝑉1)− and half of the vertices of 𝑁(𝑉1)(1)
in the solution. Then we apply an approximation algorithm in the graph induced by 𝑉 ⧵ {𝑁(𝑉1) ∪ 𝑉1}. Consider
the set 𝑁(𝑉1)(1)

′ ⊆ 𝑁(𝑉1), where |𝑁(𝑉1)(1)
′
| = |𝑁(𝑉1)(1)|∕2, and denote by 𝑅 the set 𝑅 = 𝑉 ⧵ {𝑁(𝑉1)− ∪ 𝑉1}.

In Lemma 15 we prove that the approximation factor 𝜙(𝛽) for the minimum dominating set problem corresponds to
𝑟|OPT(𝑅)|+|𝑁(𝑉1)−|+|𝑁(𝑉1)(1)

′
|

|OPT(𝑅)|+|𝑁(𝑉1)−|+|𝑁(𝑉1)(1)
′
|

, where OPT(𝑅) is the optimal dominating set in 𝑅. We observe that, as in Lemma 4.1
in [36], this holds for any graph 𝐺 (i.e. no probabilistic argument is used in the proof). In the next results in this
section, with the exception of Lemma 15, we treat the sizes of OPT(𝑅), 𝑁(𝑉1), and 𝑅 as expected values of random
variables. The bounds for the approximation factor given by Theorem 1 and Corollary 3 are illustrated in Figures 1 and
3, respectively, where we compare our results with the bounds of Gast and Hauptmann (Theorem 4 [17]). Due to the
nature of the random graphs the authors use, they obtained two functions for 𝜙(𝛽), defining the appropriated ranges
for 𝛽 in each case.

Lemma 15. The approximation factor 𝜙(𝛽) for the minimum dominating set problem is at most

𝑟|OPT(𝑅)| + |𝑁(𝑉1)−| + |𝑁(𝑉1)(1)
′
|

|OPT(𝑅)| + |𝑁(𝑉1)−| + |𝑁(𝑉1)(1)
′
|

,

where 𝑟 is the approximation factor of the algorithm applied to set 𝑅.
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Proof. Consider 𝑉 ∗ = 𝑉1 ∪𝑁(𝑉1). We first prove that the following two conditions hold:

(i) 𝐺 contains a minimum dominating set 𝐷 such that (𝑁(𝑉1)− ∪𝑁(𝑉1)(1)
′ ) ⊆ 𝐷, and

(ii) OPT(𝑉 ∗) = |𝑁(𝑉1)−| + |𝑁(𝑉1)(1)
′
|.

For each edge (𝑥, 𝑦) ∈ 𝐸 such that 𝑥 ∈ 𝑉1 and 𝑦 ∈ 𝑉 −, either 𝑥 or 𝑦 (but not both) must belong to 𝐷 (otherwise
𝐷 is not minimum). If 𝑥 ∈ 𝑉1, then (𝐷 ⧵ {𝑥}) ∪ {𝑦} is also a minimum dominating set, then, using the same exchange
argument, there is a minimum dominating set containing every vertex of 𝑁(𝑉1)−. For each pair of vertices (𝑥, 𝑦) ∈ 𝑉1
where 𝑥 → 𝑦, then either 𝑥 or 𝑦 (but not both) must belong to 𝐷, therefore, half of the vertices from 𝑁(𝑉1)(1) are in
𝐷. We denote such set by 𝑁(𝑉1)(1)

′ . So, (i) holds.
From (i), we have that the graph induced by 𝑁(𝑉1)− ∪ 𝑁(𝑉1)(1)

′ is an optimal solution for 𝐺[𝑉 ∗]. Besides, sets
𝑁(𝑉1)− and 𝑁(𝑉1)(1) are disjoint, and hence, (ii) holds. Now let OPT(𝑉 ) denote the size of the optimal solution such
that condition (i) holds. From (ii), we have that

OPT(𝑉 ) ≤|OPT(𝑅) ∪𝑁(𝑉1)−| + |𝑁(𝑉1)(1)
′
|

=|OPT(𝑅)| + |𝑁(𝑉1)−| + |𝑁(𝑉1)(1)
′
|,

where the last equality comes from the fact that 𝑅 and 𝑁(𝑉1)− = ∅.
Let OPT(𝑉 )′ be the size of the solution obtained by the approximation strategy. Then

𝜙(𝛽) ≤ OPT(𝑉 )′

OPT(𝑉 )
≤
𝑟|OPT(𝑅)| + |𝑁(𝑉1)−| + |𝑁(𝑉1)(1)

′
|

|OPT(𝑅)| + |𝑁(𝑉1)−| + |𝑁(𝑉1)(1)
′
|

,

where the last inequality comes from the fact that 𝑧𝑎+𝑏𝑎+𝑏 ≤ 𝑧𝑐+𝑏
𝑐+𝑏 for 𝑧, 𝑎, 𝑏, 𝑐 ∈ ℝ, where 𝑧 > 1 and 𝑎 ≤ 𝑐.

Corollary 2.

𝜙(𝛽) ≤
𝑟|OPT(𝑅)| + |𝑁(𝑉1)−| + |𝑁(𝑉1)(1)

′
| + |𝑉0|

|OPT(𝑅)| + |𝑁(𝑉1)−| + |𝑁(𝑉1)(1)
′
| + |𝑉0|

where 𝑟 is the approximation factor of the algorithm applied to set 𝑅, and 𝑉0 is the set of vertices that have degree 0.

In Theorem 1 we give a constant upper bound for the expected value of 𝜙(𝛽). In the proof of our upper bound
we use the next result from [17], adapted to the random graph model we use. The approximation algorithm has an
approximation factor given by (logΔ), where Δ = 𝑒𝛼∕𝛽 is the maximum degree of a vertex in 𝐺[𝑅].

Lemma 16. (see [17], Section 8) For 2 < 𝛽 < 4,

𝜙(𝛽) = max
{

𝑟|OPT(𝑅)| + |𝑁(𝑉1)−| + |𝑁(𝑉1)(1)|∕2
|OPT(𝑅)| + |𝑁(𝑉1)−| + |𝑁(𝑉1)(1)|∕2

|

|

|

|

|

|OPT(𝑅)| ≤ |𝑅|,

𝑟 = min
{

𝛼
𝛽
,

|𝑅|
|OPT(𝑅)|

}}

≤
|𝑅| + |𝑁(𝑉1)−| + |𝑁(𝑉1)(1)|∕2
𝛽
𝛼 |𝑅| + |𝑁(𝑉1)−| + |𝑁(𝑉1)(1)|∕2

.

Theorem 1.

𝜙(𝛽) ≲
𝜁 (𝛽) + Li𝛽−1(1∕𝑒)

(Li𝛽−1(1∕𝑒)
2𝜁 (𝛽−1) − 1

)

𝜁 (𝛽)𝜌(𝛽) − (Li𝛽−1(1∕𝑒))2

2𝜁 (𝛽−1)

,

for non-empty 𝑁(𝑉1)(1), for 2 < 𝛽 < 4.
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Proof. From Lemmas 15 and 16, we have that the upper bound for the approximation factor 𝜙(𝛽) corresponds to

𝜙(𝛽) ≤
E[|𝑅|] + E[|𝑁(𝑉1)−|] + E[|𝑁(𝑉1)(1)|]∕2
𝛽
𝛼E[|𝑅|] + E[|𝑁(𝑉1)−|] + E[|𝑁(𝑉1)(1)|]∕2

.

By linearity of expectation, E[|𝑅|] = |𝑉 | − E[|𝑁(𝑉1)−|] − E[|𝑉1|], since 𝑁(𝑉1)− and 𝑉1 are disjoint.
Writing E[|𝑁(𝑉1)−|] ≳ 𝑒𝛼𝑎, E[|𝑉1|] ≈ 𝑒𝛼𝜁 (𝛽)𝑏, and E[|𝑁(𝑉1)(1)|] ≈ 𝑒𝛼𝑐, where 𝑎, 𝑏, and 𝑐 are the constant parts

on the expected size of each set, then

𝜙(𝛽) ≤
𝑒𝛼(𝜁 (𝛽) − 𝑎 − 𝑏) + 𝑒𝛼(𝑎 + 𝑐

2 )
𝛽
𝛼 𝑒
𝛼(𝜁 (𝛽) − 𝑎 − 𝑏) + 𝑒𝛼(𝑎 + 𝑐

2 )
≤
𝜁 (𝛽) − 𝑏 + 𝑐

2

𝑎 + 𝑐
2

since 𝛽
𝛼 (𝜁 (𝛽) − 𝑎 − 𝑏) ≥ 0. The result follows from Lemmas 4, 9, and 14.

In our analysis, following the same criteria of [17], we did not include vertices of degree 0 in the solution. For the
more general case, the approximation factor follows from Corollary 2 and Theorem 1.

Corollary 3. For non-empty sets 𝑁(𝑉1)(1) and 𝑉0 (set of isolated vertices in 𝐺), with 2 < 𝛽 < 4,

𝜙(𝛽) ≲
𝜁 (𝛽) + Li𝛽−1(1∕𝑒)

(Li𝛽−1(1∕𝑒)
2𝜁 (𝛽−1) − 1

)

+ Li𝛽(1∕𝑒)

𝜁 (𝛽)𝜌(𝛽) − (Li𝛽−1(1∕𝑒))2

2𝜁 (𝛽−1) + Li𝛽(1∕𝑒)
.

Figure 3: Expected approximation factor given by Corollary 3 for 2 < 𝛽 ≤ 2.729 (graph in the left) and 2.729 < 𝛽 < 4 (graph in the
right). The darker line (blue) corresponds to values obtained by our bounds, and the lighter line (orange) corresponds to the expected
approximation factor described in Theorem 4 in [17]. In the graph on the left, the function from [17] is not continuous.

5. Approximation algorithm for the vertex cover problem
In this section we show a better factor of approximation for the algorithm for the MVC problem described by

Vignatti and da Silva in [36]. The algorithm has an approximation factor strictly smaller than 2 for power-law graphs,
what may not be achievable for graphs in general [23]. The approximation factor from [36] is an improvement of a
previous result of [15] (although some care should be taken in comparing both results, since the random graph models
are not exactly the same, as we have discussed in Section 1). In this section we show that the results obtained in
Section 3 imply a significantly better guarantee for the approximation factor for the algorithm of [36]. We illustrate
such differences in Figures 2 and 4.
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Figure 4: Expected values of E[|𝑁(𝑉1)|] as a fraction of 𝑉 .

The idea is similar, but not identical to the strategy described in Section 4. For the MVC problem we include all
vertices of 𝑁(𝑉1) in the solution and then run a 2-approximation algorithm in 𝑉 ⧵ {𝑁(𝑉1) ∪ 𝑉1}. We state Lemma
17 (the proof is given in [36]) and give the proofs for Lemma 18, Corollary 4, and Theorem 2, although the proofs
are similar to the referred paper, for the sake of completeness. Similarly to Section 4, OPT(𝑉 ), |𝑁(𝑉1)|, and |𝑉 −

| are
treated as expected values of random variables, except in Lemma 17. For the next lemma, recall that 𝑁(𝑉1)(1)

′ is the
set composed by half of the vertices from 𝑁(𝑉1)(1).

Lemma 17. (see Lemma 4.1, [36]) The following three conditions hold:

(i) 𝐺 contains a minimum vertex cover 𝐶 such that 𝑁(𝑉1)− ∪𝑁(𝑉1)(1)
′ ⊆ 𝐶 ,

(ii) OPT(𝑉 ∗) = |𝑁(𝑉1)− ∪𝑁(𝑉1)(1)
′
|, and

(iii) OPT(𝑉 ) = OPT(𝑉 ∗) + OPT(𝑉 ⧵ 𝑉 ∗),

where 𝑉 ∗ = 𝑉1 ∪𝑁(𝑉1).

We observe that Lemma 17 (i) is originally stated as “𝑁(𝑉1) ⊆ 𝐶 and that there is no vertex of 𝑉1 in 𝐶”. However,
the proof also holds by noting that 𝑁(𝑉1) = 𝑁(𝑉1)− ∪𝑁(𝑉1)(1) and that 𝑁(𝑉1)− ∪𝑁(𝑉1)(1)

′ ⊆ 𝑁(𝑉1)− ∪𝑁(𝑉1)(1).

Lemma 18. Let 𝜌(𝛽) ≈ 1 −
Li𝛽

⎛

⎜

⎜

⎝

(

1
𝑒

)

Li𝛽−1(1∕𝑒)
𝜁 (𝛽−1)

⎞

⎟

⎟

⎠

𝜁 (𝛽) . Then

OPT(𝑉 ∗)
OPT(𝑉 )

≳

⎛

⎜

⎜

⎜

⎝

𝜌(𝛽)

1 − Li𝛽 (1∕𝑒)
𝜁 (𝛽) − Li𝛽−1(1∕𝑒)

𝜁 (𝛽) + (Li𝛽−1(1∕𝑒))2

2𝜁 (𝛽−1)

⎞

⎟

⎟

⎟

⎠

.

Proof. By Lemma 17 (i), OPT(𝑉 ) ≤ |𝑉 −
| + |𝑁(𝑉1)(1)|∕2. From Lemma 4,

|𝑉 −
| ≤ |𝑉 |

(

1 −
Li𝛽(1∕𝑒)
𝜁 (𝛽)

−
Li𝛽−1(1∕𝑒)
𝜁 (𝛽)

)

.

From Lemma 9,

|𝑁(𝑉1)(1)| ≈
𝑒𝛼(Li𝛽−1(1∕𝑒))2

𝜁 (𝛽 − 1)
≤
𝑒𝛼𝜁 (𝛽)(Li𝛽−1(1∕𝑒))2

𝜁 (𝛽 − 1)
.
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By Lemmas 17 (ii) and 13, OPT(𝑉 ∗) = |𝑁(𝑉1)| ≥ |𝑉 |𝜌(𝛽). Combining the two bounds, we have

OPT(𝑉 ∗)
OPT(𝑉 )

≳

⎛

⎜

⎜

⎜

⎝

𝜌(𝛽)

1 − Li𝛽 (1∕𝑒)
𝜁 (𝛽) − Li𝛽−1(1∕𝑒)

𝜁 (𝛽) + (Li𝛽−1(1∕𝑒))2

2𝜁 (𝛽−1)

⎞

⎟

⎟

⎟

⎠

.

Corollary 4.

OPT(𝑉 ⧵ 𝑉 ∗)
OPT(𝑉 )

≲ 1 −

⎛

⎜

⎜

⎜

⎝

𝜌(𝛽)

1 − Li𝛽 (1∕𝑒)
𝜁 (𝛽) − Li𝛽−1(1∕𝑒)

𝜁 (𝛽) + (Li𝛽−1(1∕𝑒))2

2𝜁 (𝛽−1)

⎞

⎟

⎟

⎟

⎠

.

Proof. By Lemma 17 (iii), OPT(𝑉 ∗)+OPT(𝑉 ⧵𝑉 ∗)
OPT(𝑉 ) = 1. The result holds from Lemma 18.

Theorem 2. The expected approximation factor 𝜓(𝛽) for the vertex cover problem corresponds to

𝜓(𝛽) ≲ 2 −

⎛

⎜

⎜

⎜

⎝

𝜌(𝛽)

1 − Li𝛽 (1∕𝑒)
𝜁 (𝛽) − Li𝛽−1(1∕𝑒)

𝜁 (𝛽) + (Li𝛽−1(1∕𝑒))2

2𝜁 (𝛽−1)

⎞

⎟

⎟

⎟

⎠

.

Proof. From Lemma 17 we have that an optimal solution has the set 𝑁(𝑉1). Hence, we apply a 2-approximation
algorithm in 𝐺[𝑉 ⧵ 𝑉 ∗] and return 𝐶 ∪ 𝑁(𝑉1) as solution, where 𝐶 is the solution given by the 2-approximation
algorithm. Since 𝐶 and 𝑁(𝑉1) are disjoint, by Lemma 17 ((ii) and (iii)) and Corollary 4,

|𝐶 ∪𝑁(𝑉1)| =|𝐶| + |𝑁(𝑉1)| ≤ 2OPT(𝑉 ⧵ 𝑉 ∗) + OPT(𝑉 ∗)
=2OPT(𝑉 ⧵ 𝑉 ∗) + OPT(𝑉 ) − OPT(𝑉 ⧵ 𝑉 ∗)
=OPT(𝑉 ⧵ 𝑉 ∗) + OPT(𝑉 )

≲OPT(𝑉 ) +

⎛

⎜

⎜

⎜

⎝

1 −
𝜌(𝛽)

1 − Li𝛽 (1∕𝑒)
𝜁 (𝛽) − Li𝛽−1(1∕𝑒)

𝜁 (𝛽) + (Li𝛽−1(1∕𝑒))2

2𝜁 (𝛽−1)

⎞

⎟

⎟

⎟

⎠

OPT(𝑉 )

=

⎛

⎜

⎜

⎜

⎝

2 −
𝜌(𝛽)

1 − Li𝛽 (1∕𝑒)
𝜁 (𝛽) − Li𝛽−1(1∕𝑒)

𝜁 (𝛽) + (Li𝛽−1(1∕𝑒))2

2𝜁 (𝛽−1)

⎞

⎟

⎟

⎟

⎠

OPT(𝑉 ).

6. Conclusion
In this paper we present an upper bound 𝜙(𝛽) for the expected approximation factor to the minimum dominating

set problem in power-law graphs with 2 < 𝛽 < 4. We use the generalized random graph model of Britton et al. [5] with
expected power-law degree distribution. We show that for 2 < 𝛽 ≤ 2.52 and 2.729 < 𝛽 < 2.85 the bound is tighter
than the one of Gast and Hauptmann [17]. We show that the same techniques can also be applied to the vertex cover
problem, improving the previous bound of Vignatti and da Silva [36] for the minimum vertex cover problem. As far as
we know, the approximation factors obtained for both problems are the best known factors for power-law graphs.

AM de Lima et al.: Preprint submitted to Elsevier Page 14 of 16



Improved approximation bounds for the dominating set and the vertex cover in power-law graphs

References
[1] Aiello, W., Chung, F., Lu, L., 2001. A Random Graph Model for Power Law Graphs. Experimental Mathematics 10, 53–66.
[2] Barabási, A.L., Albert, R., 1999. Emergence of Scaling in Random Networks. Science 286, 509–512.
[3] Bender, E.A., Canfield, E.R., 1978. The Asymptotic Number of Labeled Graphs with given Degree Sequences. Journal of Combinatorial

Theory, Series A 24, 296–307.
[4] Bollobás, B., 1998. Random Graphs, in: Modern graph theory. Springer, pp. 215–252.
[5] Britton, T., Deijfen, M., Martin-Löf, A., 2006. Generating Simple Random Graphs with Prescribed Degree Distribution. Journal of statistical

physics 124, 1377–1397.
[6] Broder, A., Kumar, R., Maghoul, F., Raghavan, P., Rajagopalan, S., Stata, R., Tomkins, A., Wiener, J., 2011. Graph Structure in the Web, in:

The Structure and Dynamics of Networks. Princeton University Press, pp. 183–194.
[7] Chung, F., Lu, L., 2002. Connected Components in Random Graphs with given Expected Degree Sequences. Annals of Combinatorics 6,

125–145.
[8] Chung, F., Lu, L., 2004. The Average Distance in a Random Graph with given Expected Degrees. Internet Mathematics 1, 91–113.
[9] Da Silva, M.O., Gimenez-Lugo, G.A., Da Silva, M.V.G., 2013. Vertex Cover in Complex Networks. International Journal of Modern Physics

C 24, 1350078.
[10] Demaine, E.D., Reidl, F., Rossmanith, P., Villaamil, F.S., Sikdar, S., Sullivan, B.D., 2019. Structural Sparsity of Complex Networks: Bounded

Expansion in Random Models and Real-world Graphs. Journal of Computer and System Sciences 105, 199–241.
[11] Eubank, S., Kumar, V.A., Marathe, M.V., Srinivasan, A., Wang, N., 2004. Structural and Algorithmic Aspects of Massive Social Networks,

in: Proceedings of the fifteenth annual ACM-SIAM Symposium on Discrete Algorithms, pp. 718–727.
[12] Faloutsos, M., Faloutsos, P., Faloutsos, C., 2011. On Power-law Relationships of the Internet Topology, in: The Structure and Dynamics of

Networks. Princeton University Press, pp. 195–206.
[13] Ferrante, A., Pandurangan, G., Park, K., 2008. On the Hardness of Optimization in Power-law Graphs. Theoretical Computer Science 393,

220–230.
[14] Garey, M.R., Johnson, D.S., 1979. Computers and Intractability. volume 174. freeman San Francisco.
[15] Gast, M., Hauptmann, M., 2014. Approximability of the Vertex Cover Problem in Power-law Graphs. Theoretical Computer Science 516,

60–70.
[16] Gast, M., Hauptmann, M., Karpinski, M., 2012. Improved Approximation Lower Bounds for Vertex Cover on Power Law Graphs and some

Generalizations. arXiv preprint arXiv:1210.2698 .
[17] Gast, M., Hauptmann, M., Karpinski, M., 2015. Inapproximability of Dominating Set on Power Law Graphs. Theoretical Computer Science

562, 436–452.
[18] Gkantsidis, C., Mihail, M., Saberi, A., 2003. Conductance and Congestion in Power Law Graphs, in: Proceedings of the 2003 ACM

SIGMETRICS International Conference on Measurement and Modeling of Computer Systems, pp. 148–159.
[19] Guelzim, N., Bottani, S., Bourgine, P., Képès, F., 2002. Topological and Causal Structure of the Yeast Transcriptional Regulatory Network.

Nature genetics 31, 60–63.
[20] Gusev, V.V., 2020. The Vertex Cover Game: Application to Transport Networks. Omega 97, 102102.
[21] Javad-Kalbasi, M., Dabiri, K., Valaee, S., Sheikholeslami, A., 2019. Digitally Annealed Solution for the Vertex Cover Problem with

Application in Cyber Security, in: ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP),
IEEE. pp. 2642–2646.

[22] Jeong, H., Mason, S.P., Barabási, A.L., Oltvai, Z.N., 2001. Lethality and Centrality in Protein Networks. Nature 411, 41–42.
[23] Khot, S., Regev, O., 2008. Vertex Cover Might be Hard to Approximate to within 2-𝜀. Journal of Computer and System Sciences 74, 335–349.
[24] Kleinberg, J., Lawrence, S., 2001. The Structure of the Web. Science 294, 1849–1850.
[25] Kleinberg, J.M., Kumar, R., Raghavan, P., Rajagopalan, S., Tomkins, A.S., 1999. The Web as a Graph: Measurements, Models, and Methods,

in: International Computing and Combinatorics Conference, Springer. pp. 1–17.
[26] Kumar, R., Raghavan, P., Rajagopalan, S., Sivakumar, D., Tomkins, A., Upfal, E., 2000. Stochastic Models for the Web Graph, in: Proceedings

41st Annual Symposium on Foundations of Computer Science, IEEE. pp. 57–65.
[27] Liljeros, F., Edling, C.R., Amaral, L.A.N., Stanley, H.E., Åberg, Y., 2001. The Web of Human Sexual Contacts. Nature 411, 907–908.
[28] Miao, D., Liu, X., Li, Y., Li, J., 2019. Vertex Cover in Conflict Graphs. Theoretical Computer Science 774, 103–112.
[29] Molloy, M., Reed, B., 1995. A Critical Point for Random Graphs with a given Degree Sequence. Random structures & algorithms 6, 161–180.
[30] Molloy, M., Reed, B., 1998. The Size of the Giant Component of a Random Graph with a given Degree Sequence. Combinatorics, Probability

and Computing 7, 295–305.
[31] Nacher, J.C., Akutsu, T., 2016. Minimum Dominating Set-based Methods for Analyzing Biological Networks. Methods 102, 57–63.
[32] Park, K., Lee, H., 2001. On the Effectiveness of Route-based Packet Filtering for Distributed DoS Attack Prevention in Power-law Internets.

ACM SIGCOMM computer communication review 31, 15–26.
[33] Raz, R., Safra, S., 1997. A Sub-constant Error-probability Low-degree Test, and a Sub-constant Error-probability PCP Characterization of

NP, in: Proceedings of the twenty-ninth annual ACM symposium on Theory of computing, pp. 475–484.
[34] Redner, S., 1998. How Popular is your Paper? An Empirical Study of the Citation Distribution. The European Physical Journal B-Condensed

Matter and Complex Systems 4, 131–134.
[35] Siganos, G., Faloutsos, M., Faloutsos, P., Faloutsos, C., 2003. Power Laws and the AS-level Internet Topology. IEEE/ACM Transactions on

networking 11, 514–524.
[36] Vignatti, A.L., da Silva, M.V.G., 2016. Minimum Vertex Cover in Generalized Random Graphs with Power Law Degree Distribution.

Theoretical Computer Science 647, 101–111.
[37] Wang, F., Camacho, E., Xu, K., 2009. Positive Influence Dominating Set in Online Social Networks, in: International Conference on

Combinatorial Optimization and Applications, Springer. pp. 313–321.

AM de Lima et al.: Preprint submitted to Elsevier Page 15 of 16



Improved approximation bounds for the dominating set and the vertex cover in power-law graphs

[38] Wormald, N.C., 1980. Some Problems in the Enumeration of Labelled Graphs. Bulletin of the Australian Mathematical Society 21, 159–160.
[39] Wu, J., Cardei, M., Dai, F., Yang, S., 2006. Extended Dominating Set and its Applications in Ad hoc Networks using Cooperative

Communication. IEEE Transactions on Parallel and Distributed Systems 17, 851–864.
[40] Xu, Y.Z., Zhou, H.J., 2016. Generalized Minimum Dominating Set and Application in Automatic Text Summarization. Journal of Physics:

Conference Series 699, 012014.

AM de Lima et al.: Preprint submitted to Elsevier Page 16 of 16


