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Abstract and retrieval of data. However, the mechanisms of replica-

tion available in most P2P networks are not sufficient to en-
The importance of digital information is constantly in- sure the preservation of data over a long period of time. In
creasing in the last years. Such information often needsthe digital archiving environment, it is important to obser
to be preserved for a long-term and this is the responsi- that we are not interested in replicas updates, since we are
bility of digital archiving systems. This paper proposes a only dealing withread-only and statiobjects [11]. When
reliable replication model of immutable digital content to areplica is created, it becomes immutable in the system.
be used in long-term archiving systems. The archiving sys- The main contribution of this work is the creation of a
tem is modeled as a set of storage repositories where eaclcompletely distributed P2P archiving system. In this sys-
repository has an independent fail probability assigned to tem, the repositories are organized byistributed hash ta-
it. Items are inserted with a reliability that is satisfied by ble (DHT) [16, 14, 19, 20] andnultiple hash functionare
replicating them in subsets of repositories. Through simu- used as mechanisms for replication. The choice of struc-
lation, we evaluated three different proposed strategies t tured P2P, instead of non-structured, is motivated by its
create replicas. It is also proposed a completely distitosit ~ scalability regarding the number of nodes. Moreover, in
archiving system using this model over a structured peer- many cases, the search algorithms of non-structured P2P
to-peer (P2P) network. The communication between thenetworks cannot locate rare items, which is unacceptable
nodes (repositories) of the network is organized in a dis- in the our context. Multiples hash funcions were used to
tributed hash table and multiple hash functions are used to perform a selection on specific set of repositories, a featur
select repositories that will keep the replicas of eacheddor not present in non-structured P2P model using DHT. The
item. The system is evaluated through experiments in asystem was evaluated through experiments in a real world
real environment. The proposed model and the algorithms,environment.
combined with the structured P2P scalability made possible ~ The P2P digital archiving system motivates the definition
the construction of a reliable and totally distributed dayi of a model for data replication. Thus, we propose a model
archiving system. for replication where a reliability metric is associatedhwi
each repository. This metric denotes the probability that t
11 ducti data are not lost or damaged in a given period of time. Fur-
- Introduction thermore, each item (digital information) needs to be store
The goal of digital archiving systems is to preserve large with a desired reliabilitythat reflects the importance of the
volumes of data that need to be stored safely for a indef-item, allowing high or low durability (preservation time)
initely long period of time. Digital libraries, Internet ap  depending on its importance. To ensure the desired relia-
plications such as email, photo sharing and homepages aréility of an item, severateplicasof the item are created in
some examples of services that need these systems. Archivthe repositories, and the number of replicas needed to pre-
ing systems can be built using specialized hardware but,serve an item is determined by the reliability metric of the
in many cases, this solution can be economically unfeasi-repositories. This allows an optimization of the network re
ble. An alternative is to replicate the information in multi  sources usage, compared to other systems where the num-
ple storage repositories, consisting of conventionaland |  ber of replicas is fixed [10, 15], however, more elaborated
cost computers [2]. Peer-to-Peer (P2P) networks appear astrategies for replication should be used in this case. One
a promising approach to organize systems with these char-of the contributions of this work is to present and compare
acteristics, since they are highly scalable for the distiim three different strategies for the reliable replicatiookgr



lem. uses a P2P network where computers are controlled by au-
tonomous organizations to preserve the information for a
long period of time. It uses a complex scheme of audit to de-

2
o - ‘ tect and repair the dz_;\magein_the_ repl?cas. L_Jnlike our mQ(_jeI,
ﬁ/ N the LOCKSS treats its repositories with a single probapilit
i “ ‘ 3 of failure, which does not exactly model real environments.
8 60 % Also, LOCKSS considers a fixed number of replicas for its
User o e o items.

Contributions and Results Obtained: This paper presents

a model for reliable replication of data in digital archigin
systems with immutable data. To cope with the scalability,
we create a structured P2P network for the reliable archiv-
ing, implemented over the model proposed. We also present
three strategies of reliable replication. Simulations ever
performed to compare the replication strategies and experi
ments in real environments have been made to establish the

Figure 1: Repositories labeled with independent reliabilities.

As an example, Figure 1 shows a network with five
repositories, identified by 1, 2, 3, 4 and 5; with reliability
of 40%, 80%, 30%, 60% and 25% respectively. Suppose
that a user wants to insert an item in the network with a
desired reliabilityof 90%. A simple strategy would repli-

cate this item in the order of identifiers of repositoriegjlun P2P digital archiving system. - .
it achieves the desired reliability. Thus, with one replica In the proposed model, independent probabilities of fail-

in the repository 1, the item has guaranteed a reliability of Ure are associated with each storage repository. These prob

40%. Adding a replica in the repository 2, the reliability a_lbiliti_es allowditems to be stohred basgd on ﬂ;e" p;gf?erva-
guaranteed would be — (0.6 x 0.2) — 88%, but still not tion time needs. Moreover, the repositories have different

reaching the desired reliability of 90%. With an additional StOrage capacities, i.e., the repositoriesfzterogeneous
replica in the repository 3, the reliability guaranteed Vdou Thu;, due to limited §torag§ capacity, we aim to mserlt the
bel — (0.6 x 0.2 x 0.7) = 91.6%, therefore reaching the maximum number of items in the network; always satisfy-

desired reliability of the item. ing the desired reliability of the items.

Related Work: In digital preservation and long-term  To maximize the number of items inserted in the net-
archiving environments, the information is not updated or WOrk, we designed the strategies with two (heuristic) goals
removed [11]. When a replica is created, itiismutable balance the load between the repositories and, at the same

in the system. Thus, in this work we are not interested in time, minimize the total number of replicas created. This is
strategies and mechanisms for replicas update. justified by two facts: (i) balance the load, as well as mini-
Traditional solutions for backup or data storage, such asMmize the replicas created, avoids the overhead in the repos-
replicated file systems and RAID disks [8] do not provide itories. Furthermore, (ii) if the load balancing is not per-
a degree of autonomy as the P2P networks do. Unlike theformed, a repository can easily becomes completely filled
proposed P2P archiving system of this work, these systemsgind, consequently, the number of repositories that can be
use a centralized control to manage the content that need§elected decreases, thus decreasing the number of agailabl
to be replicated. P2P systems for file sharing such as Kazaa@Ptions that meet the desired reliability of an item. This, i
eDonkey and Gnutella [12] focus on searching resources inturn, implies the creation of a larger number of replicas to

dynamic collections, and are not focused on the reliability Satisfy the desired reliability of an item and hence theltota
of the information. In such systems, a file is replicated gver number of items to be inserted in the network decreases due

time it is copied into a new node. to the limited capacity of the repositories.

CFS [3] and PAST [17] are not able to dynamically In the case of heterogeneous repositories that we con-
change the number of replicas since they employ replicationsider, balancing the load and minimizing the replicas do not
in the neighborhood. The number of replicas cannot exceednecessarily imply the maximization of the number of items
the size of the neighbors list, since the number of neighborsinserted in the network due to different capacities of each
is tied with the DHT protocol. Any digital archiving system repository. Even so, we use these two goals, hoping to ap-
built on these systems could not be able to achieve the de{roximate the above arguments. Indeed, in Section 2.3, the
sired degree of replication required to preserve theirrinfo experimental results of the simulations confirm that these
mation. Other forms of storage that use DHT as OceanStoreare good goals for the heterogeneous case.

[7] and Glacier [1] consider a simpler model where their  In Section 2.2, we present three strategies for creating
nodes have equal probability of failure. BRICKS [15] con- replicas, which were empirically stressed in Section 2.3.
sider availability instead reliability, associating agifail All these strategies aim to optimize the number of repli-
probability to all nodes in the network. cas created and the load balancing. However, each strat-
The LOCKSS Lots of Copies Keep Stuff Saffl0] egy is based on different arguments to justify its use. The



Randomizedstrategy has the load balancing as the main  The reliability of the subset C M is defined ad —
motivation, justified by theoretical results of ball-anitd nges(l—pj), which denotes the probability of at least one
[13]. Also, in this strategy, we obtained a theoretical bun repository inS does not lose data in a given time interval.
in the number of replicas created. Thezeedy over Sub- We define the problem as follows. Items arrive one by
setstrategy has the minimization of replicas created as thegne, i.e., initially there is no item, and the items arrive as
main motivation, but adjustments are made to perform atime passes. After an itemarrives, we have to choose a
good load balancing. Thieleal Subsestrategy solves the  subsetS; of repositories where each repository $ re-
problem without giving priority to minimizing the replicas  ceives a copy of the itenrdplica) to satisfy the desired
or balancing the load, acting as a “mean” between the tworeliability ;. In other words, we sele&; C M such that
goals.

Through simulations, in Section 2.3, we found that 1_ H (1—p;) >r,
among the three strategies presented, the Ideal Subget stra =
egy proved to be the most effective in the creation of repli-
cas and load balancing, and also obtaining the highest num- . ) ,
ber of inserted objects in the network. This strategy has a!n 2ddition, each repository i; must have enough free

computational complexity that could not be feasible in prac space to receive the copy. de ofa reposnory is the
tice if not carefully formulated. number of replicas assigned to it. The replicas are never up-

Due to high scalability for the distribution and retrieval dated, i.e., they are immutable. The objective of the prob-

of data, structured P2P networks appear as natural candil-em is to maximize the number of items inserted in the net-

dates to implement the model proposed. Thus, in Sectionwor!(’ satisfying th? d(_esired reliability of items and the ca

3, we present a reliable P2P archiving system, which is thepaC'ty of the repositories. .

main contribution of this work. The structured P2P net-  AS argued before, we focus on two goals: (i) on the one
works have a difficulty inherent in the method of routing hand, we want to minimize the total number of replicas cre-
information which makes difficult the selection of specific ated, i.e., minimize_,; [S;|. On the other hand, (ii) at the
nodes (repositories) for the storage. However, this proble  Same time, the replicas should be_placed so as to balance the
was overcome by the use wiultiple hash functionsvhich Iqad. To measure _the load balacing, we evaluate two met-
is the main contribution of this section. We describe in de- 1ics: themakespani.e., the load of the most loaded repos-
tail the algorithms that use multiple hash functions for the 1t0ry, andstandard deviatiorf the repositories load. Note
basic operations of the network. The implementation of the that the minimization of the makespan and the standard de-
P2P digital archiving system was evaluated in a real envi- Viation of_the loads are sufficient measures to ensure that al
ronment, where digital objects were inserted in a network to "ePositories have a balanced load.

stress the preservation time in function of their importanc A naive approach would treat both goals in an indepen-
Organization: In Section 2 we present the model of repli- dentway, for example, first solving the minimization of the
cation for archiving systems and the strategies used fer cre replicas and then balancing the load. This is not a good
ating replicas. Moreover, we compare the strategies throug a@pproach, because the number of replicas created depends
simulations. In Section 3, we present the reliable P2P directly from repositories which had allocate the replicas
archiving system and use a real environment for evaluation.AS an example, we illustrate a situation where we first solve

The conclusion and future work are presented in Section 4. the problem of replicas and then solve the load balancing.
Suppose an instance where the repositorijas reliability

2. Model and Proposed Strategies p; and all items have desired reliability less thgn It suf-
fices to create a single replica of each itenf jn However

¢; will be overloaded, and when we start the phase of bal-
ancing the load, we have to remove items frém In this
way, we have to select other repositories to accommodate
new replicas of these items to meet their desired reliabil-
ity, lying again on the problem that we thought was solved
before the load balancing.

1)

ZjeSi

The model is composed by a s&t of |[N| = n items
(digital objects). All items have identical size, withoosk
of generality, equal ta. Each itemi has associated a prob-
ability 0 < r; < 1, called thedesired reliabilityof the item.
Furthermore, we have askf = {¢1,..., ¢, } of [M| =m
repositories, where each repositédphas associatedsior-
age capacitye; and a probability) < p; < 1, called the
reliability of t_he repository. To determine this reliability, 5 4 Equivalent Definition
we can consider some parameters such as the number of
bugs, the vulnerabilities of the system, human factors, the  Next, we rewrite the desired reliability constraint to ease
frequency at which the machines are repaired, among oth-the handling of the problem of replicas creation. We present
ers. The determination of the desired reliability of an item an equivalent definition of the desired reliability constta
is not in the scope of this work. replacing the product by a summation. We rewrite the de-



sired reliability constraint as follows: begin

S=0

_ while reliability of S is less than-; do

1- H (I—pj)=m= H (1=pj)<1-m choose?; € M® uniformly at random
leSi f]‘ €S; S=S5Su {Zj}

return S

= H en(1=pj) < ln(1-7i) end

£;€S; Algorithm 1: Randomized

ezzjesi In(1—p;) < eln(1=ri)

number of reliable repositories (in a specified time intgrva
But is at least’ Inm; note that this is not a strong assumption
(Zeyes m1=P) - n(-r) Z In(1—p;) < In(1—r;). to the_prqblem, since the expected f_ragt@ﬂﬂ of reliable
repositories goes twhenm goes to infinity. For example,
for m = 1000, we assume that the expected fraction of
As0 < pj,7; < 1, then the value of the logarithm func- reliable repositories ié% ~ 0.05, i.e., we assume that,
tion is negative. Thus, for clarity of notation, we rede- in expectationj% of repositories are reliable.

ZjeSi

fine the problem variables. Let; = —In(1 — p;) and Let X, be a random variable that is equal taf the
b; = —In(1 — ;). Therefore, the desired reliability con- repository/; is reliable in the time interval specified pth-
straint can be rewritten in the following equivalent way, erwise. LetX =3 _,,, X; be the random variable of the
total number of reliable repositories in a given time inter-
Z aj > b;. (2) val. As we assume that the reliabilities of the repositories
0,5, are distributed according to the continuous uniform distri

. o bution, thenE[X] = M In a given time interval X
That is, for an item we have to selecs; C M suchthal  can pe less thaf[X], however, with high probability, it

the sum ofe; exceeds;. Equation 2, besides being easier cannot be much less than the expected value, as shown in
to handle, is equivalent to the Equation 1. Lemma 2.1.

2.2. Strategies for Replicas Creation Lemma 2.1.Let X; be a random variable that is equal to

In what follows, we present three strategies for the cre- 1 if the repository/; is reliable, 0 otherwise. LetX =
ation of replicas. In all strategies, we do a selection overa}_, ., X; be the random variable of the total number of
set of repositories. When doing a selectionldnthe com-  reliable repositories in a given time interval. Thé (X <
plexity of the worst case is linear im, which is a good iE[X]) < #
theoretical bound. In practice, however, a selection on theProof. Note thatX is a sum of Poisson random variables.

set of all machines of the network is infeasible. Thus, in the
strategies described below, we denoteld§ C M the set Therefore, we can apply a known ChS,ZTQF bound [13],

of machines that are available based on a feasible numbepbtaining Pr(X < (1 — 3)E[X]) < e” 32 < m™2,
of machines that we can select in practical situations. Forwhere the last inequality follows from the fact thiatX | >
each item that arrives to be inserted, we consider Miat ~ 8Inm. O
is selected at random fro; in practice, the way that/°
is selected may depends on the system features. Note thatt)
the strategies presented are generic, i.e., can be used-in va
ous situations of reliable replication systems. Therefibre
size of M° may depends on the features of the real-world
situation that we are considering.

It is worth noting that in all strategies, when a replica o ) ) ok
is assigned to a full repository, we ignore it and randomly OF MOre repositories are reliable is at least (1— =) .
select another repository of the considered set. and we want that this probability be greater than the desired

Randomized Strategy:Here, we present the first proposed reliability r;. Thus, by choosing: = L%b In (1_1”

strategy to solve the problem. Algorithm 1 shows the de- repositories uniformly at random and place the replicas on

tails. _ _ them, the desired reliability of the itetnis satisfied with
In this subsection, we use = [M°| and assume that  high probability, as the Theorem 2.2 claims.

the reliabilities of the repositories are uniformly dibtrited . _

in an interval. Formally, the valugs; is chosen according ~Theorem 2.2.If item i placesk = Li“’ In (ﬁﬂ repli-

to thecontinuous uniform distributiom the interval[a, b], cas ink repositories chosen uniformly at random then, with
wherea > 0 andb < 1. We assume that the expected high probability, the desired reliability aofis satisfied.

Lemma 2.1 tells us that with high probability (i.e., proba-
ility greater than — #), afraction of“T’Lb of the reposito-
ries are reliable. That is, with high probability, when stle
ing a repository uniformly at random, we have probability at
Ieast“T“’ that it is a reliable repository. Thus, by choosing
k repositories uniformly at random, the probability that one




As an example of Theorem 2.2 application, Suppose|[ pegin
that the reliability of the repositories are uniformly dis- Zoril\é" in non-increasing order according to the valags
tributed between 50% and something close to 100%. Thus =1
an item with desired reliability of 95% needs to choose while 37, e aj < bi dg
075%’“ In (ﬁﬂ = 16 repositories uniformly at ran- f;tiul{g' €M
dom to place its replicas. g M S

Regarding the load balancing, we note that in Algorithm
1, a replica always chooses a repository uniformly at ran-
dom. That s, Algorithm 1 simulates the balls-and-bins pro-
cess, well studied in the area of randomized algorithms andfor the load balancing. We know thaf is randomly cho-
the existing results can be used in our problem [13]. The sen in each insertion of an item, but this do not suffices to
results of Theorems 2.3 and 2.4 can be easily obtained fromimprove the load balancing because\i is large, we lie
the results of balls and bins and therefore the demonstra'again in the prob]em of accumu]ating the rep”cas in repos-
tions will be omitted. itories with higher reliability. Moreover, ift/° is small, we
do not have many options to choose or there are not enough
repositories to satisfy the desired reliability of an itein.
Section 2.3, we evaluate several sized/ff.
Ideal Subset Strategy:To create the replicas, we select the
subsetS C M? that provides the reliability that is closest
to the desired reliability of the item. That is, we choose
Theorem 2.4.Letn > mlogm. If n balls are thrown in- S C M that minimizesl — ], .4(1—p;) — r;. Using the
dependently and uniformly at random enbins, then the  equivalent definition of the problem, we need to solve the

load of the most loaded bin is bounded-By+- | /87 log m following ILP
with high probability.

Algorithm 2 : Greedy over Subset

Theorem 2.3.If n balls are thrown independently and uni-
formly at random onm bins, then the load of the most
loaded bin is bounded b3e > + 2logm with high prob-
ability.

Theorems 2.3 and 2.4 are related, respectively, to a small min Z a;z; — by
and a large number of balls (in our problem, they are the L;eMe
items). However, in practical situations, it is likely that> st Z s > b
mlogm and, in this case, Theorem 2.4 tells us that with - =

high probability the most loaded repository have a constant taeMe

number of items in addition to the optimal balance. zj €{0,1} Vel e M°
Greedy over Subset Strategy:Suppose we want to min-
imize the total number of replicas without worrying about
the load balancing. Thus, using the equivalent definition of
Section 2.1, it suffices to solve the integer linear program
(ILP) below

Note that, if the solution value is equal@dhen there is a
subset of values that together sums exagtlif the solution
value is greater tha®, then there is no such subset. Thus,
if we solve this ILP, then we could also solve the SUBSET-
SUM decision problem, which is NP-complete[4]. There-
fore, as the ILP is an optimization problem, then it is NP-
min Z . hard; assuming 2 NP, no polynomial algorithm can solves

J such problem. However, there isdgnamic programming

L;EMe . . . . .
algorithm which solves this problem in pseudo-polynomial
s.t. Z a;xj > b; time, but in practice is satisfactory for the vast majorify o
L;EMe instances [4]. The details of the algorithm are omitted.
z; € {0,1} V0 € M° The solution of the above ILP do not necessarily pro-

vides a good solution to minimize the number of replicas

The ILP described can be optimally solved by sorting created. Nevertheless, the Ideal Subset strategy is rediva
the values:; in non-increasing order and taking the values by the fact that in practical situations it is expected to not
in such order until the sum of the selected values reachesreate too many replicas and to select different subsets for
b;. This greedy strategy, besides being very simple and effi-each item, so that the distribution of replicas in the reposi
cient, optimally solves the ILP as, in a given step, we have tories balance their loads. Note that, if we had not used the
no advantage in selecting a value less than the value in theequivalent definition, we are not able to model this case as
sorted order. Algorithm 2 shows the details of this strategy a subset sum problem, and then we need a real exponencial

Note that this strategy accumulates the replicas on thealgorithm to solves this, which turns out to be an unfeasible
repositories in/° with higher reliability, which is not good  alternative to this case.



2.3. Simulation and Evaluation of the Strategies

100

— InsertRandomized
90| - - InsertGreedy
x---x InsertldealSubset

Through experiments we compare the three strategies. In
the evaluation, we used a simulator that implements the al-
gorithms. All experiments were performed 10 times and the
average was collected. In all experiments we consider a set
M with 100 repositories. The size of the subset considered
in the simulations reflects the size of the subgeétdefined
in Section 2.2, and for each item insert@dd? is randomly
selected in\/.

In the experiments of number of replicas created, stan- % & & 10 12 1 is 18 20 22 2% % 25 3
dard deviation and makespan we assume uncapacitated
repositories.

Number of Replicas Created:In this experiment, we com-  Figure 3: Standard deviation of the loads of the repositories in
pare the number of replicas created in each strategy. Thdunction of the size of\/°.

simulation was executed for repositories with the average

reliability ranging from 50%, 60%, 70% and 80%, witf

of standard deviation. We performed the insertion of 100
items, all items with desired reliability of 99%.

Figure 2 shows the number of replicas created according
to the size of\/°. In the Randomized strategy, the change in
the size ofM° is almost negligible in the result. This is not

true when considering repositories with bounded capacity, . . .
neous storage capacity, the makespan is an important met-

as the experiment of number of items inserted below. Note . . . .
ric of evaluation because it evaluates the number of items

that in some cases the line starts only after a given size of. . g
M°. The reason is that for &7° of small size. the desired inserted. The strategy with the greatest makespan implies

reliability is not satisfied in the insertion of some items. in the smallest_ number of items inseried. H(_)wever, In most
As the size of the subset of repositories grows, the num_real-world environments, the storage capacity of the repos

ber of replicas required to achieve the desired reliabiléy itories differ in several orders of magn.itU(.:ie.. In such a net-
creases. This decrease is higher in the Greedy Over Sub\—Nork’ the makespan do not necessarily indicates the same

set, which aims the minimization of replicas created, akvay !oeha;/!ortof the hom?r?eneous casfe_£ The_goaltogthlsheﬁper-
creating them in repositories with the greatest relidbgit 'Ment IS to measure the numuer ot lems Inserted in hetero-

The Ideal Subset strategy also has a decreasing curve, pieneous repositories. The items were inserted until ohe fai

less than the Greedy Over Subset and greater than the Rarjr creating replicas due to the lack of space in some repos-
domized strategy itory. The items have size of 35 MB and desired reliability
Standard Deviation: Figure 3 illustrates the second ex- of 99%. The storage capacity of the 100 repositories varies

periment, showing the standard deviation of the reposito- between 100 MB and 100.000 MB, and their average relia-

. . ! . bility is 67% (standard deviation of 17%).
ries loads in function of the size of the subsets. We used Depending on the strateqy used. chanaing the sizgof
an average reliability of 60% for repositories, with 6% of P 9 9y ' ging

standard deviation (the same experiment was repeated fopauses different results: the greater e, greater is the

repositories with other reliability values and the resudtsw humber of pos_S|bIe _solutlons and consequently_, gree_lter IS
X the number of items inserted. Table 1 shows the insertion of
proportionally the same).

. . . 5 .
Just as in the previous experiment, the Randomized strat-ltemS depending on the size 81° for the three strategies

egy is almost not influenced by the sizeXdP. In the other proposed. Ideal Subset strategy has the best results.

80
70
60
50 //’ Xxxxxxx"xx
40|
30, K x

20 xX

standard deviation of nodes' load
Py
X

10|

0 itories are always more demanded. In Greedy Over Sub-
set strategy the most demanded repositories are those with
greater reliability. Repositories with low reliability @the
most demanded in Ideal Subset strategy, as repositories wit
this feature are used to avoid the “waste” of reliability.
Number of Items Inserted: For repositories with homoge-

strategies, we see that, &5° increases, the standard devia- | [ 10 [ 20 | 40 | 100]
tion also increases. The Greedy Over Subset is the strategy Randomized 18560 | 30228 | 32464 | 34138
with the worst load balancing Greedy over Subsef| 17544 | 28182 | 30891 | 33899

) Ideal Subset 20535 | 31094 | 35399 | 39107

Makespan: Figure 4 illustrates the third experiment where
the makespan (i.e., the load of the most loaded reposi®ry) i Table 1:Insertion of the items in function of the size of the subset.
plotted as a function of the size 8f°. The network setup
for this experiment is the same of the first experiment.

As M? grows, the makespan also grows in Greedy Over Discussion of the ResultsAmong the three strategies, the
Subset and Ideal Subset strategies, but the latter has a loweGreedy Over Subset creates the lowest number of replicas.
growth. This behavior is due to the fact that some repos- On the other hand, it has the highest makespan. The Ran-
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Figure 4: Makespan in function of the size af°.

domized strategy is the strategy with the best load balanc-3.1. Architecture
ing of replicas, but it is the worst in the number of replicas
created. The “mean” between minimizing the number of
replicas and balancing the load is obtained with Ideal Sub-
set strategy. Moreover, in a set of repositories with hetero
geneous storage capacities, the Ideal Subset stratedpefill t
free spaces of the repositories better than the othergieate
and insert the greatest number of items.

Structured P2P Networks and DHT: The system routes
the messages of the network through structured P2P net-
works, using DHTs. The choice of structured P2P, instead
of non-structured, is motivated by its scalability regagli
the number of nodes. A problem of non-structured P2P
networks is that they often use brute force algorithms to
perform the search (“flooding”) and are more suitable for
popular content. Moreover, in many cases, the search al-
3. A Peer-to-Peer Digital Archiving System gorithms of non-structured P2P networks cannot locate rare
items, which is unacceptable in the context of digital arehi
The model proposed in Section 2 is designed in a genericing where the objects are equally popular [9].
way and can be implemented on any distributed mechanism DHTSs have a problem with the transient population, i.e.,
for organizing the storage repositories. In particulagcst maintaining the structure of the routing tables is reldyive
tured P2P using DHT appears as natural candidate as it ixpensive irchurnsituations. However, the machines tran-
highly scalable for data distribution and retrieval. Hoegv  siency in organizations that intend to preserve digitakdoc
a difficulty inherent in structured P2P networks is the accu- ments is not as frequent when compared with machines used
rate selection of nodes (repositories) to store the reglita  in traditional applications in the non-structured arcttitee
is not trivial to select a specific subset of nodes using the[10]. Therefore, the necessary adjustments in the topology
routing method from DHTSs. Therefore, the implementation of the structured networks does not overload the archiving
of the digital archiving system needs to define an architec-system in case of churn.
ture that accommodates all the features that the model ofSpecific Selection of Repositories:The strategies pro-
Section 2 requires. Thus, we present a scheme of selectioposed in Section 2.2 assume that is possible to do a selection
of nodes usingnultiple hash functionswhich allows the  on specific repositories. However, the DHT by itself does
selection of a particular set of nodes. not provide the mechanisms of selection of a specific node,



due to its method of index keys. So if we are interested tion even in face of the scalability of the network. Thus,
to store the content in a given set of repositories, we mustbased on the results of Section 2.3, we can choose the opti-
provide a mechanism that simulates the process of specifianal size of the subset and, therefore, decide how many hash
selection. To perform the selection of specific nodes, we functions to use.
propose the use ohultiple hash functionsas explained be- The main advantage of using multiple hash functions is
low. the ability to select specific nodes. Without this, the strat

A digital object consists of &ey, which is the identifier  gies proposed in Section 2.2 could not be implemented in
of the object; avalug which is the content of the object; structured P2P networks using DHT. Moreover, an advan-

and a parameter afesired reliability which is the reliabil-  tage of using the strategy of multiple hash functions is the
ity that should be achieved when inserting the object in the ability to use any DHT protocol to route messages in the
network. Lethq, ho,...,h, be ther hash functions The network, unlike the strategies for replication in P2P using

hash functions have global visibility, i.e., they are thmea  theneighborhoodr thepath[6], which are tied to the pro-
for all nodes. Given the key of a digital object, we ap-  tocol. Multiple hash functions also allow flexibility for gk

ply % to the hash functions, i.eh(k), ha(k), ..., he(k). ital objects to have different numbers of replicas, which is
Each of ther generated hash maps to a node in the net- not possible in theymmetristrategy of replication [5]. An-
work. Thus, for each object to be inserted, we gebdes  other feature is the easy retrieving of a given replica witho
where we can place replicas (i.e., the 8ét). From this necessarily retrieve another one previously, making iy eas
set ofr nodes, we use a strategy of replica creation (e.g.,to develop a retrieving algorithm. In therrelated hash
the strategies of Section 2.2) to define the subset of these strategy [6], all the keys of a given object are correlated
nodes that receives the replicas. It is not difficult to abtai with the first key, thus not allowing this feature.

a family of such hash functions. One way is to use a single  The selection of repositories proposed above involves
hash functiom and append a numbeér= 1,...,rtothe  no centralized information about the location of the stored
key of the object, which is used as argument to the func- replicas. An alternative would be the use of a super-node
tion h. For instance, if the object key is the strifap, then  that had a “directory” which could be consulted about the

h(fool), h(foo2),...,h(foor) would give usr hashes of  information of the exact location of replicas of a given ob-

this object. ject. However, this super-node would be a contention point.
Figure 5 illustrates the selection of repositories Per- Our System avoids Super-nodes, adopting acomp|ete|y dis-

formed by three different objects. In the figuobj ect _a, tributed approach where no information is centralized.

obj ect b andobj ect _c are keys, and the dotted lines _ _
denotes the set of nodes associated with each key after ap3-2- Algorithms for System Operation

plyingr = 6 hash functions. As we havehash functions, To operate the P2P digital archiving system, we need to
the resulted hashes mapsttmodes of the network. From  gefine some basic operations of the system. In this section,
each subset of nodes associated with an object, the strategye present the algorithmisnsert andretri eve, used
of creating replicas is applied to determine the nodes thatrespectively for the insertion and retrieving of a digitato
receive the replicas. The black circles represent the repos ject in the system. These algorithms implement multiple
tories that have been chosen to put the replicas. hash functions discussed earlier. It is important to naaé th
both algorithms are executed locally in each node. For ex-
S ample, a user who wishes to insert or retrieve an object con-
tacts any node of the network, which in turn initiates the
process of routing the message of the DHT.

P2P Digital

( obje:gf_b Archiving System

input: key, value, reliability r;
begin

M° =0

for s = 1tordo

o o
Figure 5: Subsets of repositories associated with their respective L ,M I,M Ve
. . S =insertion_strategy(M°,r;)

digital objects. foreach s € S do

L j « hash function number of
. . . . h;(k ,val
It is worth noting that performing a selection amaaiy Pulh; (key), value)

nodes of the network (or equivalently, usinghash func-
tions) is not a good approach because, in this case, an in-
stance would have the size of the network, which is unfeasi-
ble in real world situations. On the other hand, considering To insert an object, the routineé nsert (key,

a subset of small size is a feasible option of implementa-val ue, reliability) isused, asshown inAlgorithm

end

Algorithm 3: insert (key, value, reliability)




3. When inserting an object in the network, the desired re-
liability of the object is previously chosen by the user.- Ini — 9%
tially, M° starts empty. The first loop selects the sulbddét

of sizer associated to the key of the obje€t; i, is an
abuse of notation which denotes the node pointed by-the
hash of the key. In this loop, we implicitly save the values
1 used for each node; this will be used later. After that, the
function i nserti on_strategy(M?° r;) is executed,

# of objects able to retrieve
n

which returns the subse&t C M° of nodes that will re- T e\ -
ceive the replicas. The functiomserti on_strat egy o s N
can be replaced by any strategy of replication, for example, system’s life years

those presented in Section 2.2. In our implementation, the
reliability of the nodes are stored in the DHT. The last loop
is where the insertion occurs. The valudenotes the hash
function number of the objestconsidered; as stated previ-
ously, these values were saved in the.first loop. Th.e rogtine The reliability of each node was considered to be the
put (n;(key), .vaI ue) puts a replica of the object in probability of the node do not lose information during the
the chosen location. period of 1 year. Thus, we can simulate the state of the

'Ijhe- implementation of thg algorithm takes care O_f Ot hetwork regarding the preservation of information over the
assigning more than two replicas of the same object in Oneyears. In our experiments, we do not evaluate changes in

Figure 6: Number of objects able to retrieving information de-
pending on the age of the system.

node. the reliability of the nodes over the years.

: The experiment starts with a network where various ob-

bt Y jects are inserted. Objects are inserted with differerarel

for i U:allutg nget(h‘(key)) bilities. For the. repllcat_lon of objects we used the Idedj-§u

L if value is not nullthen set strategy, with the size of the subsets equal to 6. liyitial

L return value all nodes are reliableofling). When a node becomes unre-

return —1/+ not found */ liable, it loses its information and is disconnected from th

end network Effling). We purposely did not implement a strat-

Algorithm 4 : retrieve (key) egy to recover offline nodes because we want to stress that

objects with high desired reliability are preserved longer

To retrieve the object, the user performs the function ~ Figure 6 shows the results. Of the total of 12 nodes, 2
retri eve(key), wherekey is the key of the object to  ©f them have 30% of reliability, 2 have 50%, 2 have 70%,
be retrieved, as shown in Algorithm 4. The idea of the al- 3 have 80%, and the remaining 3 have 90% of reliability.
gorithm is to search in a#t nodes for a replica of the item, ~ Initially, in the first year, we include a total of 25 objects,
using the hash functions for that. There are two cases wherdlivided into 5 groups, each group containing objects with
the DHT does not return the object: when the node is not desired reliability respectively, 30%, 50%, 70%, 90% and

present or the node does not contain a replica of the object.99%.
After the first year of existence of the system, a node

of reliability equal to 30%, a node with 50% and another
The P2P archiving system was implemented and eval-with 90% failed. Even with these fails, all the 25 objects
uated through experiments carried out in a real world en-were able to be retrieved. At the end of the fifth year of the
vironment. The implementation uses t@eerlay Weaver  system, two nodes (30% and 70% of reliability) get discon-
environment to build networks [18]. Overlay Weaver pro- nected from the network. In the fifth year, it was not possi-
vides great flexibility in the choice of DHT protocols ble to retrieve the 3 objects with 30% of desired reliahility
and other high-level services implemented as overlay net-4 objects of 50%, 1 of 70% and 1 of 90%. In the tenth year,
works. In particular, this environment supports ChordPas three additional nodes getéfline They are nodes with re-
try, Tapestry and Kademlia. In our experiments we use liability of 70%, 80% and 90%, respectively. It was unable
Chord. It is worth noting that Overlay Weaver has itself to locate a total of 3 objects of 30% of desired reliability, 4
a mechanism of replication that has been turned off for the objects of 50%, 4 of 70% and 2 of 90%. At the end of the fif-
evaluation of our experiments. The experiments were con-teenth year, a node with 80% of reliability was disconnected
ducted in a network with 12 nodes; this quantity is enough and the same objects of the tenth year were possible to be
to validate the ability of long-term archiving and the mech- retrieved. In the twentieth year, 1 node of 50% was discon-
anism of creation of replicas. nected and only one node of 80% and another of 90% left

3.3. Experimental Results



the system. In this age of the system, it was able to locate all
objects of 99% of desired reliability and 1 object with 90%;
all other objects were lost. In the twenty-fifth year, the @od
of 80% failed and it was still possible to retrieve 4 objects
of 99% and 1 of 90%. In the thirtieth year the last node
were disconnected from the network and no further replicas
existed.

4. Conclusions and Future Work

The experiments conducted in this work demonstrate the
ability of the system proposed to preserve information for a
long period of time. The importance for the preservation of
each digital object - measured in the model by the desired
reliability - impacts on different lifetime of this objedDb-
jects that were inserted with a high desired reliability had
a greater lifetime. Thus, through experiments, we can con-
clude two main characteristics of the P2P system and the
replication model proposed:

Independence of object preservation:different informa-

tion requires different storage time. Collections of plspto
journals and articles may need few years of storage; other
information such as digital objects in museums and libgarie
requires hundreds of years. Our system allows flexibility in [
the choice of lifetime of objects to be preserved;
Optimization of the storage resources:storage reposito-

(4]
(5]

(6]

(7]

(8]

(9]

[10]

11]

[12]

ries may suffer many types of damages on their contents,[13]

so each repository has a different reliability. Allowing-ha

storage repository with a parameter capable of measuring([14]

the independent probability of failure is the closest way to
model real networks. This approach allows the flexibility
in the time of preservation of each object and therefore dif-
ferent numbers of replicas for them, impacting on a better
usage of network storage repositories.

Future works include the implementation of a complete
digital preservation system. In order to this, the system

[15]

should be concerned with the auditory of the replicas and [16]

other threats such as software obsolescence, not corgidere
in this work. Furthermore, very little emphasis was given
to the retrieving of the items. Possibly, we can use our
model of digital archiving on systems such as LOCKSS and
BRICKS, and evaluate their feasibility is also an interggti
future work.
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